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As Extended Reality (XR) continues to grow, new possibilities arise to provide users with novel ways to experience cultural

heritage (CH). In particular, applications based on Virtual Reality (VR) like, e.g., virtual museums, have gained increasing

popularity, since they can ofer new ways for preserving and presenting CH content that are not feasible in physical museums.

Despite the numerous beneits, the level of immersion and presence provided by VR experiences still present challenges that

could hinder the efectiveness of this technology in the CH context. In this perspective, it is crucial to provide the users with

high-idelity experiences, in which also the interaction with the objects and the characters populating virtual environments

are realistic and natural. This paper focuses on this challenge and speciically investigates how the combined use of tangible

and speech interfaces can help to improve the overall experience. To this aim, a immersive VR experience is proposed, which

allows the users to manipulate virtual objects belonging to a museum collection (in the speciic case, Ancient Egypt remains)

by physically operating on 3D printed replicas and to talk with a curator’s avatar to get explanations by using their voice.

A user study was conducted to evaluate the impact of the considered interfaces on immersion, presence, user experience,

usability, and intention to visit, comparing the richest coniguration against simpler setups obtained by either removing the

tangible interface, the speech interface or both (and using only handheld controllers). The results showed that the combined

use of the two interfaces can efectively contribute at making the CH experience in VR more engaging.

CCS Concepts: · Human-centered computing → Virtual reality; Haptic devices; Natural language interfaces; ·

Applied computing→ Arts and humanities.

Additional Key Words and Phrases: Virtual Museums, Virtual Humans, Tangible User Interfaces, Speech User Interfaces

1 INTRODUCTION

Over the last years, important advancements in the ield of eXtended Reality (XR) and the consequent possibility
to devise new interaction paradigms by leveraging this technology have attracted more and more the attention of
researchers from diferent application domains. In particular, the adoption of XR has proven capable of bringing
many beneits in the cultural heritage (CH) domain, e.g., by improving accessibility of cultural heritage sites or
proiling visitors to ofer them tailored content [23, 34]. Among the numberless application scenarios of this
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technology, this work mainly focuses on preserving and presenting CH content [32]. As a matter of example,
Augmented Reality (AR) technology and holographic displays have been successfully applied to digital culture
heritage in order to aesthetically enhance exhibits and heritage sites [47], provide virtual guided tours [28], and
support the learning of ancient languages and culture through novel gamiied approaches [50]. Even looking
at Virtual Reality (VR) technology, it is possible to notice that the number of works that exploit immersive
technologies and leverage novel human-computer interaction (HCI) techniques for exploration and education
purposes is progressively growing in the CH literature [4, 58, 75]. Speciically, VR experiences such as virtual
museums, have gained increasing popularity.
In fact, virtual museums ofer the opportunity to complement traditional, physical visits of the collections,

letting users enjoy them from anywhere and at anytime [32]. They also enable the implementation of alternative
visiting modalities that are not feasible in physical museums: for instance, users can be allowed to examine and
interact with 3D replicas which could represent not only collection objects that are fully preserved, but also
objects that are partially preserved, damaged, or currently not available for display (e.g., because loaned-out) [32].
Given the above opportunities, virtual museums are recognized as one of the most cost-efective and dynamic
means of connecting visitors to a CH environment, its artifacts, and the associated knowledge [42].
Despite the numerous beneits, open challenges still remain regarding the level of immersion and presence

that can be delivered through these VR applications [55]. The inal goal of VR should be to fully immerse the
users in the virtual environment by making them experience the same physical and psychological reactions to
the provided stimuli that they would feel in the real world [2] (i.e. sense of immersion); in this way, the illusion
of being part of that experience (i.e., sense of presence) [62] would be fostered too. Therefore, to maximize the
efectiveness of VR use ś and, in particular, enhance the perceptual, cognitive, and communicative potential of CH
content [6] ś it is crucial to provide high-idelity, interactive experiences that extensively stimulate the human
sensory system [49]. In this respect, it is worth observing that VR experiences that envisage limited interactions
with the surroundings or leverage only inanimate virtual environments can be expected to negatively impact
users’ engagement [74]. For this reason, signiicant research activities are being devoted to improve the way
in which users can interact in VR [46, 64], as well as to endow these experiences with virtual humans (VHs)
designed to closely resemble the appearance and behavior of real individuals [42]. Studies in the literature already
reported psychological efects due to the design of VHs and available interactions [16].
For what it concerns the interaction with the VR experience and its elements, researchers have increasingly

focused their attention on embodied and tangible HCI [30]. In particular, the literature shows that Tangible User
Interfaces (TUIs) can be used to provide accurate feedback for diferent physical shapes and materials [9, 61],
and can also enable new paradigms for I/O and interaction with digital information [35]; this is possible since
they allow users to physically engage with this information, by literally letting them grasp and manipulate it
with their hands [60]. Incorporating haptic feedback can also improve the user experience in VR, enhancing
the sense of immersion [54]. Focusing on CH, TUIs can play a fundamental role in the current museology trend
which aims to let the users physically interact with museum collections using touch [31]. The idea is that, in
this way, the users’ senses can be stimulated more, thus improving the learning experience and engagement
[63]. Although touching the objects can be beneicial from the mentioned perspectives, most of the times is
actually impractical. It can expose the objects to contaminants from the users’ skin, leading to potential harm
to the collection; moreover, the overuse, accidental dropping, or scratching of the objects can result in their
structural damage [52]. In addition to the risks for the objects, concerns for the users should also be considered,
as some objects may pose risks due to their weight, sharp edges, or the presence of hazardous substances [53].
The use of TUIs could allow to overcome these issues. There are basically two approaches to implement TUIs,
i.e. active or passive, though hybrid approaches are also possible [56]. Active approaches can be characterized
by diferent levels of complexity. The most common example is represented by handheld controllers: although
these devices support vibrotactile feedback and currently represent the stardard interface to interact with objects
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in VR, they are not suitable for fully stimulating the sense of touch and to provide, e.g., information about the
objects’ weight, shape, and texture [21]. Other active approaches leverage motors, electromagnets and further
mechanisms to exert forces on the user’s body: however, the higher realism of these stimuli is usually paid with
complex and sophisticated setups, which may afect usability [45]. Passive approaches, in turn, typically referred
to as passive haptic interfaces, or simply passive haptics (PHs), rely on physical props not endowed with any
sensor or actuator, which are connected to virtual objects and replace them for VR interaction. PHs are similar to
their virtual counterparts in terms of relevant haptic properties, and can ofer a deeply realistic perception of
physical characteristics, since touching real surfaces eliminates the need to simulate properties such as texture,
hardness, weight, shape, and size, thus increasing the sense of immersion [45].

For what it concerns the second major aspect being investigated to enhance the user experience in VR, i.e. the
use of VHs, by considering relevant literature it can be observed that they typically range from pure decorative
elements to intelligent agents supporting the users in diferent ways [12]. Focusing on the CH domain, over the
last years VHs in the form of virtual guides started to be embedded in many VR experiences, as they proved
to be an efective way to convey information by engaging users in an interactive exchange of knowledge that
can promote participation and attention, leading to a deeper understanding [19, 24]. In fact, VHs can make the
stories told in virtual environments more believable, can inluence the users in a positive and constructive way
[38] by motivating them to enjoy the content longer, and can enable unstructured narrative experiences without
losing critical information [70]. However, the introduction of VHs in VR does not come without challenges [38],
since the lack of consistency in the replica’s realism can lead the users to experience unintended cold or eerie
feelings [41]. This efect is known as the łuncanny valleyž [44] and it is the result of a perceptual mismatch due
to the observation of conlicting cues in the avatar’s appearance, e.g., unnaturally large eyes in a realistic and
well-proportionated face [57], etc. To limit this efect, research proposes mechanisms such as increasing the
character’s physical attractiveness, avoiding altering the natural body structures and proportions, considering not
only the gender but also the details of body characteristics (e.g., skin color and unique features) when designing
VHs that have to resemble real people, and providing time for the users to get accustomed to the VHs [57]. Realism
includes the possibility for the users to interact with VHs naturally, to avoid afecting the sense of presence and
introducing other possible mismatches and inconsistencies [17].

To this aim, several works have proposed to use Speech User Interfaces (SUIs) [22], based on speech recognition
and synthesis [22, 59]. The use of voice in HCI has already been proven to be capable of enabling plausible 3D
experiences [13] and stimulating the communication of CH content [8].
Moving from the above considerations, this paper presents the design and development of a high-idelity,

curated experience in VR that supports interaction with CH content based on both TUIs and SUIs. The paper
builds upon a previous work [55] that proposed an experience in which a virtual curator guides the users in
the exploration of Ancient Egypt remains. The work involved experts from the Museo Egizio in Turin, Italy,
who provided historical background and participated in the generation of the VR assets. With respect to the
previous work, in which interaction with the VH and the objects was mediated by the handheld controllers,
the experience designed in the present paper moves some further steps towards the adoption of more natural
interaction modalities. In particular, the remains can be physically manipulated as they are managed in the VR
experience as passive haptics; furthermore, the users can ask for information about the remains through their
voice by interacting with a conversational avatar representing the curator.

A user study has been carried out to assess the efectiveness of integrating TUIs and SUIs in a CH experience
from diferent perspectives. More speciically, the proposed experience has been compared with that in [55],
with the aim of studying the impact that the considered interfaces can have on users’ engagement. Engagement
has been investigated by collecting data regarding the perceived sense of immersion, presence, user experience,
usability, and intention to visit. In order to isolate the contribution brought by each interface, the study was
carried out in the form of a breakdown analysis.

ACM J. Comput. Cult. Herit.
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2 RELATED WORK

As said, the goal of the proposed experience is to combine TUIs and SUIs for letting the users physically interact
with remains and with a VH representing a museum’s curator into a VR environment. To the best of the authors’
knowledge, there are no examples of VR applications that integrate in the same experiences these two interfaces.
Advantages could be expected in terms of realism and naturalness of the interaction, with positive efects on the
overall engagement. In the remaining of this section, the above ields will be reviewed, with the goal of extracting
helpful hints for the design of the experience.

2.1 Tangible Interaction

The use of tangible interfaces to improve the realism of virtual CH experiences is not new. As a matter of example,
the work in [51] proposed a system named VIRTual EXhibit (VIRTEX), which supports interactive experiences
with physical replicas of real artifacts by means of TUIs created using 3D printed, touch-sensitive props. During
the experience, the users can touch and manipulate the replicas to retrieve information about the artifacts. Touch
sensors have been added to the surface of the replicas in speciic areas of interest. When the users touch one of
these areas, the playback of a short video or animation dealing with the history of the artifact or the characteristics
of the speciic area is triggered. The content is presented on a detached visualization area, i.e. a screen placed next
to the replicas or a wall projection. A sensor is also used to track the replicas in order to correctly visualize the
corresponding virtual objects. The system was successfully employed at the Provincial Museum of Archeology in
Ename, Belgium to exhibit both artifacts with a real scale and larger objects that could not be picked up, such as
monuments or sites. The choice to detach the visualization of the virtual objects from their physical counterparts
make it easy to deliver the experience to both single and multiple users. However, this separation could impact
usability, negatively afecting the users’ engagement. For this reason, the present paper adopts immersive VR
technology, and uses PHs to tightly couple the visualization of the virtual objects to the physical props that
represent them.

One of the irst studies that used PHs in VR is reported in [29]. The work investigated the impact that physically
touching objects can have on the way the users perceive the realism of a virtual environment. Although rather
dated now, the work laid the foundations for research in this ield, since it empirically demonstrated the validity of
using TUIs to provide feedback regarding textures and tactile stimuli of the surrounding environment. Considering
more recent literature, the work in [46] proposed a VR system that allows the users to interact with PHs of
CH artifacts realized through 3D printing. The system featured a hand-tracking module that allowed the users
to touch the physical replicas by using their hands. As reported by the authors, one of the limitations of their
system regarded the accuracy achieved by the hand-tracking technology. Because of occlusions, the tracking of
objects deteriorates rapidly when the users grab the virtual objects with their hands. For this reason, it was not
possible to grasp an object directly, and the controller was used as a handle for the object. The controller was
used also to activate other system functionalities, e.g., to change the visualization and modify the appearance
of the virtual objects (e.g., painting on their surface). The results of the performed experiments demonstrated
that the VR experience could beneit from a more direct interaction, which would increase users’ involvement.
Hence, in the present paper, the use of a direct (i.e., non mediated by the controllers) interaction with the PH is
investigated, leveraging the hand-tracking capabilities of the selected VR headset. Another cue coming from this
study regards the need to make the virtual and real objects as much similar as possible, reproducing not only the
shape but also other physical characteristics like, e.g., the weight and its distribution; in this way, the experience
would provide a more realistic tactile stimulation and, expectfully, a higher engagement.

Previous studies have investigated how far the discrepancy between real objects and their digital counterparts
can be pushed in a VR experiences before breaking the illusion, with negative efects on the user experience. For
instance, results reported in [61] showed that the more the physical object used to control the virtual object is

ACM J. Comput. Cult. Herit.
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similar to it, the better is the experience. The work in [64] speciically investigated these aspects in the context of
CH, by leveraging a VR experience in which the users had the possibility to interact with museum objects in
two modalities: by manipulating 3D printed replicas of the objects, or by manipulating physical acrylic boxes
hosting the replicas. Although the system did not support hand tracking (hence, virtual representations of the
users’ hands were not displayed in the virtual environment), the users could feel the surface and the shape of the
objects by touching the printed replicas; this was not possible when using the acrylic box. The box was equipped
with an HTC Vive Tracker to track its movements and reconstruct them. The results of a user study showed
that the possibility to touch and feel the surface of the 3D printed objects made the participants more engaged
than when using the box. Similarly to [46], the authors argued that further investigations were needed to explore
the possibility of ofering tangible experiences in which other physical characteristics of the objects (weight,
materials, etc.) are preserved also in the virtual environment. Hence, in the present paper particular attention
was put on making the PH reproduce not only the shape, but also the surface and weight of the real remains.

2.2 Virtual Guides and Speech Interaction

The literature includes already a signiicant number of studies that investigated diferent aspects related to the
use of VHs in CH experiences [1, 42]. For instance, the work in [11] reports on a study aimed to compare three
storytelling approaches to support the users in visiting a virtual art gallery. The considered approaches were based
on: traditional panels, where descriptions of the artworks were shown as text; a narrating voice, which simulated
traditional museum audio guides; a VH guiding the users throughout the virtual environment. The results of the
study showed that, compared to the traditional panel- and audio guide-based approaches, the VH was able to
increase the users’ attention and involvement, thus contributing to better content delivery and learning. The
authors of [38] focused on the realism requested by VHs in CH applications. In particular, they proposed a
cost-efective methodology for creating high-idelity virtual guides. The methodology encompassed the use of
commercial tools for modeling VHs and leveraged a motion capture suite for recording full-body animations,
thus ensuring expressive body moves and gestures. Particular attention was devoted to face animations, since
they allow the VH to expressively tell the story presented in the CH experience. In this case, the authors exploited
an approach based on recorded audio clips and the use of a software for the automatic generation of lip-sync
animations; this approach was preferred to traditional motion capture not to limit the lexibility of the proposed
methodology. A user study validated the hypothesis that the devised methodology could generate efective VHs,
which were perceived as life-like and realistic by the users when embedded in XR experiences. The study in [67]
investigated the impact that three types of VHs, i.e. a museum curator, a security guard, and a museum visitor,
may have on the credibility of the narration and the emotions they can arouse in a virtual CH experience. The
results indicate that the VH representing a museum visitor was able to elicit stronger empathy and emotional
involvement in the users than the other types of VHs, but the virtual curator acting as a specialist conveyed
admiration and appreciation. In an extension of this work [68], the authors highlighted the need to align and
ine-tune the narrative styles and the presented CH content to the role interpreted by the VHs; moreover, they
underlined the importance of the afective component in the storytelling. Based on the indings of the above
studies, in the present work a highly realistic avatar of a real curator was created using photogrammetry; the
avatar accompanies the users in the experience by providing instructions and explanations. For the sake of
lexibility, the avatar was animated using automatic tools, but voice recordings were used to better convey
emotions.

Regarding the role that virtual guides should have in a virtual CH experience, the work in [5] studied whether
the users prefer a free exploration of an exhibit environment accompanied by a VH who presents them the a given
content when they explicitly show their interest in it, or be guided by a VH that leads them on a predeined path.
Experimental results yielded no clear preferences for either role. Therefore, the authors suggested to combine
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the two conditions in order to merge the beneits and ensure higher user acceptance. In the present work, this
approach was followed, having the virtual curator introducing the content of the experience, then letting the
users choose the explanations they are interested in, but providing them hints to make sure they do not loose
any part of the experience.
Regarding the ways to communicate with VHs, interfaces based on voice commands and speech recognition

have long been of great interest, since they are considered the most natural way to support HCI [22]. The
possibility to use the voice to support CH experiences is not new, as the irst examples leveraging voice commands
date back to the early 2000s [65]. The use of natural language, however, is more recent. For instance, this kind
of interaction has been used in the work reported in [59], whose goal was to transform a traditional museum
into a so-called łvocal museumž. To this aim, the authors proposed a system combining technologies pertaining
Internet of Things (for indoor localization) and Artiicial Intelligence (for implementing a chatbot) to make the
users experience a custom visit of the museum. Once the user is localized in front of certain artifact, he or she
can ask for (and receive) information about it by interacting using the voice or text messages via a conversational
interface based on natural language. Despite the promising beneits deriving from the use of this interaction
method, the work lacks a talking avatar to communicate with, and its efectiveness has not been validated in VR
(as content is presented/displayed on the screen of a mobile device).

Nevertheless, VHs capable of a bidirectional speech-based communication are regarded as social entities able
to make the users react to them similarly to how they would do with real people [25]. Thus, SUIs are considered
as particularly important for the development of virtual CH experiences incorporating VHs. For instance, the
work in [22] presented a VR application aimed to let users with motor disabilities visit a museum exhibit. The
users could ask a virtual curator to provide information about the artifacts by leveraging voice commands. To
improve the lexibility of the system in recognizing diferent inputs, voice commands issued by the users are
automatically augmented through a semantic mechanism capable of inferring linked concepts. In [66], a system
was proposed in which two life-sized and photo-realistic characters play the role of virtual guides and interact
with the users by means of natural language. The two VHs were embedded with animations to perform gestures
and other forms of non-verbal communication. The virtual guides could answer general questions regarding the
Museum of Science in Boston, USA and suggest the users to check out speciic content based on their expressed
interest. The results of a user study conirmed the feasibility of using natural language to interact with the virtual
guides and its efectiveness in fostering engagement. However, the authors pointed out the need to integrate
facial expressions and eye gaze, as well as including idle animations (when users are not interacting with the
VHs) to improve the experience. Based on the above outcomes, in the present work the avatar representing the
curator has been endowed with the ability to communicate in natural language on a set of topics related to the
experience. Moreover, the avatar has been provided with the ability to gaze the user and with automatically
generated face animations.

3 MATERIAL AND METHODS

As illustrated in Section 1, the VR experience illustrated in the present paper enables a high-idelity interactionwith
a virtual curator and the replicas of handheld objects belonging to a museum collection (in the speciic case, the
Museo Egizio) by making use of natural HCI modalities. The architecture supporting this experience (illustrated
in Figure 1) includes a number of components, which are described in detail in the following sub-sections.

3.1 VR Systems

The core of the architecture is represented by a Unity1 application, which implements the required logic and
integrates all the components that are needed for letting the users participate in the VR experience. Two VR

1Unity: https://unity.com/
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Fig. 1. Architecture supporting the proposed VR experience.

systems are leveraged to support diferent functionalities of the experience, i.e. the HTC Vive and the Meta
Quest 2. The HTC Vive system is used to track the PHs; to this purpose, HTC Vive Trackers attached to the
physical replicas are used (more details will be provided in Section 3.3). The Meta Quest 22 headset, in turn,
is used to make the user visualize the avatar of the curator, the remains, and the virtual environment. The
hand tracking capabilities of the headset are used to enable hands-free interaction via the Unity XR Interaction
Toolkit3 (the Meta Quest 2 headset was preferred to the HTC Vive one because of its experimentally observed
superior performance, especially in handling occlusions caused by object manipulation); integrated speakers and
microphones are leveraged to support speech interaction with the curator. The Meta Quest 2 handheld controllers
are used for calibration purposes, i.e. to align the reference system of the headset with that used by the PH. The
calibration consists in placing a HTC Vive Tracker and a Meta Quest 2 controller in known positions. In this way,

2Meta Quest 2: https://www.meta.com/it/en/quest/products/quest-2/tech-specs/
3Unity XR Interaction Toolkit: https://docs.unity3d.com/Packages/com.unity.xr.interaction.toolkit@2.4/manual/index.html
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it is possible to compare position and orientation data gathered for the two devices in the respective reference
systems. Afterwards, the ofsets to be applied for aligning the two reference systems are computed, and the
positions and orientations of the virtual counterparts of the devices updated. In order to ensure the replicability of
the calibration procedure, a physical prop (depicted in Figure 2) has been produced with 3D printing to facilitate
the correct positioning of the devices.

Fig. 2. 3D printed prop used for calibrating the Metauest 2 and HTC Vive reference systems.

3.2 Virtual Curator

Particular efort has been devoted to the reconstruction of the virtual curator, which is one of the key elements of
the VR experience. As illustrated in [55], a high-quality 3D model of the head of a real curator of Museo Egizio
has been generated via photogrammetry. More speciically, the 3D acquisition envisaged shooting 60 photos.
The 3D reconstruction and texture extraction were achieved by leveraging dedicated software such as Agisoft
Metashape4 and Maxon Zbrush5. Once the mesh of the head has been obtained, the full body as, well as the hair,
accessories textures, and materials were added by leveraging resources in Reallusion Character Creator 36. This
software provides resources to generate realistic VHs that are compliant with the majority of the game engines.
The Blender7 3D graphics suite was used to combine the diferent resources and prepare the avatar for animation.
More speciically, the Rigify add-on8 was used for rigging the avatar, i.e. connecting the 3D model to a skeleton
structure made up of bones, joints, and controls (known as a rig) in order to pose and animate it. Figure 3a and
Figure 3b show the generated 3D model of the virtual curator.

Once the model has been rigged, body animations were generated through the traditional keyframing technique.
For the proposed experience, only two types of animations were created, i.e. idle and simple arms movements to
be performed by the avatar while talking to emphasize the narration.

For what it concerns face animation, the reference work [55] leveraged motion capture. Although this technique
can produce extremely realistic results, it introduces severe limitations on the lexibility/scalability of the
experience. In fact, creating a new experience or even editing a single word in the narration made by the virtual
curator would require the entire animation sequence to be recorded and synchronized again. For this reason,
for the experience illustrated in the present paper, a diferent approach based on lip-sync and recorded audio

4Agisoft Metashape: https://www.agisoft.com/
5Maxon Zbrush: https://www.maxon.net/en/zbrush
6Reallusion Character Creator 3 https://www.reallusion.com/character-creator/
7Blender: https://www.blender.org/
8Rigify: https://docs.blender.org/manual/en/3.6/addons/rigging/rigify/index.html
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(a) (b) (c)

Fig. 3. 3D model of the virtual curator: a) details of the rig, b) posed avatar, and c) visemes, i.e. blendshapes, created for the
virtual curator (plus rest pose).

clips was exploited. More speciically, with this approach, the movements of the avatar’s lips are automatically
generated in real time based on the played audio clips. In this way, it is necessary to record (and possibly re-record,
to update the experience) only the audio clips. In the future, Text-to-Speech (TTS) tools could be used to speed
up the process by eliminating the need to record the audio clips. In the present paper, the use of TTS tools was
not considered due to the fact that they still present some limitations that may negatively impact realism like,
e.g., the inadequate representation of emotions, the lack of spontaneous verbal language in terms of naturalness
and comprehensibility, and the unnatural reproduction of sounds.

The lip-sync approach was implemented by leveraging the SALSA LipSync Suite for Unity9. SALSA is able to
elaborate in real time an input audio ile to control/animate both 2D e 3D characters. Moreover, the software
ofers the possibility to control the movement of the eyes, eyelids, and head to make the avatar assume secondary
facial expressions that are added to the main expression to provide more variety in the face animation and make
it more life-like. In order to generate the face animations, SALSA makes use of visemes, i.e., the basic units for
visually representing face appearance during speech production. Visemes represent speciic conigurations of the
mouth, lips, and tongue that occur when pronouncing certain sounds or phonemes. In this way, it is possible to
use a limited number of visemes and combine them to reproduce the facial movements of an avatar during a
speech. By analyzing the input audio ile, SALSA recognizes the involved visemes and associates them in real time
with the corresponding face shape. The sequence of viseme activations generates the resulting face animation.

The SALSA documentation suggests a standard set of visemes that can be combined to achieve a wide range of
realistic expressions for lip-sync10. For the 3D model of the virtual curator, these visemes have been recreated by
manipulating in Blender the complex facial rig automatically generated by the Rigify add-on, composed of 90
bones. The deformed face meshes corresponding to the visemes have been saved as blendshapes [10], which can
be dynamically activated by SALSA in the Unity application to generate the lip-sync. In the case of VHs used as
narrators or virtual guides, it is generally not necessary to express intense emotions through exaggerated facial
expressions [70]; in fact, a pleasant experience can be achieved by ensuring that the narration is interesting and

9SALSA LipSync Suite: https://assetstore.unity.com/packages/tools/animation/salsa-lipsync-suite-148442
10SALSA Recommendations: https://crazyminnowstudio.com/docs/salsa-lip-sync/modules/recommendations/
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well-structured [70]. Overall, 7 blendshapes were deined for the 3D model. Figure 3c shows the visemes and the
corresponding blendshapes.

The 3D model of the virtual curator along with the animations and blendshapes were exported from Blender
as a .fbx ile and imported in Unity for creating the VR experience. The rig and the blendshapes are also used
in Unity to trigger/perform additional animations aimed to increase the realism of the VR experience. More
speciically, random micro-movements are dynamically added to make the avatar behave in a more natural (less
static, or łroboticž) way. With SALSA it was also possible to assign a target to the movement of the eyes and
head, so that the virtual curator can look towards the user during the experience. Eye contact helps to increase
the users’ emotional response in VR, since it gives the impression that the avatar is actually interacting with
them, thus heightening the sense of presence and engagement [37].
As mentioned in Section 1, a SUI has been leveraged to let the users interact with the virtual curator. More

speciically, the users can use their voice to ask questions regarding the remains. To implement the SUI, two main
components were exploited.
The irst component is RASA11, an open Generative Conversational Artiicial Intelligence (AI) platform for

creating intelligent agents. The Natural-Language Understanding (NLU) pipeline of RASA requires a text as input.
The AI model handles the so-called intent classiication on the text by leveraging training examples. An intent
represents what the user says, whereas training data consists of examples of possible users’ utterances that are
categorized by intent. Besides the default intent (that is triggered when recognition conidence is lower than an
empirically deined threshold), for the proposed experience RASA was conigured to identify four main intents
(connected to four topics that can be presented by the virtual curator) as well as two additional intents that can be
used to control the low of the experience and receive help (more details will be provided in Section 3.5). Overall,
to identify the above intents, 84 training examples were generated.
The second component is a Speech-to-Text module in charge of transforming the users’ utterances into text.

The text generated from this module can be provided as input to RASA for the intent classiication. To this
purpose, the Microsoft Speech SDK based on Azure AI Services12 was leveraged.

3.3 Virtual Remains

For the experience illustrated in the present paper, the objects belonging to the temporary exhibit named
łArcheologia Invisibilež13 hosted at the Museo Egizio from March 2019 to January 2022 were considered. This
choice was made for two main reasons: research material was available to support an efective narration, and the
high-quality 3D models had already been created.
In particular, among the objects in the catalogue, the mummy of a cat (Cat.2348/1) [26, 69] was selected for

its size and shape, since the users could easily and comfortably manipulate it using their hands (though the
experience could be easily extended to other handheld objects, not necessarily belonging to the considered exhibit
or museum). Moreover, the object contains ine details on its surface, which make it extremely interesting to
discover with bare hands.
The 3D model of the mummy was generated by the Museo Egizio’s researchers via photogrammetry. More

speciically, the reconstruction was done by elaborating 178 photos through the 3DF Zephyr software14. Figure 4a
shows a closeup of the generated 3D mesh, from which it is possible to observe the ine granularity. A solid
visualization (without textures) of the model is provided in Figure 4b. For this object, both Neutron/CT scan
images showing the interior of the animal remains as well as a reconstruction of the original textile were available.
These resources were integrated in the VR experience, and the user was given the possibility to activate their

11RASA: https://rasa.com/
12Microsoft Azure Speech-to-Text: https://learn.microsoft.com/en-us/azure/ai-services/speech-service/get-started-speech-to-text
13Archeologia Invisibile: https://museoegizio.it/en/explore/exhibitions/archeologia-invisibile/
143DF Zephyr: https://www.3dlow.net/3df-zephyr-photogrammetry-software/
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(a) (b) (c) (d) (e)

Fig. 4. Reconstruction of the mummy and related research data: a) closeup and b) and entire 3D mesh, c) current appearance,
d) original texture, and e) interior with animal remains.

visualization as overlays of the virtual object. Figure 4cś4e show the diferent visualizations of the mummy:
current appearance of the mummy as it could be seen by the visitors of the exhibit (Figure 4c), original texture
that has been reconstructed through archeological studies based on information and analysis of the bandages
and pigments used in Ancient Egypt (Figure 4d), and interior with the animal remains as Neutron/CT scans
(Figure 4e).

As anticipated in Section 1, in the devised VR experience, PHs are used to enable a tangible interaction with
the remains. The physical prop used to this purpose was produced by means of 3D printing (precisely, via Fused
Filament Fabrication). As it can be observed from Figure 5a, the high-quality mesh made it possible to produce an
extremely precise replica of the mummy, which can support a rich tactile experience. As said, the prop is tracked
by means of an HTC Vive Tracker attached to it (Figure 5b). By leveraging the Valve Lighthouse tracking system15

(consisting of two base stations), it is possible to align in real-time the physical prop and its VR counterpart, thus
simultaneously providing the users with high-idelity visual and haptic stimuli.
In the process used to convert the 3D mesh of the prop to a format compatible with the 3D printer (STL),

several changes were made to the geometry in order to deal with some requirements concerning the envisaged
experience. In particular, a docking system was designed to attach the HTC Vive Tracker to the prop. As indicated
in the HTC Vive developer guidelines16, the Tracker can be locked to other objects and surfaces by leveraging a
standard camera mount (1/4ž screw nut) and the stabilizing pin recess. The designed docking system is based
on a sliding tripod cradle head that can be slid into its housing on the prop and removed when needed (e.g., to
move the Tracker to another prop or recharge its battery). The position for integrating the docking system in
the 3D model of the mummy (on the rear bottom, as shown in Figure 5c) was carefully selected with the aim
to minimize occlusions and balance the overall weight of the prop (the weight of the Tracker is 270g, though
lighter and smaller alternatives are available17). A further aspect that was considered regarded the reproduction
of the real artifact’s weight and its distribution (about 1900). This aspect was deemed as particularly relevant to
improve the tactile experience and make it more realistic. In order to make the 3D printed prop heavier (as it was

15Valve Lighthouse base stations: https://www.valvesoftware.com/en/index/base-stations
16HTC Vive Tracker documentation https://developer.vive.com/resources/hardware-guides/vive-tracker-developer-guidelines/
17Tundra Tracker: https://tundra-labs.com/
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(a) (b) (c) (d)

Fig. 5. PH prop used for the virtual remain of the mummy: a) replica obtained through 3D printing, b) HTC Vive Tracker for
tracking it, c) docking system on the rear of the prop, and d) internal space created for filling the prop in to obtain the proper
weight and locking mechanism.

<-UNO->

produced using Polylactic acid PLA), it was chosen to ill it with material(s) having the proper weight. To this
aim, a łtwist & lockž mechanism was designed and integrated in the model to enable several illing attempts
aimed to identify the correct weight before deinitively sealing the prop. Moreover, the model was modiied to
create a hollow space, which was illed in with a mixture of sand and styrofoam (it was ultimately decided to
limit the weight to 1200g, as with the real weight users’ fatigue in the VR experience was too high). Figure 5d
shows the modiied model with the hollow space, and the locking mechanism.

The model was sliced in three parts (head, body and mounting system), which were printed separately using a
Ultimaker S5 3D printer18. The printer was conigured as follows: layer height 0.2 mm, wall thickness 1.2 mm,
inill pattern zig-zag, inill density 5.0%, temperature 210◦C, and speed 70 mm/s. The printing process lasted more
than 10 hours.

3.4 Virtual Environment

For the virtual environment, the warehouses of the Museo Egizio were initially considered, but were later excluded
since the location may not be capable to have a strong, visual impact on the users. Other locations in the museum
would have to be visually altered to host the experience. In the end, a high-realism 3D model of an interior
inspired by the Bodleian Libraries19 at the Oxford University was used. This choice was meant to recall a cultural
place, and was expected to be particularly captivating for the users (as conirmed in the experiments), also
because it has been used as a location for some blockbuster movies. The decontextualization introduced by a
virtual environment not corresponding to the place where the remain has been excavated or it is hosted today is
expectfully balanced by the evocative setting that, in the collective imagination, recalls a learning experience
with a magical lavour. The lighting, furniture, and books on the shelves were added to the virtual environment
to prepare the user to the experience. The resulting environment is illustrated in Figure 6.

18Ultimaker S5: https://ultimaker.com/3d-printers/s-series/ultimaker-s5/
19Library - UE4 Project: https://aikoshinohara.gumroad.com/l/AikoShinohara
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In order to boost the visual quality of the VR experience, Unity’s High Deinition Render Pipeline (HDRP)
was adopted20. This choice was made to increase the degree of photorealism, since with HDRP it is possible
to enhance the idelity of lighting, shadows, and appearance of the materials, thus achieving high-quality and
detailed visual rendering.

Fig. 6. Virtual environment hosting the VR experience.

3.5 Experience and Narration

The low diagram in Figure 7 shows the structure of the VR experience and the narration that is currently
supported.

At the beginning, a coniguration procedure is envisaged in order to set up the experience and initialize the VR
systems. During the coniguration, which is managed through a graphics user interface (GUI) that can be operated
with bare hands, it is possible to choose which virtual remains will be included in the experience. Presently, only
the mummy is supported, though the application is already designed to handle other objects; in case of multiple
objects, the GUI supports the user in deining the mapping with the HTC Vive Trackers attached to them. The
coniguration GUI is illustrated in Figure 8. The left panel, named łRemainsž, contains the list of virtual remains
to be included in the experience. To deine the above mapping, the user can choose an item from the list and
associate it with one of the Trackers in the right panel named łDevicesž. The checkboxes on the bottom can be
used to activate/deactivate the use of the TUI and the SUI (more details on these two functionalities that were
added to support the experimental evaluation will be provided in Section 4).

Before starting the experience, the calibration of the VR systems has to be performed, by placing the calibration
prop (with the Meta Quest 2 handheld controller and the HTC Vive Tracker in it) on the table in front of the user
and pressing the Trigger button of the controller. Although it is not always required, running it right before the
experience helps to reduce possible tracking drifts.

Once the coniguration is complete, the experience can be started. The user inds himself or herself seated in
the virtual library, in front of a wooden table (Figure 9). The virtual replica of the mummy (and other remains, if
available) is placed on the table, and the virtual curator is sitting behind it. The virtual curator starts presenting
herself, the experience and its content through a welcome audio clip that invites the user to take the virtual
remain in his or her hands. The user is free to explore the virtual environment, interact with the virtual remain

20HDRP: https://unity.com/srp/High-Deinition-Render-Pipeline
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Fig. 7. Flow diagram showing the structure of the VR experience.

and discover its details. When the user picks up the object by physically grabbing its PH, the virtual curator
illustrates the topics for which further explanations are available (four, at the moment), and explains how to
request them using the voice. The information presented in the experience is a structured elaboration of all the
material available at Museo Egizio for the selected remain. The particular remain has been chosen since some of
its characteristics (e.g., the presence of elements inside the bandages and the original composition of the textile)
can be experienced by the visitors using touch. The material has been organized in four main blocks with the
supervision of experts of Museo Egizio, and the proposed structure allows the visitors to receive self-consistent
information at once and then take a break, if needed, to elaborate the just listened content. The four topics are as
follows: i) a brief introduction to animal mummiication and the reasons behind this practice in Ancient Egypt; ii)
the multispectral analysis and virtual bandage removal that made it possible to reconstruct the original two-tone
color of the textile and safely discover what is hidden inside the mummy, respectively; iii) the studies on the
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Fig. 8. GUI used for configuring the VR experience.

animal remains, which revealed the original position of the skeleton, the lack of internal organs (indicating that
the animal was probably eviscerated before being mummiied), and the presence of two blue-colored elements
inside the orbital cavities; iv) the reconstruction of the color and other characteristics of the original bandage.
The user can ask for explanations by formulating statements or requests that contain elements recalling the

above topics, e.g., łTell me about the bandagež or łWhat’s inside the mummy?ž. On the table, there are some
books that briely summarize each of the topics, thus helping the user to remember what the virtual curator can
talk about. During the experience, the user can request the list of topics still not presented, by asking questions
like łWhat haven’t you told me about yet?ž. In order to make it easier for the user to follow the low of the
experience and provide him or her with a feedback on the percentage of completion, book titles are grayed once
the associated topics have been presented (as shown in Figure 9).
The user can request explanations in any order, and can listen to them multiple times, if desired. In case the

system misunderstands the user’s intention and starts presenting a wrong topic, he or she can ask the virtual
curator to stop talking. Once the application recognizes that all the four topics have been presented, the virtual
curator invites the user to visit the main exhibit of the museum in order to learn more about the content of the
experience, and guides him or her in the removal of the headset to exit it.

4 EXPERIMENTAL SETUP

In order to evaluate the proposed VR experience, a user study was carried out by involving students and staf
at the authors’ university. The study was aimed to analyze the efects of leveraging the considered techniques
on users’ engagement. The analysis was carried out under the hypothesis that the use of TUIs and SUIs would
improve the realism and naturalness of the interaction, leading to a better overall experience.
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Fig. 9. User in the proposed VR experience facing the virtual curator. Colors of the book titles indicate the topics already
presented (light yellow)/still to be presented (gray).

4.1 Design

In order to test the above hypothesis, the proposed experience could be compared with that in [55] (later referred
to as the baseline (BL), which mainly difers in the way interactions are handled. In [55], only the Meta Quest 2
handheld controller were used both to manipulate the virtual objects and communicate with the avatar of the
curator (as shown in Figure 10a). In order to grab an object, the user could either move a controller close to it and
press the Grip button, or use the raycasting with the Trigger button to point at it and keep pressing the button
to activate the grabbing; once grabbed, the object could be manipulated by simply moving the controller. To
trigger the playback of the audio clips with the explanations, the buttons in a loating GUI could be activated
using raycasting.
However, by directly comparing only these two modalities, it would be not possible to isolate the individual

contribution brought by the considered HCI techniques, since in the proposed experience they are used together.
Hence, the evaluation was designed in the form of a breakdown analysis. More speciically, starting from the
proposed setup that includes both the TUI and the SUI (in the following referred to as TUI+SUI, two additional
conigurations were obtained by removing one of the interaction modalities at a time. When the TUI is removed,
the users are requested to leverage the controllers for manipulating the virtual objects (as it happens in the BL
modality), but they can use their voice for communicating with the avatar (and, like in the BL, books on the table
recall explanations still to be presented, as shown in Figure 10b); in the following, this modality will be referred
to as onlySUI. In turn, when the SUI is removed (onlyTUI modality), the users can leverage their hands and the
PH to interact with the virtual objects, but the communication with the avatar is mediated by the GUI already
presented for the BL modality; diferently than in latter modality, however, the users can press the buttons in the
GUI by using the hands rather than the controllers, as illustrated in Figure 10c.
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(a) (b) (c)

Fig. 10. Configurations compared with the proposed one: a) BL, b) onlySUI, and c) onlyTUI.

Four videos, one for each of the considered modalities (BL, onlySUI, onlyTUI, and SUI+TUI), are available for
download21.
The study followed a within-subject design, hence each participant was requested to experience all the

modalities. Latin square order of exposition was adopted to counterbalance potential learning efects and
minimize possible biases.

4.2 Participants

With the goal of determining the required sample size, an a-priori power analysis was performed using the
G*Power tool [20]. Setting � = 0.05 and aiming at detecting at least an efect size of medium entity (Cohen’s f
0.25), it was found that a total sample size of 24 participants was adequate to reach a power of (1-����) = 0.8
for the arranged study design [18]. The 24 volunteers (16 male and 7 female) involved in the study were aged
between 21 and 34 (M = 26.52, SD = 3.19). According to collected demographic data, 39.13% of the participants
used VR devices regularly, 39.13% used them sometimes, whereas 21.74% never used them. Data also revealed
that most of the participants were generally not much used to playing video games (30.43% never played them,
43.48% sometimes, 26.09% regularly) and interacting with voice assistants (34.78% never, 60.87% sometimes, 4.35%
regularly). The participants were not speciically familiar with cultural heritage; in this way, it was possible to
mimic the experience of common visitors of museums, who are presumed to have, on average, limited expertise
in the ield.

4.3 Evaluation criteria

The four modalities were compared by means of subjective measurements. These measurements were collected
at the end of the experiment by requesting each participant to ill in a post-test questionnaire, which is available
for download22. The questionnaire included a number of sections aimed at evaluating diferent aspects of the
experience. The irst section evaluated the usability of the four modalities by means of the System Usability Scale
(SUS) [7]. Questions were expressed as statements to be evaluated on a 1ś5 Likert scale from łstrongly disagreež
to łstrongly agreež. The second section was aimed to assess the participants’ intention to visit the museum after
the VR experience, and their willingness to participate again in the experience as part of a museum visit in the
future. The statements in this section were based on the questionnaires proposed in [39] and [15], respectively,

21Videos of the proposed experience: https://www.dropbox.com/sh/d4szuo3nqkmihwb/AABy5-tjQ9iwi3Zb7-IIA7Uza?dl=0
22Questionnaire used for the evaluation: https://www.dropbox.com/sh/bf8ozwa4n9ikr8g/AABHscvvk41i0UXMOL6MaisXa
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to be evaluated on a 5-point Likert scale. The third section investigated the participants’ sense of immersion by
means of the Immersive Experience Questionnaire (IEQ) [36]. Like in [32], a subset of 12 questions relevant for
the particular type of experience, to be evaluated on a 5-point Likert scale, was used. In the fourth section, the
participants’ sense of presence was evaluated by means of the Presence Questionnaire (PQ) [73]. In the present
study, it was chosen to focus only on the factors regarding łInvolvementž and łSensory idelityž [71, 72], as
already done in previous works (e.g., [27, 40, 43]); these items had to be evaluated on a 7-point Likert scale. The
ifth section was aimed to analyze the user experience; to this aim, the 14 questions of the Game Experience
Questionnaire (GEQ) (In-game module) [33] were selected. The participants were asked to indicate to what extent
they felt engaged during the experience by using a 1-to-5 Likert scale from łnot at allž to ł extremelyž. Finally,
the participants were requested to rank the four modalities, expressing their overall satisfaction in participating
in the experiences by using each of them.

4.4 Procedure

Upon arrival, the participants were informed about the experimental procedure. After collecting the informed
consent and demographic data, they were provided with brief instructions on how to use the VR application
in the four modalities. The participants were then requested to wear the VR headset and begin the experience.
During the experience, no restrictions were set regarding the activation of the audio explanations for the four
topics (Section 3.5); thus, they could trigger the same explanation several times, in any order, and could stop the
playback at any time. When they had listened to all the explanations, the experience was considered as completed.
At the end of the experience, the participants were asked to ill in the post-test questionnaire and then move to
the other modalities. At the conclusion of the experiment, they were asked to express their ranking for the four
modalities.

5 RESULTS

The statistical signiicance of the obtained results was analyzed by performing the Friedman test (�-value <

0.05) with the Wilcoxon signed-rank test for paired samples as post-hoc. The efect size was measured through
Cohen’s d.
As said, the irst section of the questionnaire requested the participants to evaluate the usability of the four

modalities using the SUS [7]. Based on collected results (BL: 74.38, onlyTUI: 83.13, onlySUI: 78.02, SUI+TUI: 91.46;
� < .001), the participants found the SUI+TUI modality more usable than the BL (� < .001, � = −1.329), onlyTUI
(� = .014, � = −0.658), and onlySUI (� < .001, � = −1.162) ones. Moreover, the onlyTUI modality was perceived
as more usable than the BL one (� = .044, � = −0.526). The scores assigned to each statement are reported in
Figure 11. According to the categorization proposed in [3], the scores obtained by the four modalities correspond
to the following grades (adjective rating): BL: B (Good), onlyTUI: A (Excellent), onlySUI: B+ (Good), SUI+TUI: A+
(Excellent).

Regarding the second section of the questionnaire based on [15, 39], an overall score was obtained for the
intention to visit the museum and intention to use again the VR experience in future visits of the museum by
averaging the scores assigned to each statement (it is worth noticing that, to compute average values and for the
sake of readability, the scores for statements in a negative form in the second and in the remaining sections have
been reversed, mapping all the values on a worse-to-better scale). Overall, signiicant diferences were observed
for both the intention to visit (BL: 3.18, onlyTUI: 3.53, onlySUI: 3.23, SUI+TUI: 3.72; � < .001) and the intention
to use again the VR experience in future visits (BL: 3.76, onlyTUI: 4.08, onlySUI: 3.82, SUI+TUI: 4.25; � < .001).
More speciically, it was observed that the participants were more willing to visit the museum after having
used the SUI+TUI modality than the BL (� = .001, � = −0.627), onlyTUI (� = .022, � = −0.228), and onlySUI
(� < .001, � = −0.570) ones. Moreover, the onlyTUI modality was preferred to the onlySUI (� = .011, � = −0.379)
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Fig. 11. Subjective results in terms of usability based on the SUS [7]

and BL (� = .004, � = −0.442) ones. Concerning the intention to use again the VR experience in future visits,
the participants preferred more the SUI+TUI modality than the BL (� = .002, � = −0.614), onlyTUI (� = .034,
� = −0.225), and onlySUI (� = .004, � = −0.543) ones. Moreover, post-hoc signiicant diferences were observed
between the onlyTUI modality and both the BL (� = .006, � = −0.399) and onlySUI (� = .013, � = −0.329) ones.
For both the dimensions in this section, no signiicant diferences were observed between the BL and onlySUI
modalities.

Results regarding the sense of immersion based on the IEQ [36] are reported in Figure 12. Overall, signiicant
diferences were found (BL: 3.17, onlyTUI: 3.42, onlySUI: 3.33, SUI+TUI: 3.72; � < .001). In particular, the
participants reported that when using the SUI+TUI modality they had the perception to be more immersed in the
VR experience than with the BL (� < .001, � = −1.342), onlyTUI (� = .001, � = −0.654), and onlySUI (� < .001,
� = −0.905) ones. Moreover, the BL modality was found to stimulate a lower sense of immersion than the onlyTUI
(� = .001, � = −0.618) and onlySUI (� = .002, � = −0.444) ones.

With respect to the sense of presence, evaluated through the PQ [73], statistically signiicant diferences were
observed for both the considered factors, i.e. involvement (BL: 4.71, onlyTUI: 5.52, onlySUI: 5.15, SUI+TUI: 6.18;
� < .001) and sensory idelity (BL: 3.64, onlyTUI: 6.28, onlySUI: 3.72, SUI+TUI: 6.32; � < .001). Results are detailed
in Figure 13a and Figure 13b. Starting from the factor related to the involvement, it was observed that all the
diferences analyzed through a post-hoc analysis were statistically signiicant. In particular, the participants
judged the SUI+TUI modality as able to make them more involved in the VR experience than the BL (� < .001,

ACM J. Comput. Cult. Herit.



20 • Cannavò, et al.

Fig. 12. Subjective results in terms of sense of immersion based on the IEQ [36]

� = −2.232), onlyTUI (� < .001, � = −0.815), and onlySUI (� < .001, � = −1.545) ones. Furthermore, the onlyTUI
modality was preferred to both the BL (� = .001, � = −0.987) and onlySUI (� = .007, � = −0.452) ones, whereas
the onlySUI modality made the participants feel more involved than the BL one (� < .001, � = −0.636). Moving
to the sensory idelity factor, the SUI+TUI modality was perceived as capable of stimulating the senses more
faitfully than the BL (� < .001, � = −3.404) and onlySUI (� < .001, � = −3.452) ones. Moreover, the onlyTUI
modality was judged to be characterized by a sensory idelity higher than the BL (� < .001, � = −3.402) and
onlySUI (� < .001, � = −3.454) ones. No statically signiicant diferences were observed between the SUI+TUI
and onlyTUI modalities, as well as between the BL and onlySUI ones.

For what it concerns the overall user experience (Figure 14), evaluated through the statements of the GEQ [36],
statistically signiicant diferences were observed (BL: 4.10, onlyTUI: 4.23, onlySUI: 4.25, SUI+TUI: 4.53; � < .001).
More speciically, the participants reported a better user experience with the SUI+TUI modality than the BL
(� < .001, � = −1.274), onlyTUI (� = .002, � = −0.707), and onlySUI (� < .001, � = −0.828) ones. The post-hoc
analysis also indicated signiicant diferences between the BL and onlySUI modalities (� = .012, � = −0.380).
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(a)

(b)

Fig. 13. Subjective results in terms of a) user involvement and b) sensory fidelity based on PQ [73].
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Fig. 14. Subjective results in terms of user experience based on the In-game module of the GEQ [33]

Finally, the distribution of the preferences reported by the participants at the end of the experiment are shown
in Figure 15. The statistical analysis produced the following ranking: 1. SUI+TUI, 2/3. onlyTUI and onlySUI (tie) 4.
BL (� < .001).

5.1 Discussion

Based on the summary in the previous sub-section, it can be stated that the SUI+TUI modality was judged as
superior compared to the other modalities for most of the studied dimensions. In order to dig into the motivations
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Fig. 15. Distribution of the participants’ responses regarding the overall ranking of the four modalities.

behind the high appreciation for this modality, it is possible to look at the scores assigned by the participants to
individual items of the various questionnaire sections.
Starting from the statements regarding the SUS (Figure 11), it can be noticed that, generally, the usability of

the SUI+TUI modality was rated higher than that of the other modalities, especially the BL one. A reasonable
motivation could be related to the ease of learning and use of this modality with respect to other ones. In fact,
the comparison of BL and SUI+TUI modalities reveals that the latter was judged as characterized by a lower
complexity (Q2, � = .001), as easier to use (Q3, � = .005) and learn (Q7, � < .001; Q10, � < .001 ), as requesting
lower help to be used (Q4, � = .006), and as showing a less cumbersome interaction (Q8, � = .001). The improved
interaction enabled by the SUI+TUI modality made the participants feel more conident using it (Q9, � = .013)
and judge it as characterized by a lower inconsistency (Q6, � = .038) than the BL one. Interestingly, all these
diferences were also observed comparing the SUI+TUI modality with the onlySUI one; this inding may indicate
that the diiculties in using the BL and onlySUI modalities could mainly derive from the use of the controllers.
These results could be party due to the relatively low experience of the participants with VR systems, since less
than 40% of them stated to use this technology regularly. In particular, as indicated in the comments provided at
the end of the experiments, the participants who were not familiar with VR lamented an increased cognitive
demand associated with the need to remember the mapping between the application functionalities and the
controllers’ buttons; for this reason, when using the BL and onlySUI modalities, the participants needed more
time to familiarize with the interface than when using the SUI+TUI modality.
The high usability of the SUI+TUI made the participants more willing to use the experience frequently with

this modality than with the other ones, as indicated by the scores assigned to item Q1 of the SUS (� < .001) as
well as to items in the second section of the questionnaire concerning the intention to use. Moreover, the results
of the second section show that the SUI+TUI modality increased the interest of the participants in visiting the
museum after the VR experience more than the other modalities. This result is probably linked to the diiculties
that the participants faced in interacting with the application when using, in particular, the BL and onlySUI
modalities. The lower efort required by the SUI+TUI and onlyTUI modalities allowed the participants to focus
more on the content of the experience, thus stimulating their curiosity to explore the rest of the collection.
Looking closer at the individual results regarding sense of immersion, it is possible to notice that the scores

of individual items assigned to the SUI+TUI modality were generally higher than those of the other modalities.
Figure 12 shows a clear preference for the SUI+TUI modality with respect to the other ones, e.g., for items Q1
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(� < .001), Q5 (� = .009), Q10 (� < .001), and Q11 (� < .001). These items highlight its ability to decouple the
real and virtual environments (Q1 and Q5) by immersing the participants in a seamless virtual experience in
which they were allowed to use their own voice and grab the objects with their hands as they would do in the
real world (Q10 and Q11). The analysis of items Q4 (� < .001), Q7 (� < .001), and Q9 (� < .001), which regard the
sense of embodiment in the VR experience, shows a clear dominance of the SUI+TUI modality on the other ones.
Considering items Q4, Q7, and Q9 it is also possible to notice that the introduction of even just the TUI or the
SUI led to an increased sense of immersion, as statistically signiicant diferences were also observed considering
the BL, onlyTUI and onlySUI modalities.

Moving to the fourth section of the questionnaire, results indicate that the introduction of natural interaction
mechanisms enhanced the sense of presence. Analyzing the individual items, it emerges that this outcome can be
related to a number of factors. First, as already discussed when analyzing usability, the participants reported to
be more conident in using the SUI+TUI than the other modalities, as they found it to ofer more control and
awareness of the virtual environment. This aspect is also conirmed by the scores assigned to Q1 (� = .007), Q2
(� = .002), and Q8(< .001) of the PQ (Figure. 13a). The strength of the SUI+TUI modality mainly derive from
the ability of this modality to enable more natural interactions with the virtual environment (Q3, � < .001)
and improve the mechanisms for controlling the virtual object (Q5, � < .001). As a result, the operations made
with the SUI+TUI modality appeared to be more consistent with the real world ones (Q7, � < .001), and the
participants felt to be more involved in the virtual experience (Q11, � < .001). Considering items Q3, Q5, Q7 and
Q11, it can be observed that the BL modality was considered as the worst one for what it concerns this aspect, as
natural interactions are missing. Moreover, scores assigned to item Q10 not only conirm the higher preference of
the participants for the SUI+TUI modality over the BL one (� < .001) but, since statistically signiicant diferences
were also observed considering all the modalities, they also indicate that the lack of physical interactions in the
onlySUI modality afected the sense of presence, leading the participants to prefer the onlyTUI one.
Considering the items in this section that asked the participants to rate how compelling were some aspects

of the VR experience, the SUI+TUI modality was preferred to all the other modalities both for controlling the
virtual object (Q6, � < .001) and to move in the environment (Q9, � < .001); it is worth observing that, since
the VR experience expects the users to remain seated, for the sake of the performed evaluation the latter item
was associated with the operations performed by the participants to ask the virtual curator for explanations, as
well as explore the environment using the head/gaze. Results above can be explained by the mentioned usability
issues and by the need to interact with the GUI, which forced the participants to perform movements to point at
(with the BL modality) or press (with the onlyTUI modality) the virtual buttons. Moreover, the GUI could partially
occlude the visualization of the virtual environment, thus requesting the participants to move it away to clear
their view. Statistically signiicant diferences were also observed between the onlySUI and onlyTUI modalities,
with high preference expressed for the latter. This outcome suggests that the lack of haptic feedback reduced the
interest of the participants in interacting with the virtual object and moving in the environment, since the use
of the PH enabled a more compelling interaction than the controllers. It was not surprising to ind statistically
signiicant diferences for the item regarding physical interaction (Q12, � < .001), since the use of the PH helped
the participants to identify the characteristics of the remain (i.e. shape and surface features) with their hands.
This is reasonably the motivation that made the participants rate better the onlyTUI and SUI+TUI modalities
than the BL and onlySUI ones.

Finally, the possibility to touch the remains with own hands also improved the sensory idelity of the modalities
characterized by the use of PHs (SUI+TUI and only PH) compared to the modalities based on the controllers (BL
and onlySUI). As shown in Figure 13b, the participants found it easier to survey the environment using touch
(Q1, � < .001), examine the virtual object (Q2, � < .001), and observe it from diferent viewpoints (Q3, � < .001).

Considering the user experience, the last section of the questionnaire shows that, in general, the participants
appreciated the VR experience, as they assigned scores higher than four to all the modalities. Focusing on
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statistically signiicant diferences, it emerges that the SUI+TUI and onlyTUI modalities made the participants
more interested in the content of the experience (Q1, � = .038). The BL modality was considered a quite common
way to interact with a software application, whereas combining the TUI and SUI in the same application was
recognized to provide an experience more impressive than that ofered by the other modalities (Q4, � < .001).
The ease of use of the SUI+TUI modality, which does not request to use the controllers or to interact with a GUI,
is highlighted by items Q9 (� = .011), Q12 (� = .029), and Q13 (� = .007). At the end of the VR experience, the
participants expressed a higher level of satisfaction for this modality, as conirmed by statements Q11 (� < .001)
and Q14 (� = .008).
Finally, the overall ranking conirmed the general trend observed in the previous sections. More speciically,

the majority of the participants (75%) rated the SUI+TUI as the most preferred modality. Although the onlyTUI
modality was rated as the second choice by the majority of the participants (50%) ś compared to the 20.83% of
the onlySUI modality ś no statistically signiicant diferences were found between these two modalities; 58.33%
of the participants considered the BL as the worst modality.

6 CONCLUSIONS AND FUTURE WORK

The present paper illustrates the design of a high-idelity VR experience in which the users are accompanied in the
discovery of remains belonging to the collection of Museo Egizio in Turin by a virtual curator. The paper extends
the work in [55], where a preliminary implementation of the experience was presented in which interaction was
based solely on the VR handheld controllers and the curator presented the content associated with the objects in
a pre-deined order.
In the present paper, the focus is on boosting the sense of immersion and presence in the VR experience by

leveraging natural HCI techniques. In particular, the use of TUIs and of SUIs is investigated. TUIs, in the form
of PH props, are exploited to allow the users to explore the remains not only visually, but also physically by
manipulating their 3D-printed replicas and feeling their shape, surface, size, etc.; SUIs, in turn, are leveraged to
let the users communicate with the curator using their voice and ask for explanations about the remains in the
preferred order. Although the implementation considered Ancient Egypt remains, the architecture supporting it
is general, and could be easily applied to diferent handheld objects of other museums. It is worth noticing that
results have been achieved by considering participants who represented a speciic age range and were generally
not familiar with cultural heritage. However, the literature shows that results related to the application of digital
technologies could be age-dependent [14] and inluenced by the previous knowledge of the participants of the
speciic domain [48]. Hence, in the future, the user study could be extended to take into account users of diferent
ages and backgrounds, thus resembling a wider target of museum visitors.
A user study has been carried out as a breakdown analysis to assess the impact brought by the incremental

introduction of the considered interaction techniques on users’ engagement. Results showed that the use of
TUIs and SUIs can signiicantly increase usability, as well as perceived sense of immersion, presence, and user
experience compared to controller-based interaction, also raising the users’ interest in visiting the museum
or using this kind of experiences in future visits. The study also revealed that the introduction of only one
of the analyzed interfaces can have a positive efect on engagement; although a clear advantage of one of the
two techniques on the other could not be found (as indicated also by the inal ranking), it was noticed that the
contribution brought by the TUI was more important than that of the SUI, especially at improving the sense of
presence.

Future works will be devoted to evaluating alternative interaction paradigms that may be used when the noise
of the real environment prevents the correct recognition of the users’ speech. Possible alternatives could consider
the use of eye gaze, as proposed in other VR experiences like, e.g., Sky VR: Hold the World23; this way, social

23Sky VR: Hold the World: https://www.oculus.com/experiences/rift/2331434793563555/

ACM J. Comput. Cult. Herit.

 https://www.oculus.com/experiences/rift/2331434793563555/


26 • Cannavò, et al.

interaction with the virtual curator could also be boosted. Moreover, the interaction with the GUI in the modality
leveraging only the TUI (which was found to reduce immersion since it does not provide haptic feedback to button
presses) could be improved by building the interface on the physical prop (like in [32]), or moving the virtual
buttons close to the surface of the remain (so that the users can press the button and feel the surface of the passive
haptic). Finally, considering the storytelling, alternative experiments will be carried out to determine whether it
is preferable for the users to choose the topic they are interested into (like in the current implementation) or to
have a pre-deined sequence of explanations (which would make the experience less interactive, thus possibly less
engaging): in the former case, it will be necessary to evaluate approaches capable of helping the users to identify
the topics that are still to be presented (the approach currently adopted based on book titles can be efective to
avoid missing content in the experience, but would hardly scale with a larger number of explanations per object).
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