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A B S T R A C T   

Instrumented Indentation Test (IIT) is a nonconventional mechanical tests allowing multi-scale mechanical 
characterisation. It is employed for research and quality control in strategic manufacturing fields for developing 
edge technologies. The state-of-the-art lacks a robust methodology to assess quality of indentations and 
benchmark indentation devices. This is limiting the application of IIT for specifying and verifying tolerances. 
This work proposes an uncertainty-based quality evaluation tool for IIT. A non-parametric uncertainty evaluation 
of calibration contribution is proposed. The method shows the statistical significance of indentation sets 
modelled by the bootstrap samples. The uncertainty is then propagated according to the law of uncertainty 
propagation for the evaluation of mechanical characteristics. The methodology is applied to five case studies. 
Results show that the uncertainty evaluation model can achieve robust and sensitive quantification of the 
indentation results and system quality, thus providing a useful practical tool for industrial and academic prac-
titioners within a metrological framework.   

1. Introduction 

Instrumented Indentation Test (IIT) is a flexible mechanical charac-
terisation test for surfaces. It allows multi-scale, i.e. nano to macro, 
estimation of materials’ properties such as the Young modulus, the 
indentation hardness HIT, creep and relaxation [1,2]. Furthermore, it 
allows surface mapping to quantitatively distinguish different phases or 
constituents of composites materials [3,4]. Moreover, when dynamic 
indentations are applied, the technique enables the estimation of viscous 
material properties [5] as well as the in-depth characterisation of multi- 
layered coatings without destructive cross-sectioning [6,7]. Similarly, 
data-augmentation through electric contact resistance (ECR) allows 
evaluating phase change due to mechanical stress, essential in sup-
porting the development of semiconductor manufacturing [8,9]. 
Therefore, IIT has a core role in edge research and development of new 
materials and manufacturing processes, in strategic industrial fields, e.g. 
automotive, aerospace, healthcare. In fact, advanced composites and 
coatings aim at engineering surfaces to improve their functionality while 
extending service life, e.g. for cutting tools [10], essential to reduce 
waste that is strategic in the pathway towards sustainability. Semi-
conductors are extremely relevant in military, aerospace and physics for 
they provide enhanced optical and thermal properties for a number of 
applications, e.g. germanium allows improved energy efficiency in solar 
panel coating and augmented infrared vision [11], thus optimizing 

related machining and understanding the induced effect on the material 
properties is critical [12]. Surface mapping is not only relevant for 
technological surfaces but also in healthcare. In fact, IIT proved effective 
in estimating resistance and integration of tissues on prostheses [13] as 
well as to predict onset of illnesses [14,15]. Furthermore, IIT can be 
regarded as a semi-destructive test and in general requires limited 
sample preparation and no specific shape of the specimen. Therefore, it 
is a more sustainable alternative to tensile test to estimate elastic and 
plastic properties of materials [16]. Moreover, it can be carried out on 
the final component, thus increasing the representativeness of the 
quality control. In particular, most recent advancements coupled IIT 
with machine learning to allow determining stress–strain material pa-
rameters [17,18], deconvolute properties of coating layers and substrate 
[19,20]. Similarly, IIT allows to estimate residual stresses representing a 
convenient alternative to other conventional methods, enabling less 
invasive than drill hole and larger range than X-ray diffraction to be 
investigated [21,22]. 

It is henceforth relevant to ensure traceability and guarantee 
metrological appropriateness of the methodology to assess accuracy and 
precision of IIT to provide end users with confidence in the obtained 
results and to allow trustworthy and metrological comparison of the 
performances of the indentation testing devices. However, current state 
of the art is missing an holistic metrological framework to that aim, 
which is ultimately hindering adoption of IIT as a large volume quality 
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control tool, for tolerance and design specification [23], and has also 
posed some criticalities in results assessment of interlaboratory com-
parison [24]. 

This paper proposes a methodology based on non-parametric simu-
lation to evaluate the measurement uncertainty to assess the metrolog-
ical performances of IIT testing devices. The methodology will be tested 
and demonstrated on several practical scenarios. In the following sub-
sections of the introduction an overview of the technique is provided 
along with a review of the methods to evaluate measurement uncer-
tainty. Section 2 describes the proposed methodology and Section 3 the 
case studies considered for the application of the proposed method. 
Section 4 concludes on the findings. 

1.1. Fundamentals of Instrumented indentation test 

IIT consists of applying a loading-holding-unloading force cycle by 
an indenter of known shape to a sample that requires characterisation. 
During the test, the applied force F and the displacement h of the 
indenter in the sample due to the penetration are continuously 
measured. The indentation curve (IC), i.e. F(h), is the most typical 
representation of the indentation data. From the analysis of the 
unloading portion of the IC, it is possible to achieve the mechanical 
characterisation in terms of HIT and the indentation modulus EIT, that 
estimates the Young modulus, as: 

HIT =
Fmax

Ap
(
hc,max

) (1)  
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1 − ν2
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where Er is the reduced modulus, ν the Poisson ratio and the subscripts i 
and s indicate quantities related to the indenter and the sample, 

respectively. Specifically, the raw data require to be corrected, as per Eq. 
(4), for the elastic displacement due to the sample and the machine 
frame compliance, respectively 1/S and Cf , and for the zero error h0, i.e. 
the first contact point: 

hc = h − h0 − Cf F − ε F
S

(4)  

where ε is a factor depending on the indenter geometry [1,25,26], e.g. 
0.75 in the most common case of Berkovich and Vickers indenters. 

The sample contact stiffness S can be evaluated from the unloading 
portion of the IC, as: 

Ctot = Cf +
1
S

(5.1)  

Sm =
1

Ctot
=

∂F
∂h

⃒
⃒
⃒
⃒

hmax

(5.2)  

considering a spring model featuring the frame compliance in series to 
the sample’s, where Sm is the total measured contact stiffness [27]. Sm 
can be evaluated by fitting according to a power law the unloading 
portion of the IC, according to the most commonly adopted best practice 
[1,28]. Conversely, the Cf requires calibration [29], and is a major 
contributor to the accuracy and measurement uncertainty of the 
resulting characterisation [26]. 

The essential element of IIT is the capacity of achieving the me-
chanical characterisation at nanoscale by overcoming limits set by 
conventional hardness tests that require optical measurement of the 
indentation. In fact, IIT relies on the area shape function Ap = Ap(hc,max)

that relates to the penetration depth the area of the contact surface 
between the indenter and the sample projected on the plane of the 
sample surface. Typically, the functional form of Ap is a polynomial, 
whose parameters require calibration [29,30], and is particularly 
impacting the metrological performances of the mechanical character-
isation at the nano-scale [26,31]. 

1.2. Influence factors to Instrumented indentation test 

Fig. 1 shows the main influence factors to the mechanical charac-
terisation by IIT. As it can be appreciated, the framework is quite 

Fig. 1. Ishikawa diagram of the influencing factors to the accuracy and precision of the IIT mechanical characterisation. In read factors requiring calibration.  
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complex, and a number of factors require calibration [1]. In particular, 
the force and displacement transducers can be directly calibrated, thus 
making negligible the related contribution to the measurement uncer-
tainty of the characterisation. Conversely, literature has shown that the 
frame compliance and the area shape function are the two major con-
tributors to the measurement uncertainty, amongst those that can be 
calibrated [26]. Indeed, further source of bias and high dispersion can be 
traced in the experimental condition, e.g. thermo-mechanical noise, 
poor surface finish. These tend to dominate the measurement uncer-
tainty if not properly relieved by adequate measurement strategies and 
sample preparation [2,24], and should be managed based on a task- 
specific approach. Last, the measured contact stiffness Sm is extremely 
critical and liable of biasing characterisation results [32–34]. As 
mentioned in Section 1.1, Sm can be computed by fitting a portion of the 
unloading curve according to some mathematical modelling. The 
commonly acknowledged, and standardised, methods require either a 
linear or a power law fitting [1]. However, the literature has showed 
some limitations and proposed other approaches, e.g. based on the 
fitting of the numerically evaluated derivative of the unloading [32–34] 
which allows to constrain its mathematical properties, that is directly 
linked to Sm definition in Eq. (5.2). Furthermore, the literature has 
shown a relevant effect of the considered portion of the unloading to be 

considered for the fitting [32–34]. In this work, although acknowledging 
the several fitting methods and diverse alternative of unloading portion 
to be considered to evaluate Sm, the standard choice has been consid-
ered: power law fitting of the unloading from the 95 % to the 20 % of the 
maximum load. 

Literature and the current standard ISO 14577–2 present several 
methods to calibrate both the frame compliance and the area shape 
function. As far as the area shape function is concerned, either direct 
methods or indirect approaches are available. The former require 
measuring by a surface topography measuring instrument the geometry 
of the indenter tip [30,35–37]. The latter rely upon indenting calibrated 
reference materials and by applying adequate mathematical procedures 

[38,39] achieve the calibration. These indirect calibration methods al-
lows calibrating also the frame compliance, for which direct calibration 
method approaches are unreported [29]. Indeed, direct calibrations 
allow better accuracy and precision, but they are more complex and 
expensive, thus limiting their application to few national metrological 
institutes. Conversely, manufacturers and practitioners both in industry 
and academia tend to resort to indirect calibration methods, despite they 
couple the calibrated quantities and, depending on the specific algo-
rithm, they might be more or less sensitive to experimental conditions, e. 
g. test forces, calibrated reference materials [39–41]. Amongst the 
several available alternatives, two main indirect calibration methods are 
worth citing. Both methods require two calibrated reference materials, 
typically fused silica (SiO2) and tungsten (W) that shall be indented with 
replicated indentations at different maximum force Fmax. The first 
alternative is included in the standard as the fourth method of the Annex 
D of ISO 14577–2 [29,38]. It relies on an iterative method, described in 
[38,40] and briefly depicted in Fig. 2, whose measurement uncertainty 
can be appropriately evaluated by simulative approaches [40,41]. The 
second approach has been proposed to provide a closed-form solution 
and an alternative to the iterative method by means of an Orthogonal 
Distance Regression (ODR) to improve robustness and mathematical 
modelling [39], i.e.:   

1.3. State-of-the-art methodology for performance comparison 

Current literature is scarce of benchmark methods for instrumented 
indentation test characterisation results. Indeed, the mechanical char-
acterisation measurement uncertainty evaluation can be performed by 
propagating the uncertainty according to the Guide to the Expression of 
Uncertainty in Measurement (GUM) [42], as: 

u2(y) =
∑n

a=1

(
∂f
∂xa

)2

u2(xa) =
∑n

a=1
u2

a(y) (7)  

Where y is a realization of Y, the dependent random variable, i.e., the 
mechanical characterisation results, dependent through a function f on 
the independent random variables representing the influence factors Xa 
(with realization xa) and the u2(xa) is the equivalent variance of the a-th 
independent random variable. 

Alternatively, parametric approaches could be considered, e.g. 
Monte Carlo Markov Chains (MCMC) [43]. However, MCMC requires 
nontrivial assumption to be made on the dependency of the penetration 
depth and the applied force, which are correlated through the unknown 
sample mechanical properties. Such correlation if neglected may lead to 
distorted results [39], else if modelled limits the application to specific 
materials under prior knowledge of the mechanical system. Further-
more, other indentation quality evaluation tools proposed in the liter-
ature neglect the correction of frame compliance thus severely 
underestimating the measurement uncertainty, and do not propagate 
contributions from further influence factors’ calibration [43]. Moreover, 
IIT testing platform performance comparison have been attempted Fig. 2. Standard iterative calibration method [39].  
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under strictly controlled conditions, thus eliminating the sample and 
environment effect. Although this methodology allows evaluating per-
formances in ideal working conditions, in such a condition, the cali-
bration of the frame compliance and the area shape function parameters 
becomes critical to both accuracy and precision. In fact, on one hand the 
accuracy depends on the calibration experimental conditions [40,41]; 
on the other hand, bias and improper precision estimation of the results 
might be introduced by inappropriate evaluation methods of the cali-
bration measurement uncertainty, as highlighted in one of the most 
recent international round robin comparison [24]. Therefore, the 
development of statistical approaches to evaluate calibration measure-
ment uncertainty is essential. The literature has proposed parametric 
simulative approaches to cope with the iterative nature of indirect 
calibration method [40]. However, these simulative approaches are 
based on MCMC simulation [39,40,43], which, as mentioned above, 
presents several shortcomings, and resulted in severe overestimation of 
the calibration measurement uncertainty for more unstable methods 
[39]. 

1.4. Scope of the work 

According to the literature review previously discussed, the evalua-
tion of measurement uncertainty of IIT results is essential to allow a 
practical application of nanoindentation also to establish and verify 
design specification and to the compare performances of nano-
indentation testing devices. On the one hand performances should be 
compared in ideal working condition, on the other hand the procedure 
should be sensitive enough to be deployed in any operating condition 
and highlight relevant differences. In the former case, the most signifi-
cant contributor to the uncertainty budget is the frame compliance and 
area shape function calibration whose uncertainty shall be properly 
evaluated. Accordingly, this work proposes a nonparametric simulative 
evaluation of the calibration uncertainty of the frame compliance and 
area shape function. The simulative approach is necessary to cope with 
iterative nature of some calibration methods, while allowing to test the 
effect of calibration dataset. This work will limit its scope to indirect 
calibration methods, for they are the most commonly resorted to. The 

evaluated measurement uncertainty will then be propagated to compare 
performances on mechanical characterisation results. 

2. Methodology 

As discussed in the Introduction, the literature proposes methods to 
evaluate measurement uncertainty based on MCMC [40,41]. However, 
MCMC, being parametric, requires performing non-trivial assumptions 
on the model input variables statistical distributions. Accordingly, 
extensive experimental plans shall be implemented to estimate these 
distributions’ parameters. Moreover, in the case at hand, experimental 
input quantities, i.e., Fmax, hmax, Sm, are dependent on each other, see Eq. 
(4) and Eq. (5). Though, to enable a simple management of the MCMC, 
correlations amongst these inputs were neglected. This might introduce 
errors in the response statistical distribution estimation and, conse-
quently, in the evaluation of the measurement uncertainty [39]. 

In this work, a solution of these criticalities is addressed by exploiting 
a non-parametric method, i.e., Bootstrap, to estimate the measurement 
uncertainty. The bootstrap approach was introduced by Efron [44] and 
can be regarded as a particular type of MCMC. In fact, rather than per-
forming computer experiments, i.e., simulations, on data sampled from 
statistical distributions a-priori determined, it resamples a pool of 
experimental data with replacement and re-entry. These K generated 
samples, i.e., the Bootstrap samples, are the input for the simulation and 
the estimate of a set of K model output(s). A general statement of 
Bootstrap method can be found in Efron [44] and relates to the problem 
of estimating the distribution and position and dispersion indexes of a 
population from which a sample Y = {y1, y2, yb,⋯, yB} has been drawn. 
Assuming, in the most general case, a uniform sample probability dis-
tribution, i.e. P

[
Y = yb

]
= 1/B, sampling with replacement can be 

carried out to generate a new sample, i.e. a bootstrap sample, such that 
Y* =

{
y*

1, y*
2, y*

b,⋯, y*
B
}

where y*
b, according to the sampling strategy and 

the uniform probability assumption, can be any observation of the 
original sample. The distribution of the population can be estimated 
relying on a MCMC by extracting K bootstrap samples and the study of 
the resulting position and dispersion indexes allow inference and 

Fig. 3. Bootstrap workflow starting from experimental data collection, elimination of raw data outliers and deployment of bootstrap sample generations.  
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estimation of the bootstrap distribution. 
Here a procedure based on the Bootstrap method is outlined to es-

timate the measurement uncertainty of the calibrated parameters by 
indirect calibration methods. The empirical data set consists of J 
measured replicated indentation curves at I different maximum loads, 
and each curve contains B points. Therefore, the inputs result in pairs of 
F and h, both in RB,J,I . The Bootstrap samples will be sets of resampled 
I•J curves, i.e., pairs of F and h, both in RB,J,I . Each of them, to cater for 
the input correlation, i.e., F(h), at the b-th, b ∈ {1,⋯,B}, at the i-th load, 

will resample the b-th point of the IC from the sample of the J obser-
vations of this point F(h) ∈ Rb,•,i. In so doing, per each load, a maximum 
of JB replicated curves may results. Considering that the bootstrap 
samples contain J replicated curve at each load, K is upper bounded by 
JB-1. Therefore, K calibrations can be performed. Fig. 3 shows a graph-
ical representation of the Bootstrap methodology. 

Both the standard multi-step iterative approach [29,38] and the 
single-step method, see Eq.(6), require in input the calibrated mechan-
ical properties of the calibration samples. These are sampled from 
parametric distributions and hold constant per each k-th bootstrap 
iteration. Conceptually, this allows including the contribution due to the 
traceability in the calibration method. 

The K sets of calibrated parameters, let them be indicated as X, are 
exploited to compute their standard uncertainties as the standard de-
viation of a group mixture, modelled with the Analysis of Variance 
(ANOVA), as per Table 1. The bootstrap results, i.e. the set of K estimates 
of the parameters X, prior the evaluation of the average and variance, 
will be removed from outliers [45], identified by modified interquartile 
range method [46], and of non-physical values, i.e. any iteration leading 
to a negative estimation of the frame compliance Cf. The adoption of 
ANOVA modelling caters for the degrees of freedom of the estimates, as 
per: 

SSTC = SSW + SSB (8)  

where SSTC is the total corrected by the mean sum of squares, SSW the 
sum of squares within the groups and SSB the sum of squares between 
the groups. ANOVA operates on variances of the parameter; therefore, 
the between iterations contribution is estimated from the variance of the 
mean estimate of the calibrated parameters, Var[x̂], i.e., variance of a 
sample mean, by multiplying it for the sample numerosity, IJ. Last, 
hypothesis test based on Fisher distribution at a conventional 95 % 
confidence level will be performed to test the significative contribution 
due to the variability between bootstrap samples on the calibrated pa-
rameters. This will highlight any possible statistical significative sys-
tematic effect due to the calibration data set. 

ANOVA total variance modelling combining within and between 
contribution can then be employed to propagate uncertainties according 
to GUM, see Eq. (7), and estimate mechanical characterization results’ 
measurement uncertainties. To this extent, the raw measured inputs, i. 
e., Fmax, hmax are considered to be influenced by reproducibility, accu-
racy, and resolution of the force–displacement transducer. The respec-
tive contributions are summarised in Table 2. The standard uncertainty 
of Sm, which accounts for its reproducibility, is determined according to 
the literature [47] from measured data and associated with a normal 
distribution. 

The propagation of uncertainty contributions for mechanical char-
acterization parameters, e.g., EIT, HIT, Er, will ultimately consist of two 
main contributions, i.e. urepr and uacc, 

u2
Y = u2

Repr + u2
Acc (9)  

where urepr is the reproducibility, uacc the accuracy and Y any mechanical 
characterisation results. Specifically, the urepr includes the influence of 
input parameters of Table 2 and the standard uncertainty of calibrated 
parameters, combined according to Eq. (7) considering the definition in 
Equations from Eq. (1) to Eq. (5); the uacc is due to the accuracy of the 
measured value and is computed as the Root Mean Squared Error 
(RMSE) of the estimated characteristic with respect to the calibrated 
value and propagated with a uniform distribution, i.e. u2

Acc = MSE
3 J. 

Additionally, and according to the defined framework, the charac-
terisation parameter R will be computed. 

R =
F
S2 =

π
4

HIT

E2
r

(10)  

Such parameter is particularly convenient to evaluate the accuracy of 

Table 1 
ANOVA table for the estimate of the variance of regression results from a 
Bootstrap-based approach.  

Factor Degrees of freedom Sum of Squares Variance 

Between K − 1 s2
B [x] • (K − 1) Var[x̂] • IJ 

Within K • (IJ − 1) s2
W[x] • K(IJ − 1) E

[
SE2[x]

]

Total KIJ − 1 SSTC SSTC/(KIJ − 1)

Table 2 
Influence factors to input quantities of mechanical characterization following 
the calibration for measurement uncertainty of mechanical characterization.  

Metrological 
characteristic  

Input quantity Contribution 
type 

Distribution 

Fmax hmax Sm 

Accuracy ±1% ±0.5 
% 

– B Uniform 

Resolution 1 nN 0.04 
nm 

– B Uniform 

Reproducibility data data data A Normal  

Table 3 
Considered indentation devices with metrological characteristics of the force-
–displacement transducers. Reproducibility refers to best experimental condi-
tions, i.e. indentations on SiO2 at 10 mN.  

Brand Type Force (resolution – noise 
floor – reproducibility) 

Displacement (resolution 
– noise floor – 
reproducibility) 

Hysitron TriboScope 1 nN – 75 nN – 150 nN 0.006 nm – 0.2 nm – 1 nm 
Hysitron TI 950 1 nN – 100 nN – 100 nN 0.04 nm – 0.2 nm – 1 nm 
Anton 

Paar 
STeP6 
NHT3 

20 nN – 1 µN – 3 µN 0.01 nm – 0.3 nm – 1 nm  

Table 4 
Calibrated reference materials set used in the experiments: average and 
expanded uncertainty (95% confidence level). Young modulus, reduced 
modulus and Poisson’s ratio are calibrated with resonance frequency method, 
indentation hardness taken from literature and expanded uncertainty estimated 
as B-type contribution. Surface parameters computed on SL-surface to assess 
surface integrity.  

Calibration 
set / 
materials 

E / GPa Er / GPa HIT / 
GPa 

ν / - Sa / 
nm 

Sq / 
nm 

1 SiO2 73.2 ±
0.6 

70.51 ±
0.57 

8.5 ±
1 

0.162 ±
0.003  

6.17  5.41 

W 412.9 
± 2.8 

322.48 ±
1.78 

8.0 ±
1 

0.28 ±
0.003  

7.87  10.73 

2 SiO2 73.3 ±
0.6 

70.61 ±
0.54 

9.5 ±
1 

0.161 ±
0.003  

5.48  7.24 

W 413.0 
± 2.8 

322.27 ±
1.68 

7.0 ±
1 

0.281 ±
0.003  

12.57  11.3 

3 SiO2 73.0 ±
0.5 

70.38 ±
0.5 

9.0 ±
1 

0.163 ±
0.002  

4.13  5.21 

W 414.3 
± 5.6 

322.714 
± 5.6 

7.0 ±
1 

0.279 ±
0.005  

7.7  10.44  
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the frame compliance calibration method, dispensing the effect of the 
indenter area shape function calibration, for it is defined as F

S2. 
Furthermore, because it can be estimated on the base of mechanical 
characterisation, it can be evaluated on calibrated samples, thus 
enabling a traceable assessment of the calibration performances 
[39,40]. 

3. Case study 

The methodology described in Section 2 will be applied on several 
datasets collected on different indentation devices catering for both 
ideal working conditions, i.e. highly polished calibrated samples and 
measurements performed in metrological and environmentally 
controlled rooms, to evaluate best performances, and uncontrolled 
working conditions, i.e. rougher surfaces and non-metrological rooms. 
Different indentation device types and brands will be considered, which 
to avoid any competing interest will not be associated to the specific 
results. 

Table 5 
Experimental conditions to gather the data set to demonstrate the methodology 
for estimating quality of nanoindentation devices. To avoid eliciting commercial 
benchmarking, nanoindentation devices ID is blinded. Dataset A comes from 
past interlaboratory comparison, the fifth load, i.e. 0.1 mN, was not reproduc-
ible and excluded from the analysis. Dataset E presents more loads to assess 
mechanical properties out of the calibrated range (1 ~ 10) mN.  

Experiment 
ID 

Indentation 
device ID 

Calibrated 
reference 
material set 

Investigated 
loads / mN 

Metrological 
room 

A a 1 (0.5, 1, 5, 10) Yes 
B b 2 (1, 3.25, 5.5, 

7.75, 10) 
No 

C c 2 (1, 2.5, 5, 7.5, 
10) 

No 

D c 2-damaged (1, 2.5, 5, 7.5, 
10) 

Yes 

E c 3 (1, 2.5, 5, 7.5, 
10, 15, 20) 

Yes  

Fig. 4. Calibrated parameter results for the experimental data set A. Notice the systematic underestimation of uncertainty when Bootstrap is not applied. Notice the 
sometimes systematic differences between the calibration methods (ISO and ODR) as per [39]. 

Fig. 5. Calibrated parameter results for the experimental data set E. Notice the systematic underestimation of uncertainty when Bootstrap is not applied.  
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Fig. 6. Mechanical characterisation results: HIT. Error bars represent expanded uncertainty (95% confidence level). Notice that only in ideal working condition, i.e. A 
and E, indentation size effect on W is appreciated. B: poorly maintained instrument in a non-metrological room mostly affects precision with marginal negative effects 
on accuracy, C adequately maintained instrument in a non-metrological room negatively affects precision, D poor surface of reference materials induces poor 
quality data. 
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Fig. 7. Mechanical characterisation results: EIT. Error bars represent expanded uncertainty (95% confidence level). In ideal working condition, i.e. A and E, ORD is 
more precise and accurate than ISO M4, i.e. when reproducibility does not dominate uncertainty. B: poorly maintained instrument in a non-metrological room mostly 
affects precision with negative effects on accuracy, C adequately maintained instrument in a non-metrological room negatively affects precision, D poor surface of 
reference materials induces poor quality data. E a non-significative bias can be seen in the results. 
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3.1. Experimental setup 

The considered indentation devices are reported in Table 3 along 
with main metrological characteristics of the force–displacement 
transducers. Indentations are performed on reference samples sets of 
silica (SiO2) and tungsten (W) calibrated in terms of E and Er; reference 
value of HIT is taken from the literature associating a type B measure-
ment uncertainty [39]. Table 4 reports calibrated values. The surface 
integrity of the samples is assessed in terms of Sa and Sq in Table 4. 
Surface parameters were measured with a Coherence Scanning Inter-
ferometer Zygo NewView9000 with a 20 × Mirau objective (numerical 
aperture of 0.4, pixel size of 0.7 µm) on Scale Limited-surface (S-filter 
nesting index 0.5 µm, least square tilt correction as F-Operator, and L- 
filter nesting index 0.5 mm). 

Indentations have been performed with a conventional quasi-static 
loading-holding-unloading force-controlled cycles of (30–15-30) s with 
a constant strain rate of 0.017 s− 1 [24]. Only the nano range has been 
investigated, performing 15 indentations at 5 different maximum forces, 
see Table 5, to dispense nonlinearity of the Cf [27]. The considered force 
range allows to characterize the indentation devices in a displacement 

range from 50 nm to 400 nm, respectively obtained on W at 0.5 mN and 
on SiO2 at 20 mN. 

Two ideal experimental conditions are considered, i.e. within a 
metrological environment and brand new calibrated reference materials 
and indenters (A, E). Furthermore, damaged surfaces reference samples 
(D) and measurements performed in non-metrological rooms (B, C) were 
considered. The damaged sample set has a Sa of 0.11 µm and Sq of 0.19 
µm. It is worth remarking that due to how the different instruments were 
maintained and regularly calibrated, indentation device b is supposed to 
perform worse. The other two indentation devices have been regularly 
maintained and calibrated, and c has been manufactured about 10 years 
later than a. Table 5 summarizes the considered conditions. Indentation 
devices ID, with respect to Table 3, are blinded to avoid commercial 
benchmarking, which is not within the scope of this work. Indenters had 
a modified Berkovich geometry, i.e. a pyramid with triangular base and 
the nominal half-dihedral angle of 65.278◦. A different indenter was 
used per each indentation device. Indenters’ area shape functions are 
calibrated considering a constant term, i.e. Ap(hc) = a2h2

c + a1hc + a0, 
for A dataset, and square root approximation in other cases, i.e. Ap(hc) =

a2h2
c + a1hc + a0

̅̅̅̅̅
hc

√
. In the latter case, first equation of Eq. (6) is 

modified accordingly to accommodate the proportionality of a0 to 
̅̅̅̅̅
hc

√

The selection of the area shape function aims at optimizing the me-
chanical characterisation accuracy [31]. The different considered 
maximum loads are due to the fact that some data sets come from past 
experimental campaigns, that can be regarded as reference [24], or 
dismissed indentation devices. 

To allow a robust numerical implementation of the bootstrap sam-
pling methodology described in Section 2, two statistical checks on the 
input and output data have been added. As far as the input data are 
concerned, a statistical method to remove outlier indentations has been 
implemented, basing on the application of the interquartile range 
method on the maximum measured penetration depth. If any outlier 
indentation curve (IC) is highlighted, it is removed from the experi-
mental dataset before it is exploited to run the bootstrap. This leaves in 
few situations with uneven data sets. In general, no more than a couple 
of indentations were removed per each load in the most critical exper-
iments, i.e. B and D, for the presence of outlier indentations is promoted 
by critical experimental conditions, and smallest loads, which are less 
reproducible. Removing such outlier indentations is consistent with 
common empirical practice of disregarding indentation curves offset 
from replicated conditions. The verification on the output data, i.e. on 
the j-i-k-th bootstrap generated indentation curve (that is, the j-th 
bootstrap-generated indentation curve replication at the the i-th 
maximum load for the k-th bootstrap generated sample) is expedient to 
allow subsequent data treatment. In fact, each generated IC shall allow 
the evaluation of the measured contact stiffness Sm, which requires the 
application of a regression on the unloading portion of the IC. However, 
some bootstrap sampling maybe particularly critical for they might 
extract furthest points in the envelope of empirical IC, considering the 
same load. This might lead to negative Jacobian matrixes hindering 
regression to estimate Sm. Therefore, an output data verification has 
been implemented, and if such an exception is raised, the bootstrap- 
generated j-i-k-th IC is discarded and re-generated. A complete over-
view of the procedure is provided in the Annex, in the flowchart of Fig. A 
6. 

Implementation of bootstrapping and ISO calibration method is 
performed by an in-house developed code in MATLAB 21b, Orthogonal 
Distance Regression (ODR) is implemented in Python 3.7. Computations 
rely on parallel computing and are performed on a workstation (i7-8700, 
RAM 32 GB,). 

3.2. Results and discussion 

In the following, the results are presented and discussed. First, the 
relevance of the non-parametric propagation of uncertainty on the 

Table 6 
Relative accuracy reported as percentage with respect to the calibrated reference 
values. Accuracy is evaluated as RMSE with respect to the calibrated reference 
value. Systematic errors due to indentation size effect in W have been excluded 
for the evaluation. Absolute accuracy is reported in the annex Table A 3.   

ISO M4 ODR  

HIT 

SiO2 / W 
Er 

SiO2 / W 
EIT 

SiO2 / W 
HIT 

SiO2 / W 
Er 

SiO2 / W 
EIT 

SiO2 / W 

A 2.4 % / 
4.1 % 

0.8 % / 
2.2 % 

0.9 % / 
2.9 % 

2.8 % / 
5.4 % 

0.6 % / 
1.7 % 

0.7 % / 
5.1 % 

B 22.7 % / 
10.9 % 

1.9 % / 
9.8 % 

2 % / 13 
% 

27.7 % / 
21.3 % 

1.6 % / 
9.4 % 

1.7 % / 
13.5 % 

C 3.3 % / 
2.2 % 

0.6 % / 
2.7 % 

0.7 % / 
3.8 % 

2.7 % / 
1.9 % 

0.5 % / 
2.7 % 

0.5 % / 4 
% 

D 52.4 % / 
35.8 % 

35.3 % / 
59.1 % 

36.1 % / 
104.1 % 

61.6 % / 
58.5 % 

31.5 % / 
268.5 % 

32.3 % / 
612.3 % 

E 6.2 % / 
9.1 % 

0.9 % / 
16.8 % 

0.9 % / 
26.3 % 

4.6 % / 
8.5 % 

0.6 % / 
8.6 % 

0.6 % / 
12.2 %  

Table 7 
Relative expanded uncertainty (in percentage) for the calibrated reference 
values. The uncertainty includes reproducibility and accuracy. Worst case, i.e. 
the maximum at different loads, is reported along with a more optimistic eval-
uation in parenthesis which either is associated with higher loads or excludes 
particularly noisy datasets. Expanded Uncertainty is reported in annex Table A 
4. The dataset D has been obtained with a damaged surface samples set in a 
metrological room: surface integrity dominates the precision.   

ISO M4 ODR  

HIT 

SiO2 / W 
Er 

SiO2 / W 
EIT 

SiO2 / W 
HIT 

SiO2 / W 
Er 

SiO2 / W 
EIT 

SiO2 / W 

A 27 % (17 
%) / 
30 % 

12 % (6 
%) / 
17 % 

13 % 
(6.5 %) / 
24 % 

27 % (19 
%) / 
36.5 % 

11 % (5 %) 
/ 
14 % 

12 % 
(5.5 %) / 
18.5 % 

B 195 % / 
85 % 

28.5 % 
(16 %) / 
70 % 

30 % (17 
%) / 
95 % 

250 % / 
170 % 

25.6 % 
(14.6 %) / 
60 % 

27 % (15 
%) / 
80 % 

C 63 % (25 
%) / 
55.5 % 
(21 %) 

31 % (11 
%) / 
29.5 % 
(14 %) 

33 % (12 
%) / 
40 % (19 
%) 

57 % (22 
%) / 
50 % (19 
%) 

28 % (10 
%) / 
27 % (13 
%) 

30 % (11 
%) / 
37 % (18 
%) 

D 500 % / 
575 % 

300 % / 
275 % 

330 % / 
510 % 

450 % / 
450 % 

230 % / 
230 % 

240 % / 
130 % 

E 12 % (8 
%) / 
15.5 % 
(11 %) 

4.5 % 
(1.5 %) / 
34 % (9 
%) 

5 % (2 
%) / 
58 % (27 
%) 

10 % (6 
%) / 
14.6 % 
(10 %) 

4 % (1.5 
%) / 
33 % (6 %) 

4 % (2 
%) / 
47 % (15 
%)  
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calibrated parameters, i.e. the frame compliance Cf and the area shape 
function parameters ai, is reported. Then, the mechanical characteristics 
of the reference materials are evaluated to assess accuracy and precision 
of compared methodologies. In the following, main results are reported, 
while complementary images and tables are presented in the Annex. 
Time to generate 11,000 bootstrap samples spans from 8 to 12 h, per 
material, depending on the quality of the input experimental data. 
Although the time is quite high, considering that the procedure aims at 
calibration uncertainty evaluation long time may be excused; in any 
case, bootstrap simulation is significantly cheaper and faster than 
empirical data collection, which per each dataset (corresponding to 1 
bootstrap sample) takes about 8 h. 

3.2.1. Calibration of indentation platforms parameters 
Fig. 4 and Fig. 5 show the result of the calibration of the frame 

compliance and area shape function parameters for the data set A and E, 
respectively. The average is evaluated after outlier removal, and the 
error bars represent 95 % confidence intervals estimated from the 
standard deviation with a coverage factor of 2. ANOVA shows with a risk 
of error of 5 % that the simulations introduce a systematic difference in 
the estimated parameters; summary results are reported in Table A 1 and 
Table A 2. This sustains the methodological hypothesis presented in this 
paper on the necessity of simulative approaches to correctly estimate the 
uncertainty of calibrated parameters. Such result holds for both the 
considered calibration method, i.e. the ISO 14577–2 method n◦4 (ISO 
M4) and the single-step ODR method. It is particular to notice that 
experimental dataset collected in critical conditions, e.g. B (poorly 
maintained indentation device and experiments in a non-metrological 
room) and D (indentation on damaged-surface reference samples), re-
sults with such a large within-the-group-variance that the bootstrap 
sample effect, i.e. the calibration dataset variability, becomes negligible. 
The greater robustness of the ODR method still allows highlighting such 
effect. Such ISO method instability to poor working conditions leads to 
estimation of the frame compliance statistically not different from 0 
mm/N (see Fig. A 1, Fig. A 2 and Fig. A 3), i.e. suggesting a non- 
necessary correction, which might negatively impact on mechanical 
characterisation results. Furthermore, an indication of stability of the 
calibration can be provided by the analysis of the a2 parameter, whose 
nominal value is 24.56 and it is correlated to the dihedral angle of the 
indenter. The regression does not fix its value to improve the fitting [31], 
thus slight, even systematic, deviation from this value might be 
acceptable, e.g. case A (Fig. 4), because of a compensation with other 
calibration parameters might take place [31,39–41]. However, the 
presence of large systematic deviation, i.e. case B (Fig. A 1) and D (Fig. A 
3) might be good indicators of poor empirical dataset. Additionally, 
Fig. 4 and Fig. 5 (as well as the other figures in the Annex, i.e. Fig. A 1, 
Fig. A 2 and Fig. A 3) report the results of calibration when only 
experimental data are considered, i.e. conceptually similar to a Boot-
strap simulation with only 1 bootstrap sample. In accordance with 
bootstrap theory, the average estimates of the parameters do not show 
any systematic differences with a risk of error of 5 %, and the uncer-
tainty, in line with ANOVA results, is underestimated in this case. 

3.2.2. Mechanical characterisation 
Once the frame compliance and the area shape function parameters 

have been calibrated, mechanical characterisation can be performed 
according to equations Eq. (1) ~ Eq.(5) and propagating uncertainty 
contribution according to the law of uncertainty propagation, see Eq. (7) 
[42], considering the influence factors reported in Fig. 1. As far as the 
calibrated measurement scales, i.e. the force and the displacement 
transducers, are concerned, resolution, reproducibility and accuracy are 
propagated. The resolution is propagated as type B contribution 
considering the resolution the range of a uniform distribution [42]. The 
accuracy is propagated as type B contribution from the calibration cer-
tificate considering the standard 1 % error within the tolerance and 
considering as extremely conservative choice the association of such 

deviation to the standard deviation of a normal distribution [42].The 
reproducibility is propagated as a type A from the collected data, which 
in the worst case scenario, i.e. measurements on W at 1 mN, increases up 
to five times the value reported in Table 3. In so doing, the reproduc-
ibility includes the experimental condition effect, i.e. sample and envi-
ronment. The frame compliance and area shape function parameters 
uncertainty contribution are propagated as type A from the calibration 
uncertainty estimated in Section 3.2.1. Last, the measured contact 
stiffness uncertainty is propagated as a type B contribution, assuming a 
gaussian distribution with standard deviation estimated as 5 % of the 
measured value [42]. The estimation of the contribution caters for 
reference literature, which showed the relevance of combining, once 
again with ANOVA modelling, the contribution due to the fitting of the 
unloading curve and the reproducibility due to different indentations 
[47]. 

In the following, Fig. 6 and Fig. 7 show the results of the evaluation 
of the HIT and EIT, error bars represent uncertainty at a 95 % confidence 
level (coverage factor equal to 2). Results of Er and the area calibration- 
independent parameter R are reported in the Annex (Fig. A 4 and Fig. A 
5), for sake of readability. Table 6 and Table 7 show the relative accu-
racy and relative expanded uncertainty of the mechanical characteri-
sation, respectively. 

Results show that indentation devices working in ideal condition 
(adequately and routinely maintained and operating in metrological 
controlled environments), i.e. A and E, show good accuracy, i.e. with 
statistically non-significant bias, and precision. In the best-case scenario, 
the relative accuracy on HIT and EIT result as low as 5 % and 0.5 % 
respectively, and a relative uncertainty of 5 % and 2 %. Furthermore, the 
method to assess indentation quality is sensitive to sample material. In 
fact, indentations on tungsten are less accurate and precise of one order 
of magnitude than those on SiO2. 

The method to assess quality of indentations is then tested on non- 
ideal operating conditions, i.e. a poorly maintained instrument work-
ing in non-metrological room (B), a maintained and calibrated instru-
ment in a metrological room (C) and a maintained and calibrated 
instrument in a metrological room with damaged samples (D). The 
proposed method to estimate uncertainty and assess indentation quality 
allows to gather insights on the sensitivity of nanoindentation to the 
considered experimental conditions. Accuracy results to be mostly 
affected by instrument rather than working environment. In fact, a 
poorly maintained instrument (B) worsens of about three times the 
relative accuracy, whilst a regularly maintained indentation device, 
even in a non-metrological room (C), does not affect significantly the 
accuracy. As far as precision is concerned, the instrument affects the 
measurement uncertainty significantly more than the operating envi-
ronment, which is worsened when more dispersed results are expected, 
i.e. in the case of the tungsten. This might pose some question on the 
choice of tungsten as reference material and open to other alternatives, 
e.g. alumina, sapphire. Furthermore, as clearly shown in Fig. 6, tungsten 
hardness allows appreciating the indentation size effect at very low 
loads. This though is only possible in ideal working conditions, i.e. A and 
E, whilst measurement disturbances sourced by non-ideal operating 
condition can hide such effect. Last, experimental condition D shows 
that the surface integrity ultimately dominates both accuracy and pre-
cision, i.e. the quality, of nanoindentation results by yielding the worst 
metrological performances. 

Finally, a remark on the calibration method can be performed basing 
on the relative accuracy and precision. As it can be appreciated, and in 
accordance with reference literature [39], ODR improves the accuracy 
while worsening the precision, due to orthogonal distance evaluation of 
the RMSE, when reproducibility is poor; conversely, in ideal working 
condition, i.e. with good reproducibility, the fitting improvement 
overcomes the inherent RMSE increase due to the ODR and results in 
both an improvement of accuracy and a marginal decrease of the mea-
surement uncertainty. 
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4. Conclusions 

Instrumented indentation test is a widely resorted non-conventional 
hardness test for evaluating mechanical properties of surfaces. Ensuring 
quality of indentation is of utmost importance to allow indentation de-
vice performance comparison and to enable the prescription and veri-
fication of tolerances by nanoindentation within ISO GPS framework. 

The work has proposed a method to assess the quality of nano-
indentation within a metrological framework. With respect to other 
approaches attempted in the literature, the methodology is based on a 
non-parametric evaluation of measurement uncertainty of indentation 
device calibration. The proposed Bootstrap uncertainty evaluation 
method, tested by ANOVA, showed that the effect of simulation 
modelling different experimental dataset is critical to obtain a correct 
and conservative uncertainty evaluation. The method has then been 
successfully tested on several experimental conditions to investigate its 
sensitivity for indentation quality benchmarking. Results have shown 
that the proposed uncertainty-based quality evaluation tool can identify 
critical experimental conditions, thus posing as a suitable methodology 
to compare performances within interlaboratory comparisons. Although 
the conditions that were investigated are non-exhaustive, extreme lab-
oratory conditions, i.e. ideal and worst case scenario, as well as inter-
mediate cases were considered. Therefore, the obtained result indicates 
a suitable sensitivity of the methodology, which future work shall 
investigate further with an ad-hoc experimental design. The provided 
quantitative insights on the influence factors contributing metrological 
performances: accuracy is mostly affected by the indentation device 
maintenance, precision by the sample surface integrity foremostly and 
only at a second instance by the indentation device, hereby including the 
positioning in a metrological room, which is capable of halving the 
uncertainty for optimal sample conditions. 

Future works will deploy the proposed uncertainty-based quality 
evaluation tool to assess performances of calibration material, investi-
gating viable alternative to tungsten, and to compare the effect of 
indentation device indirect calibration methods (which are managed by 
the proposed tool) and other direct calibration approaches. 
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Appendix 

(See Fig. A1, Fig. A2, Fig. A3, Fig. A4, Fig. A5, Fig. A6 and Table A1, 
Table A2, Table A3, Table A4). 

Fig. A1. Calibrated parameter results for the experimental data set B (poorly maintained indentation device and experiments in a non-metrological room). Notice the 
systematic underestimation of uncertainty when Bootstrap is not applied. Notice the sometimes systematic differences between the calibration methods (ISO and 
ODR) as per [39]. Notice ISO M4 poorer robustness resulting for Cf in worse precision [39] and Cf estimates statistically not different from 0 mm/N. 
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Fig. A2. Calibrated parameter results for the experimental data set B (poorly maintained indentation device and experiments in a non-metrological room). Notice the 
systematic underestimation of uncertainty when Bootstrap is not applied. Notice the sometimes systematic differences between the calibration methods (ISO and 
ODR) as per [39]. Notice ISO M4 poorer robustness resulting in worse precision [39] and estimates of Cf statistically not different from 0 mm/N. 

Fig. A3. Calibrated parameter results for the experimental data set D (experiments performed in a metrological room on damaged-surface calibrated reference 
samples). Notice the systematic underestimation of uncertainty when Bootstrap is not applied. Notice ISO M4 poorer robustness resulting in worse precision [39] and 
estimates of Cf statistically not different from 0 mm/N. 
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Fig. A4. Mechanical characterisation results: Er. Error bars represent expanded uncertainty (95% confidence level). In ideal working condition, i.e. A and E, ODR is 
more precise and accurate than ISO M4, i.e. when reproducibility does not dominate uncertainty. B: poorly maintained instrument in a non-metrological room mostly 
affects precision with negative effects on accuracy, C adequately maintained instrument in a non-metrological room negatively affects precision, D poor surface of 
reference materials induces poor quality data. E a non-significative bias can be seen in the results. The results reflect EIT (see Fig. 7). 
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Fig. A5. Mechanical characterisation results: R. Error bars represent expanded uncertainty (95% confidence level). In ideal working condition, i.e. A and E, a trend is 
seen on W that can be traced back to indentation size effect. Otherwise and mainly, statistically non-significative trend can be seen indicating a successful calibration 
for the results do not depend on the area shape function. B: poorly maintained instrument in a non-metrological room negatively effects precision, condition 
alleviated in C (adequately maintained instrument in a non-metrological room), D poor surface of reference materials induces poor quality data showing massive 
dispersion and presence of some systematic differences (on W). 
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Fig. A6. Flowchart of the quality evaluation procedure based on the bootstrap non-parametric simulation. In the flowchart showing the calibration and the un-
certainty propagation for any given IIT results, the subprocess based on Bootstrap simulation to robustly estimate calibration related uncertainty is shown also 
highlighting the input and output data quality checks. 

Table A1 
Summary results of the ANOVA. P-values of the Fisher hypothesis test on the significance of the between the groups variability as variance ratio is shown. ***≪0.0001 
%.  

Experimental Dataset A B C D E 

Calibration algorithm ISO ODR ISO ODR ISO ODR ISO ODR ISO ODR 

Parameter  
a0 *** *** 1 *** *** *** *** *** *** *** 
a1 *** *** 1 *** *** *** *** *** *** *** 
a2 *** *** 1 *** *** *** *** *** *** *** 
Cf *** *** 1 *** 1 *** *** 0.97 *** ***  

Table A2 
Summary results of the ANOVA. Relative contribution of the sum of squares between the groups to the total corrected by the mean sum of squares, see Eq. (8), i.e. SSB/ 
SSTC.  

Experimental Dataset A B C D E 

Calibration algorithm ISO ODR ISO ODR ISO ODR ISO ODR ISO ODR 

Parameter   
a0  25.5 %  41.4 % 0.1 % 7.1 % 49.3 % 39 % 31 %  4.2 %  31.7 %  27.8 % 
a1  36.5 %  44.6 % 0 % 8 % 54 % 39.3 % 29.5 %  3.7 %  39.9 %  31.1 % 
a2  58.7 %  42.3 % 0 % 10.7 % 59.1 % 38.6 % 31.3 %  2.8 %  70.8 %  41.1 % 
Cf  47.9 %  14.3 % 0 % 22 % 0 % 21 % 5.1 %  2.4 %  23.4 %  50.5 %  

Table A3 
Accuracy: RMSE with respect to the calibrated reference value. Systematic errors due to indentation size effect in W have been excluded for the evaluation. Values are 
in GPa.   

ISO M4 ODR  

HIT 

SiO2 / W 
Er 

SiO2 / W 
EIT 

SiO2 / W 
HIT 

SiO2 / W 
Er 

SiO2 / W 
EIT 

SiO2 / W 

A 0.2072 / 0.3277 0.5687 / 7.1669 0.6297 / 11.84 0.2344 / 0.4283 0.4328 / 5.4629 0.4791 / 20.9834 
B 2.1586 / 0.7639 1.3283 / 31.6628 1.4710 / 53.8688 2.6304 / 1.4915 1.1308 / 30.2881 1.2528 / 55.5952 
C 0.3126 / 0.1531 0.4344 / 8.8558 0.4803 / 15.6071 0.2543 / 0.1334 0.3270 / 8.5403 0.3617 / 16.3394 
D 4.9755 / 2.5063 24.9104 / 190.4255 26.4738 / 429.8351 5.8552 / 4.0981 22.2453 / 865.1444 23.669 / 2529 
E 0.5594 / 0.6388 0.6059 / 54.1321 0.6697 / 109 0.4109 / 0.5982 0.4002 / 27.8706 0.4489 / 50.74  
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[43] A.C. Campbell, P. Grolich, R. Šlesinger, Niget: Nanoindentation general evaluation 
tool, SoftwareX. 9 (2019) 248–254, https://doi.org/10.1016/j.softx.2019.03.001. 

[44] B. Efron, Bootstrap methods: another look at the jackkife, Ann. Stat. 7 (1979) 1–26. 
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