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Distributed Utility Estimation with Heterogeneous
Relative Information

M. Menci1, G. Oliva1∗, M. Papi1, R. Setola1 and M. Zoppello2

Abstract—In this paper we consider a scenario where a set of
agents, interconnected by a network topology, aim at computing
an estimate of their own utility, importance or value, based
on pairwise relative information having heterogeneous nature.
In more detail, the agents are able to measure the difference
between their value and the value of some their neighbors,
or have an estimate of the ratio between their value and the
value the remaining neighbors. This setting may find application
in problems involving information provided by heterogeneous
sensors (e.g., differences and ratios), as well as in scenarios where
estimations provided by humans have to be merged with sensor
measurements. Specifically, we develop a distributed algorithm
that lets each agent asymptotically compute a utility value. To
this end, we first characterize the task at hand in terms of a least-
squares minimum problem, providing a necessary and sufficient
condition for the existence of a unique global minimum, and then
we show that the proposed algorithm asymptotically converges to
a global minimum. The paper is concluded by numerical analyses
that corroborate the theoretical findings.

Index Terms—Optimization, Optimization algorithms, Sensor
fusion

I. INTRODUCTION

MAKING judgements is a core task in decision making
processes involving humans or artificial intelligent sys-

tems. Such a task can either be carried out in an absolute
or relative way. However, as noted by Blumenthal in his
seminal work [1], also absolute judgements require some sort
of comparison; indeed “to make the judgement, a person
must compare an immediate impression with impression in
memory of similar stimuli" [1]. Therefore, it is of paramount
importance to be able to make judgements based on relative
information. We point out that, in some cases, it might
be impossible to take absolute judgements; this is due to
technological reasons, e.g., the available sensors are not able
to measure absolute information, or “psychological" reasons,
e.g., the decision-maker might not be confident in assessing ab-
solute information, or might feel more comfortable in handling
relative information. In recent years, a large body of scientific
literature has been aimed at endowing networked agents with
the ability to distributedly compute absolute information based
on relative measurements. A relevant example in this sense is
Sensor Network Localization, where networked sensors aim
at computing their location based on relative information such
as bearings [2], [3], distances [4], presence within the sensing
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range [5], or combinations of distance and presence infor-
mation [6], [7]. Other examples include Formation Control
and Distributed Analytic Hierarchy Process. Within Formation
Control problems [8]–[11], networked mobile agents aim at
occupying locations that satisfy prescribed relative positions
(e.g., in a least-squares sense as done in [8], [9] or exactly,
under the assumption that the network is rigid, as done
in [10]). Conversely, within distributed Analytic Hierarchy
Process algorithms, the nodes in the network aim at computing
their own utility or importance value based on the knowledge
of perturbed utility ratios [12]–[15].

A. Contribution and Novelty

To the best of our knowledge, current approaches in the
literature operate based on homogeneous information. How-
ever, there are situations where one can improve the quality
of the estimate by mixing heterogeneous pieces of information.
For instance, consider a scenario where humans and machines
cooperate; in this case, while sensors might be able to pro-
vide measurements of the difference between two quantities,
while humans might be able to provide ratio information,
e.g., assessing how many times one light or sound source
is brighter or louder than another (see for instance [16]).
Another example is the fusion of the information provided by
sensors of heterogeneous nature, e.g., some able to measure
distances [4], some able to measure ratios, such as signal
strength ratios [17] or hop-count ratios [18]. To overcome
some of the limitations of previous works, in this paper we
consider a hybrid scenario where networked agents aim at
computing their own utility, position or importance, based on
heterogeneous pairwise relative information. Specifically, each
agent knows: (i) an estimate of the differences between its
utility and the utility of some of its neighbors; (ii) an estimate
of the utility ratio with respect to the remaining neighbors.
Based on such heterogeneous relative information, the agents
cooperate in order to compute the absolute utility of each
agent. To this end, we first define a least-squares minimization
problem, by characterizing its global minima and providing a
necessary and sufficient condition for the existence of a unique
global minimum. Then, we develop a synchronous continuous-
time distributed algorithm and we show that its dynamics
converges to a global minimum, discussing the conditions
guaranteeing that such a problem admits a unique or several
global minima. We point out that the proposed problem setting
is a mixture of the formation control approach, where agents
are equipped with sensors able to measure relative positions,
and the case where just ratios are considered. However, due
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to the presence of information of heterogeneous nature, there
is no straightforward way1 to apply either of the above
methodologies, thus calling for a different approach.

B. Paper Outline

The paper outline is as follows: in Section II we give
some preliminary definitions while in Section III we formally
describe our problem setting and the proposed distributed algo-
rithm; Sections IV and V provide, respectively, an optimization
problem whose solution corresponds to the unknown utilities
for the nodes and a necessary and sufficient condition for the
existence of a unique global minimum; Section VI charac-
terizes the convergence properties of the proposed distributed
algorithm; Section VII contains a simulation campaign aimed
at numerically demonstrate the effectiveness of the proposed
algorithm, while Section VIII collects some conclusive re-
marks and future work directions.

II. PRELIMINARIES

We denote vectors by boldface lowercase letters and matri-
ces with uppercase letters. We refer to the (i, j)-th entry of a
matrix A by Ai j. We represent by 000n and 111n vectors with n
components, all equal to zero and to one, respectively.

A. Graph Theory

Let G= {V,E} be a graph with n nodes V = {v1,v2, . . . ,vn}
and e edges E ⊆ V ×V \ {(vi,vi) | i ∈ V}, where (vi,v j) ∈ E
captures the existence of a link from node vi to node v j.
A weighted graph is a graph G = {V,E}, together with a
set of weights W such that wi j ∈ W represents the weight
of each edge (vi,v j) ∈ E. A bidirectional graph is a graph
such that (vi,v j) ∈ E whenever (v j,vi) ∈ E; note that, in
general, for weighted bidirectional graphs the weights wi j
and w ji can be different. Let the in-neighborhood N in

i of a
node vi be the set of nodes v j such that (v j,vi) ∈ E, while
the out-neighborhood N out

i is the set of nodes v j such that
(vi,v j) ∈ E. The in-degree din

i of a node vi is the number
of its incoming edges, i.e., din

i = |N in
i |, while the out-degree

dout
i is the number of its outgoing edges, i.e., dout

i = |N out
i |.

A graph is connected if each node can be reached from
each other node by using the edges in E, regardless of
their orientation, while it is strongly connected if each node
can be reached from each other node by using the edges
in E, considering their orientation. Clearly, a bidirectional
connected graph is also strongly connected. Given a graph
G = {V,E}, let us define the set of matrices compatible with
G as AG =

{
M ∈ R|V |×|V | | Mi j = 0, ∀(v j,vi) 6∈ E, i 6= j

}
; in

other words, a matrix M ∈ AG has nonzero off-diagonal entries
Mi j if and only if (v j,vi) ∈ E, while it can have nonzero
diagonal entries.

1Indeed, we point out that a simple replacement of the ratios by their
logarithm, with the aim to resort to an approach able to handle just distances,
would not be an effective choice. In fact, there would be the need to introduce
additional variables and constraints (i.e., constraints in the form zi = log(xi)),
which would need to be carefully handled; this represents an interesting
direction that we leave for future research.

III. PROBLEM STATEMENT

Let us consider a bidirectional (strongly) connected graph
G = {V,E} with n nodes, where each node vi ∈ V represents
an agent and each link (vi,v j) captures the existence of a
communication channel from agent vi to agent v j. Each agent
vi ∈V has the task to compute a value fi > 0 (e.g., its utility,
position or importance2), based on relative information with
respect to its neighboring agents; we assume that such an
information has an heterogeneous nature, as discussed next. In
more detail, for each agent vi the in-neighborhood N in

i over
G is partitioned into two mutually exclusive3 sets D in

i and
R in

i , i.e., D in
i
⋂

R in
i = /0 and N in

i = D in
i
⋃

R in
i . The set D in

i
contains the in-neighbors of i for which relative information
on the difference of the values is available; in other words,
for all v j ∈ D in

i the agent vi knows the value di j for the
difference fi− f j. The set R in

i contains the in-neighbors of
i for which relative ratios are available; in other words, for
all v j ∈ R in

i the agent vi knows the value ri j > 0 for the
ratio fi/ f j. Note that, for simplicity, we assume that v j ∈D in

i
whenever vi ∈D in

j and v j ∈R in
i whenever vi ∈R in

j . Moreover,
for each available difference di j it holds d ji =−di j, while for
each available ratio ri j it holds r ji = 1/ri j. Note that we can
express E as E = Ed⋃Er, where Ed = {(vi,v j) ∈ E |vi ∈D in

j }
and Er = {(vi,v j) ∈ E |vi ∈R in

j }; clearly, it holds Ed⋂Er = /0.
In this paper we provide a distributed algorithm to let

each agent asymptotically estimate its utility. To this end, we
first formulate a least-squares optimization problem; then, we
prove that our distributed algorithm asymptotically converges
to a global optimal solution of the least-squares optimization
problem.

IV. OPTIMIZATION PROBLEM

In this section we consider the problem of finding an xxx∗ ∈Rn

that satisfies all the distance and ratio constraints in an optimal
least-squares sense. To this end, we consider a function g :
Rn→ R defined as

g(xxx) =
1
2 ∑
(vi,v j)∈Ed

(xi− x j−di j)
2

+
1
2 ∑
(vi,v j)∈Er

(
r ji

1+ r ji
xi−

ri j

1+ ri j
x j

)2

.

(1)

In order to solve the problem at hand in this paper, we look
for a global minimum xxx∗ of g(·), i.e., we aim at finding xxx∗ that
satisfies g(xxx∗) = minxxx∈Rn {g(xxx)}. It is immediate to recognize
that g(xxx)≥ 0 for all xxx∈ Rn and that g(xxx) = 0 if and only if for
all (vi,v j) ∈ Ed it holds xi−x j = di j and for all (vi,v j) ∈ Er it
holds xi/x j = ri j; hence, in order to solve the problem at hand
in this paper, we seek a global minimum xxx∗ for g(·).

Let us now characterize the structure of the optimal solu-
tions of the above problem. By straightforward computations,
and since by assumption j ∈ D in

i whenever i ∈ D in
j and

2In the following, we refer to the i-th value fi simply as utility.
3Note that the proposed approach can be easily extended to the case where

the graph is a multigraph with at most two links connecting any pair of nodes,
i.e., a node v j may belong to both sets. In this way it would be possible to
handle situations where both difference and ratio information is provided for
the same link.
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j ∈R in
i whenever i∈R in

j , it follows that the first order partial
derivative of g(·) with respect to xi is given by

∂g(xxx)
∂xi

= ∑
j∈D in

i

(xi− x j)− ∑
j∈D in

i

di j

+ ∑
j∈Rin

i

r ji

1+ r ji

(
r ji

1+ r ji
xi−

ri j

1+ ri j
x j

)
.

(2)

Again, by simple computations, it can be shown that the n×n
Hessian matrix H(·) associated to g(·) is such that

Hi j(xxx) =
∂ 2g(xxx)
∂xi∂x j

=


|D in

i |+∑ j∈Rin
i

r2
ji

(1+r ji)2 , if i = j

−1 if v j ∈D in
i

− 1
(1+ri j)(1+r ji)

if v j ∈R in
i

0, otherwise.
(3)

Let us now collect some observations about g(·) and H(·).
Remark 1: Since g(·) represents a nonnegative second order

polynomial, H is constant, symmetric and positive semi-
definite [19]. We point out that, since H is positive semidef-
inite, the function g(·) is convex 4 (see, for instance [20],
Chapter 2). Finally, we notice that for i 6= j it holds Hi j 6= 0
if and only if (v j,vi) ∈ E; hence, H ∈ AG.

Remark 2: Since g(·) is convex, any of its global minima
xxx∗ satisfies

∂g(xxx)
∂xi

∣∣∣
xxx=xxx∗

= 0, ∀i ∈ {1, . . . ,n}.

Stacking Eq. (2) for all i ∈ {1, . . . ,n}, setting δi = ∑ j∈D in
i

di j,
δδδ = [δ1, . . . ,δn]

T and evaluating at xxx = xxx∗, we conclude that
the global minima xxx∗ of g(·) satisfy Hxxx∗ = δδδ . Therefore, we
observe that g(·) has a unique global minimum xxx∗ = H−1δδδ if
and only if rank(H) = n. Otherwise, it holds rank(H) = m < n
and the set of global minima of g(·) is a subspace of Rn with
dimension equal to n−m.

V. EXISTENCE OF A UNIQUE GLOBAL MINIMUM

In this section, we provide a necessary and sufficient condi-
tion that guarantees the existence of the unique global optimal
solution to the minimization problem. To this end, let us now
provide a necessary and sufficient condition for a vector xxx∈Rn

to belong to the kernel of the Hessian matrix H of g(·).
Proposition 1: Let G = {V,Ed⋃Er} be a connected bidi-

rectional graph with n nodes, where Ed and Er reflect,
respectively, the difference and ratio information available;
moreover, let g(·) be defined as in Eq (1). A vector xxx ∈ Rn

satisfies Hxxx = 000n, where H is the Hessian matrix associated
to g(·), if and only if it holds

∑
(vi,v j)∈Ed

(xi− x j)
2 + ∑

(vi,v j)∈Er

(xi− ri jx j)
2

(1+ ri j)2 = 0. (4)

Proof: To establish the result we notice that, being
H symmetric, it holds Hxxx = 000n if and only if xxxT Hxxx = 0.

4The positive semidefiniteness of H implies convexity but not strict con-
vexity, i.e., g(·) might have multiple global minima.

Moreover, we have that H = H ′+H ′′, where H ′ and H ′′ are
symmetric matrices having entries given by

H ′i j =


|D in

i |, if i = j
−1 if v j ∈D in

i

0, otherwise.
(5)

and

H ′′i j =


∑ j∈Rin

i

r2
ji

(1+r ji)2 , if i = j

− 1
(1+ri j)(1+r ji)

if v j ∈R in
i

0, otherwise.

(6)

In other words, we have that Hxxx = 000n if and only if it holds

xxxT Hxxx = xxxT H ′xxx+ xxxT H ′′xxx = 0. (7)

We observe that

xxxT H ′xxx =
n

∑
i=1

xi ∑
j∈D in

i

(xi− x j) = ∑
(vi,v j)∈Ed

(xi− x j)
2, (8)

and that

xxxT H ′′xxx =
n

∑
i=1

xi ∑
j∈Rin

i

(
r2

ji

(1+ r ji)2 xi−
1

(1+ ri j)(1+ r ji)
x j

)
.

At this point, we notice that, by some algebra, it holds

xxxT H ′′xxx = ∑
(vi,v j)∈Er

(xi− ri jx j)
2

(1+ ri j)2 . (9)

The proof follows.
We now show that rank(H)≥ n−1.
Lemma 1: Let G = {V,Ed⋃Er} be a connected bidirec-

tional graph with n nodes, where Ed and Er reflect, respec-
tively, the difference and ratio information available; moreover,
let g(·) be defined as in Eq (1). The Hessian matrix H
associated to g(·) is such that rank(H)≥ n−1.

Proof: Let xxx∈Rn \{000n} be such that Hxxx = 000n. By Propo-
sition 1, xxx satisfies Eq. (4). Therefore, it must hold xi− x j = 0,
for all (vi,v j) ∈ Ed and xi− ri jx j = 0, for all (vi,v j) ∈ Er.
The above conditions can be rearranged as xi/x j = 1, for
all (vi,v j) ∈ Ed and xi/x j = ri j, for all (vi,v j) ∈ Er. In other
words, for each link (vi,v j) ∈ E, the ratio of the entries xi and
x j of the vector xxx must be equal to a given wi j, where wi j = ri j
for links corresponding to ratio information and wi j = 1 for
links corresponding to difference information. Let W ∈ AG
be the n× n matrix collecting such ratios, i.e., Wi j = wi j if
(v j,vi) ∈ Ed⋃Er and Wi j = 0, otherwise. In [14], the authors
demonstrate that, when a matrix W collecting sparse ratio
information has the same structure as a connected bidirectional
graph, a necessary and sufficient condition for the existence
of a vector xxx such that Wi j = xi/x j for all Wi j 6= 0 is that the
product of the entries Wi j along any cycle of the graph is equal
to one; otherwise, no solution exists. When such a condition
is satisfied, we observe that the ratios xi/x j are defined up to a
scaling factor. Hence, the kernel of H has dimension one and
rank(H) = n−1. In the latter case, no solution exists (other
than the trivial one) and therefore the kernel of H coincides
with {000n} and rank(H) = n. The proof is complete.

As a consequence of Lemma 1, we can state a necessary
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and sufficient condition for rank(H) to be equal to n.
Proposition 2: Let H be the Hessian matrix associated to

g(·) and let us assign a weight wi j = 1 to all (vi,v j) ∈ Ed and
a weight wi j = ri j to all (vi,v j) ∈ Er. It holds rank(H) = n
if and only if there is a cycle c = {(v1,v2), . . . ,(vm,v1)} over
G = {V,Ed⋃Er} such that ∏(vi,v j)∈c wi j 6= 1.

Proof: By Lemma 1, it holds rank(H) = n− 1 if and
only if all cycles over G satisfy ∏(vi,v j)∈c wi j = 1, otherwise
rank(H) = n. The proof follows.

VI. PROPOSED ALGORITHM

If all the information can be collected and processed in
a centralized way then, as noted in Remark 1, a solution to
the problem at hand in this paper is to find xxx∗ that satisfies
Hxxx∗ = δδδ . In several situations it might be impossible to solve
the problem by means of a centralized supervisory entity; in
those cases, each agent aims at computing its own utility in a
distributed way. Specifically, based on the information regard-
ing its neighbors, each agent i aims at computing a value x∗i
such that, overall, the vector xxx∗ satisfies all difference and ratio
constraints in a least-squares sense; in other words, the agents
aim at computing a vector xxx∗ that is a global minimum for
g(·). Within the proposed algorithm, each agent i executes the
following continuous-time and synchronous update algorithm

ẋi(t) = α ∑
j∈D in

i

(x j− xi)

+α ∑
j∈Rin

i

ri j

1+ ri j

(
ri j

1+ ri j
x j−

r ji

1+ r ji
xi

)
+αδi,

(10)

where α > 0 and δi = ∑ j∈D in
i

di j.
Let us now show that the proposed distributed algorithm

asymptotically converges to a global minimum5 xxx∗ for g(·).
Theorem 1: Let us consider a connected bidirectional graph

G = {V,Ed⋃Er} with n nodes, where Ed and Er reflect,
respectively, the difference and ratio information available to
the agents. Let the agents execute the synchronous update rule
in Eq. (10), with initial condition xi(0)> 0 and α > 0. It holds
limt→∞ xi(t)= x∗i , where xxx∗= [x∗1, . . . ,x

∗
n]

T is a global minimum
for g(·).

Proof: Stacking Eq. (10) for all the agents and setting
xxx(t) = [x1(t), . . . ,xn(t)]T and δδδ = [δ1, . . . ,δn]

T , we get

ẋxx(t) =−αHxxx(t)+αδδδ . (11)

As noted in Remark 1, we have that H is positive semidefi-
nite and by Lemma 1 it holds rank(−αH) ≥ n− 1. Hence,
matrix −αH is stable in the continuous-time sense and
the system ẋxx(t) = −αHxxx(t) converges to an equilibrium
point. We point out that the presence of the constant input
αδδδ does not affect stability; hence, also the dynamics in
Eq. (11) converges to an equilibrium point xxxeq, which satis-
fies 000n =−αHxxxeq +αδδδ , that is, Hxxxeq = δδδ . Therefore, using
the same reasoning as in Remark 2, we conclude that the
equilibrium reached corresponds to a global minimum of g(·).
The proof is complete.

5As discussed in the previous section, the solution is unique if and only if
the condition in Proposition 2 is satisfied.

Remark 3: The parameter α can be used to arbitrarily
increase the speed of convergence of the proposed algorithm,
e.g., by letting each agent choose the same α � 1. However,
to select a specific (e.g., instance-dependent) value of α , some
form of distributed coordination or agreement (e.g., distributed
consensus [9]) is required before the execution of the proposed
algorithm.
We now characterize the structure of the particular global
minimum of g(·) computed by the proposed algorithm.

Theorem 2: Let us consider a connected bidirectional graph
G = {V,Ed⋃Er} with n nodes, where Ed and Er reflect,
respectively, the difference and ratio information available to
the agents. Let the agents execute the synchronous update rule
in Eq. (10), with initial condition xi(0)> 0 and α > 0. Without
loss of generality, let λi be the i-th smallest eigenvalue of the
Hessian matrix H of g(·) and let zzzi be the corresponding eigen-
vector such that the set {zzz1, . . . ,zzzn} represents an orthonormal
basis for H. The state of the agents asymptotically converges
to

xxxeq =


(
zzzT

1 xxx(0)
)

zzz1 +∑
n
i=2

1
λi

(
zzzT

i δδδ
)

zzzi, if λ1 = 0,

∑
n
i=1

1
λi

(
zzzT

i δδδ
)

zzzi, otherwise.
(12)

Proof: As noted in Remark 1 and Lemma 1, the Hessian
matrix H is symmetric and it has at most one eigenvalue
equal to zero, while all other eigenvalues are positive. Hence,
we diagonalize H by writing H = ZΛZ−1, where Λ is a
diagonal n×n matrix with Λii = λi and Z = [zzz1, . . . ,zzzn]; since
{zzz1, . . . ,zzzn} represents an orthonormal basis, we have that it
holds Z−1 = ZT . The state of the agents at time t is given by
xxx(t) = e−αHtxxx(0)+

∫ t
0 e−αH(t−τ)αδδδdτ and can be rearranged

as

xxx(t) = Ze−αΛtZ−1xxx(0)+αZe−αΛtZ−1
∫ t

0
ZeαΛτ Z−1

δδδdτ

Let us define ηηη = Z−1δδδ , so that it holds ηi = zzzT
i δδδ for all

i ∈ {1, . . . ,n}. Notice that Hxxxeq = δδδ ; hence, when λ1 = 0 it
holds η1 = zzzT

1 δδδ = zzzT
1 Hxxxeq = 0. Since eαΛτ is diagonal and

Z−1 = ZT , it holds

xxx(t) = Ze−αΛtZ−1xxx(0)+αZe−αΛtZ−1
∫ t

0

n

∑
i=1

zzzieαλiτ ηidτ

= Ze−αΛtZ−1xxx(0)+α

n

∑
i=1

Ze−αΛtZ−1zzziηi

∫ t

0
eαλiτ dτ.

Let eeei be the i-th vector in the canonical base in Rn; since
Z−1 = ZT , we have that

Ze−αΛtZ−1zzzi = Ze−αΛteeei = Ze−αλiteeei = e−αλitZeeei = e−αλitzzzi;

hence, it holds

xxx(t) = Ze−αΛtZ−1xxx(0)+α

n

∑
i=1

ηie−αλitzzzi

∫ t

0
eαλiτ dτ.

At this point we notice that, when λ1 = 0, it holds η1 = 0;
hence,

xxx(t) =
n

∑
i=1

e−αλit
(
zzzT

i xxx(0)
)

zzzi +
n

∑
i=2

(
zzzT

i δδδ
) 1− e−αλit

λi
zzzi
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and therefore limt→∞ xxx(t) = xxxeq, where xxxeq corresponds to the
first case in Eq. (12). Conversely, when λ1 > 0, we have that

xxx(t) =
n

∑
i=1

e−αλit
(
zzzT

i xxx(0)
)

zzzi +
n

∑
i=1

(
zzzT

i δδδ
) 1− e−αλit

λi
zzzi

and therefore limt→∞ xxx(t) = xxxeq, where this time xxxeq corre-
sponds to the second case in Eq. (12). This completes our
proof.
A few remarks are now in order.

Remark 4: Notice that, when λ1 = 0 the set of global
minima of g(·) correspond to a subspace of Rn of dimension
equal to one. Conversely, when λ1 > 0 the problem admits a
unique global minimum. In particular, as shown in Eq. (12),
in the first case the solutions coincide with an affine space of
the eigenspace spanned by zzz1 (the particular value computed
by the agents depends on the initial condition xxx(0) and on the
complete sets of eigenvalues and eigenvectors of H), while in
the latter case the solution is unique, and it depends on all the
eigenvalues and eigenvectors of H but is independent on the
initial condition.

Remark 5: Note that, although Eq. (12) provides a closed-
form solution for the global minima of g(·), its structure
depends on the entire set of eigenvalues and eigenvectors of
H; a distributed algorithm to compute such information has a
remarkably higher computational burden for the agents (e.g.,
see [21]) with respect to the proposed algorithm, thus justify-
ing the adoption of our approach in a distributed computing
scenario.

VII. SIMULATION RESULTS

In this section we provide numerical evidence to corroborate
the theoretical findings. Let us take into account two small
scale instances such that g(xxx∗) = 0, i.e., such that the available
information is perfectly consistent. Specifically, we consider
two graphs with |V | = 5 nodes and |E| = 12 edges (i.e., six
pairs of bidirectional edges); the graphs and the available
differences/ratios are reported, respectively, in Figure 1a and
Figure 1c. Let us now discuss the first example. Note that the
information associated to the example in Figure 1a satisfies
the necessary and sufficient condition in Proposition 2, hence
it can be shown that ggg(·) has a unique global minimum
at xxx∗ = ∑

n
i=1

1
λi

(
zzzT

i δδδ
)

zzzi = [1,2,2,8,1]T , thus numerically
corroborating Eq. (12). Figure 1b shows the evolution of the
proposed distributed algorithm when α = 1; it can be noted
that the state xi(t) of each agent vi effectively converges to x∗i .
Let us now discuss the example in Figure 1c; Figure 1d shows
that, for xxx(0) = [0.5768,0.0259,0.4465,0.6463,0.5212]T ,
the state of the agents converges to an xxxeq
corresponding to the first case in Eq. (12), i.e.,
xxxeq = [−2.5790,−1.5790,4.4210,2.2105,0.5526]T ,
thus numerically validating Eq. (12). It can be
easily shown that for any ε ∈ R the vector
xxx∗(ε) = [1+ ε,2+ ε,8+ ε,4+ ε/2,1+ ε/8]T is a global
minimum, since it holds g(xxx∗(ε)) = 0 (in our example,
we have that limt→∞ xxx(t) = xxx∗(−3.579)); note that, as
demonstrated in Theorem 2, the particular value of ε

associated to the asymptotic solution found depends on the
initial condition xxx(0).

In order to assess the effect of perturbations on the available
information, and to compare with standard formation control
and AHP approaches, in Figure 2 we consider a graph where
|V |= 100 nodes are sampled uniformly at random in the unit
square [0,1]2 and a pair of nodes vi,v j is connected by an edge
provided that their Euclidean distance is smaller than ρ = 0.2;
the resulting graph has |E| = 1038 links (i.e., 519 distinct
pairs); the graph is reported in Figure 2a. Moreover, we con-
sider a scenario where the utility of the i-th agent is x∗i =

2i
n(n+1)

(so that, overall, it holds 111T
n xxx∗= 1) and we partition the links of

E into the sets Ed (black solid lines in Figure 2a) and Er (blue
dotted lines in Figure 2a), which correspond to difference and
ratio information, respectively. Specifically, in order to guar-
antee that the problem can be solved based on just differences
or ratios, we first calculate two edge-disjoint spanning trees
over G and we assign their links to Ed and Er, respectively;
then, we randomly partition the remaining links in E, assigning
them to the sets Ed and Er with equal probability; as a result
we obtain |Ed |= 554 (277 distinct pairs) and |Er|= 484 (242
distinct pairs). In order to evaluate the effectiveness of the
proposed methodology, we consider multiplicative errors af-
fecting the available ratios and additive perturbations affecting
the available differences. In more detail, we consider ratios
affected by log-normal random perturbations (as typically done
in the AHP literature, see for instance [22]), i.e., we set
ri j = exp(N (0,σ))x∗i /x∗j , where N (0,σ) is a normal random
number with zero average and standard deviation σ . Then, we
select random additive perturbations for the difference infor-
mation which are comparable to the magnitude of the multi-
plicative ones. To this end, we observe that if x∗i /x∗j = ri jeσ ,
then x∗i − x∗j = (ri jeσ −1)x∗j = x∗i eσ − x∗j ; therefore, if we seek
for a perturbation γ such that x∗i − x∗j = di j + γ we have that
γ = x∗i eσ − x∗j −di j = x∗i (e

σ −1). For the above reason, we set
di j = x∗i − x∗j +N (0,x∗i (e

σ −1)). In Figure 2b we compare the
results achieved by considering only difference information via
formation control (blue dashed line), only ratios via the AHP
approach in [22]) (green dotted line) and the performance of
the proposed algorithm when we consider both differences and
ratios (red solid lines); for all curves we show the results in
terms of average and standard deviation over M = 100 runs
with the same choice of σ . Specifically, we plot against σ

the Kendall’s Tau Distance [23] τ between the nominal and
perturbed ranking of the agents; such a distance is such that
τ ∈ [0,1], where τ = 0 means that the ranking is the same
and τ = 1 means that the rankings are in reverse order. As
shown by Figure 2b, the proposed approach is remarkably
more robust to the perturbations; for instance, τ ≤ 0.01 for
σ ≤ 0.1 (while using only differences or ratios we get τ ≈ 0.07
and τ ≈ 0.04, respectively). The difference in the result of the
three approaches widens as σ grows, and for σ = 0.3 we have
that the proposed approach yields τ ≈ 0.07, while the cases of
using only differences and ratios yield τ ≈ 0.31 and τ ≈ 0.13,
respectively.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper we develop a novel distributed decision making
technique that endows a network of agents with the capability
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Figure 1. Examples with |V |= 5 nodes and |E|= 12 edges (i.e., six pairs of bidirectional edges). In panel 1a the condition in Proposition 2 is satisfied and
there is a unique global minimum for g(·). In panel 1c the condition in Proposition 2 is violated and there are several global minima for g(·) (we show them
as a function of the parameter ε). Panels 1b and 1d show the evolution of the proposed algorithm for α = 1, considering the instance in panels 1c and 1c,
respectively.
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Figure 2. Left panel: graph considered in the simulation. Right panel:
comparison of the proposed approach (red line) with formation control (blue
dashed line) and AHP (green dotted line) for growing perturbations.

to compute a quantity that represents their own utility or
importance, based on the knowledge of pairwise relative
information of heterogeneous nature, i.e., the differences and
ratios of the utilities of a node with respect to its neighbors.
Specifically, we frame the problem in terms of a least-squares
minimization problem and we characterize the structure of the
global minima of such problem, providing a necessary and
sufficient condition that guarantees the existence of a unique
solution. Moreover, we develop a distributed continuous-time
algorithm that lets the agents asymptotically find a global
minimum. Future work will follow four main directions: (i)
extending the framework to directed graphs; (ii) introducing
constraints in the formulation; (iii) including in the frame-
work different typologies of nonlinear functions describing the
relative information available; (iv) extending the approach to
wireless sensor network localization, considering a scenario
where some sensors are able to measure distances while other
sensors are able to estimate of the ratio between their distance
from pairs of neighbors.
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