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Abstract 

The difficulties encountered in mechanical testing of brittle materials create the need of 

developing new procedures to improve the characterization and complement the experimental 

information on them, which is necessary to increase components design efficiency and 

reliability. To meet this need, the ultrasonic tensile test was developed, widening the 

application of the ultrasonic testing machine employed in very high cycle fatigue tests, adapting 

the experimental control and data acquisition system to cause material failure in less than 

200 𝑐𝑦𝑐𝑙𝑒𝑠, allowing the acquisition of tensile strength data on brittle materials while avoiding 

fatigue damage. 

The ultrasonic tensile test was shown to be capable of estimating the obtained ultimate strength 

values to those of a quasi-static test, while eliminating issues caused by mechanical fixtures 

and tensile testing machine alignment, also allowing a considerable increase in material risk-

volume when compared to traditional test methods. Evidence that fatigue failure was indeed 

avoided was collected through experimental procedures that allow the analysis of facture 

surfaces and internal defects. The internal defect analysis, through micro-computed 

tomography, also allowed the definition of criteria to identify the critical defect size in each 

specimen, as well as general characterization of the defects population. 

The ultrasonic tensile test was numerically modeled, with the specimen geometry, test 

parameters, and the measured displacements being applied to find the optimum material model 

and properties that best describe its behavior. The optimized numerical model allowed the 

calculation of the specimen failure strength, which could then be correlated to its critical defect 

size in the form of empirically formulated stress intensity factors. 

The described methodology was successfully implemented through two brittle materials: 

alumina 99.5% and graphite R4550. Alumina specimens all failed in at most 100 𝑐𝑦𝑐𝑙𝑒𝑠, 

showing a large scatter of fracture strengths, ranging from 79.5 𝑀𝑃𝑎 to 322.6 𝑀𝑃𝑎, as 

calculated from an optimized linear-elastic material model, whose elastic modulus was 

371.2 𝐺𝑃𝑎. The strengths being associated with a wider variety of imperfection types and 

sizes, broadly classified into pores, cracks and inclusions, with critical sizes ranging from 

92 𝜇𝑚 to 3443 𝜇𝑚, consequently generating a rather complex empirical formulation for stress 

intensity factors. 

Meanwhile, graphite specimens, having withstood at most 140 𝑐𝑦𝑐𝑙𝑒𝑠, showed only pores as 

defects, with critical sizes ranging from 82 𝜇𝑚 to 112 𝜇𝑚, and fracture strengths from 



 
 

 
 

45.3 𝑀𝑃𝑎 to 59.6 𝑀𝑃𝑎, generating a simpler empirical formulation for stress intensity factors 

than that of alumina. However, graphite experimental behavior required a nonlinear material 

model for optimization, with slightly different elastic moduli in tension and compression, being 

11.31 𝐺𝑃𝑎 and 11.42 𝐺𝑃𝑎, respectively, and added viscoelastic behavior, with shear 

relaxation modulus of 1.83 𝐺𝑃𝑎 and decay constant of 31.38 𝑚𝑠−1. The methodology 

application to alumina and graphite, which present pronounced differences in behavior and 

results, allowed its validation as a new experimental-based procedure to collect additional data 

on brittle materials. 
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Introduction 
 

 

Chapter 1 

 

1.  Introduction 
Brittle behavior is a terminology that can be used to define a wide variety of materials, like 

ceramics – the most frequently associated with it –, polymers, composites, glasses, minerals, 

and metals. They are usually associated with linear-elastic behavior, which is not always the 

case, since some of them can exhibit viscoelasticity [1], hyperelasticity [2], or even a low 

degree of plasticity [3], even though the latter is usually incorporated into numerical and 

analytical material models that emulate ductile materials. 

Virtually any material class contains at least a few members that can be classified as brittle and 

many others that start exhibiting brittle behavior when under certain conditions, such as below 

their respective ductile-brittle transition temperature [4]. Therefore, the best way to define a 

brittle material is as those that are capable of absorbing very little strain energy, either in the 

form of reversible strain (linear-elastic, viscoelastic, hyperelastic) or in the form of irreversible 

strain (plasticity, delamination, debonding). 

These materials lack in capacity to withstand strain often causes an almost instantaneous crack 

propagation at the failure moment, also called catastrophic failure, which is characterized for 

not showing indications that the material is approaching its mechanical limit beforehand – such 

as large elastic strains, elastic-plastic behavior, and other visible or measurable signs of crack 
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growth and propagation. For this reason, a reliable knowledge of the strength these materials 

can resist is necessary before employing them in any type of structural application. 

However, experimental data on mechanical strength of brittle materials shows very wide 

scatters of data even for the same specimen geometry, risk-volume, and testing configuration. 

While the theoretical tensile strength ceiling is the one needed to break between their atoms, 

the presence of material flaws governs their mechanical resistance. Since these flaws – internal 

pores, inclusions, and cracks, as well as surface irregularities – are impossible to be eliminated 

even by improving the production process and the purity of the raw components, and they are 

sources of stress concentration, and possible origins of crack propagation, the experimental 

nominal strength is always considerably lower than its theoretical ceiling. Consequently, the 

predictability of the mechanical resistance of a brittle material is directly influenced by the 

knowledge of its intrinsic flaws, i.e., the discontinuities that are potential weakest links in the 

material. Indeed, today a common occurrence is to spend more time and resources studying the 

resulting internal defects originating from a manufacturing process so that the component can 

be designed considering those defects, rather than improving the material fabrication process 

itself. 

When concerning brittle materials, the knowledge of their respective intrinsic defects is even 

more crucial to the design of structural components than for ductile materials, since stress 

concentration within a material that is unable to absorb any significant amount of strain energy 

means that the local high stress causes the crack to propagate. This mechanism is directly 

related to fracture toughness, which is generally very low among brittle materials. For this 

reason, experimental nominal strength of brittle materials should be researched in 

concomitancy with methods that allow the characterization of the intrinsic defects. 

By correlating nominal strength to a quantity such as the size of the critical defect – i.e., the 

defect that likely generated the largest local stress in the specimen, initiating the fracture – the 

material can be characterized in a way that can be more reliably applied into the design of the 

final component. This objective should be accomplished by fulfilling three tasks: i) establishing 

an experimental procedure to obtain the nominal strength, ii) developing a criterion to consider 

the presence of internal defects, and, finally, iii) relating the two quantities through a method 

that can be applied to the design of components. These three tasks will be further detailed in 

the next sections. 
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1.1. Nominal Strength of Brittle Materials 

The two most common issues encountered during mechanical testing of brittle materials are 

fixture failures, which produce invalid experimental results, and testing machine alignment, 

that can, for instance, generate large undesired bending stresses on tensile tests. These two 

issues prevent the proper application of many test methods. Consequently, most methods 

performed on brittle materials are designed to avoid the need for mechanical fixtures or a very 

precise testing machine alignment. 

The first step towards establishing an experimental procedure to measure the material strength 

is to understand the issues and limitations brought by their nature and properties to test methods 

in general. As previously explained, brittle materials can easily produce a large scatter of 

experimental nominal strength data, directly related to the randomness of the defect population 

and its characteristics. Nevertheless, it is still possible to consider a seemingly unreliable 

quantity such as nominal strength in components design provided it is used in conjunction with 

an appropriate statistical method that accounts for the presence of discontinuities, such as size 

effect models, or even an experimental method capable of directly measuring the material 

defects, like 3D x-ray imaging technology. 

However, even if a method is used to correlate the presence of intrinsic defects to each 

specimen nominal strength, experimentally measuring the latter is also a challenge. Traditional 

tensile test standards for brittle materials tend to have strict requirements, which, despite being 

met, do not guarantee reliable results. Test samples are often discarded for breaking near the 

testing machine mechanical fixtures, like in Fig. 1.1, which shows examples of specimens used 

in split Hopkinson tension bar tests that failed near the thread, causing the measurements to be 

disregarded. 
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Figure 1.1 Direct split Hopkinson tension bar test specimens in silicon carbide and 
molybdenum. 

Another common issue found during these tests is the misalignment of the testing machine, 

which produces unwanted multiaxial stress states on the specimen. Indeed, tensile test 

standards in general mention a maximum misalignment level that can be tolerated, measured 

by strain gauges placed on a dummy specimen used to calibrate the machine [5]. Since brittle 

materials can withstand very small strains, it is reasonable to assume that the maximum 

allowable misalignment is also very small, and depending on the specimen defects and 

geometry, could produce invalid results despite the standards being respected. 

Moreover, some materials, especially technical ceramics, have such high mechanical 

resistance, that the specimen cross-section needs to be small enough so that tensile testing 

machines can cause its failure. Materials like silicon nitride and zirconia reach mechanical 

strengths on the order of 1 𝐺𝑃𝑎, according to three and four-point bending tests. Therefore, if 

that would also be the case for tensile tests, a testing machine of over 80 𝑘𝑁 of capacity would 

already be needed to test specimens with a circular cross-section of 10 𝑚𝑚 of diameter. 

Additionally, the mechanical fixtures of the machine would still be an issue, that might be 

mitigated by a variable cross-section, proportionally larger at the fixtures, which would, 

however, considerably increase the fabrication costs of the specimens without facilitating the 

testing machine alignment process, and without guaranteeing the elimination of fixture failures. 

Therefore, three and four-point bending tests appear as the most recurring methods for testing 

brittle materials in the literature, allowing variations in the specimens geometries, for instance 

bars, plates, rods, tubular samples, and the addition of notches [6-12]. Moreover, these tests 

can be applied to most brittle materials, e.g., glass, concrete, advanced ceramics, graphene, etc. 

Similarly, other types of bending tests have the advantage of avoiding fixtures and alignment 

Mo SiC 

8 mm 
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issues, for instance ASTM C1550, ring-on-ring, and their variations [13,14], which, despite 

also allowing testing of most brittle materials and specimens geometries of relatively simple 

fabrication (disc geometry), generate multiaxial stress states on the material that need to 

accounted for during strength estimation. 

Meanwhile, other experimental procedures eliminate the need of grips and alignment by 

applying a compressive load aiming to generate multiaxial stress due to the specimen’s 

particular geometry. This is the case of the Brazilian splitting test [15] and other methods that 

use a similar concept, relying on relatively simple geometries, like discs, spheres and rings [16-

18], as well as more peculiar shapes [19-21]. Less traditional test methods include wedge 

splitting [22], the ring hoop tension [23], the Iosipescu method [24] (usually employed to 

characterize shear strain behavior of composite materials), and a tensile testing apparatus for 

tubular specimens [25]. Additionally, many of the previously mentioned test configurations 

were also presented in the literature employing different strain rates [26-29], including impact 

tests on split Hopkinson pressure bar [30,31]. 

However, generally, the above-mentioned test methods present two limitations: they often 

require the calculation of the material tensile strength from multiaxial stress states, and they 

have relatively low loaded volume (risk-volume), which corresponds to the material volume 

subjected to a stress close to the maximum applied stress. The strength of brittle materials is 

strongly affected by defects distribution and size [32,33], with large defects being statistically 

more likely to occur the larger the material volume, causing the consequent decrease of the 

experimental strength of specimens having larger loaded volumes [34-36]. Hence the 

importance of testing specimens of loaded volumes as large as possible, so as to evaluate the 

material strength even in worst case scenarios. 

Furthermore, the high susceptibility to defects encountered in brittle materials implies that the 

most critical type of stress for these materials is the tensile stress that induces crack opening 

[37], following Irwin’s definition of fracture mode I [38]. To avoid the need of indirectly 

estimating the material tensile strength from the multiaxial states encountered in the previously 

mentioned test methods, many authors have proposed procedures to directly measure a brittle 

material mechanical tensile behavior. However, such methods usually require specific 

specimen geometries [39], are often only applicable to low strength materials [40,41], or still 

result in very small risk-volumes when high strength materials are tested [42-45]. 
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Therefore, to improve brittle materials mechanical experimental data, it is important to develop 

new testing procedures that can cover at least some of the shortcomings of the existent methods. 

This is why the conception and validation of the Ultrasonic Tensile (UST) test, presented in 

this work, represents an important contribution to researching brittle materials, since, as 

detailed later on, its main advantages are completely avoiding alignment and mechanical 

fixtures issues, while also being capable of testing larger risk-volumes than most of the 

mentioned types of tests and directly providing a nominal tensile strength value stemming from 

a uniaxial stress state [46]. 

Even if the UST test method seemingly avoids or improves all the limitations mentioned for 

other mechanical tests, this work does not imply that the new procedure will be free of 

disadvantages of its own. The goal is to provide brittle materials research field with one more 

option for their mechanical characterization, which could be the most convenient solution 

depending on the testing limitations that need to be avoided. 

 

1.2. Internal Defects in Brittle Materials 

As previously established, the large scatter of experimental tensile strength data of brittle 

materials is due to the existence of internal defects, which can potentially be characterized 

according to their geometry (size, shape, spatial orientation), distribution (quantity, position 

within the specimen and relative to other defects), and origin (presence of impurities in the raw 

components and fabrication process limitations, that can generate unwanted inclusions, poor 

bonding between raw components, pores that are often filled with gas, and internal cracks). 

The ways in which internal defects can be characterized, on one hand, introduce a large number 

of variables that can influence the material nominal strength, on the other, they enable the use 

of different methods to correlate the presence of defects to the experimental strength. 

Often those methods are statistical and based on size effect, i.e., by increasing the volume of 

material submitted to stress values close to the maximum stress on the specimen, referred to as 

risk-volume, the probability of having a larger critical defect also increases [47]. This concept 

was first hypothesized by Griffith, according to [48], and it is illustrated in Fig. 1.2, where two 

specimens are obtained from the same material volume, considering a scenario where both 

specimens are submitted to uniform normal stress 𝜎𝑁, and assuming that failure will originate 

on their respective largest defect, in this example referred to as the critical defect, of size 𝑎𝑐𝑟. 

Specimen 2, possessing the largest material volume, presents a higher probability of containing 
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a larger critical defect than Specimen 1. Therefore, assuming that 𝑎𝑐𝑟,2 > 𝑎𝑐𝑟,1, the relation 

between the specimens nominal stress at failure will be 𝜎𝑁,0,1 > 𝜎𝑁,0,2. Therefore, larger 

specimens have, on average, lower mechanical strength than smaller specimens of the same 

material submitted to the same testing configuration. 

 

 

Figure 1.2 Illustration of size effect statistical principle, showing the specimen with largest 
risk-volume (2) also having the largest critical defect. 

This method of correlation does not need to include a direct defect characterization and can be 

achieved through statistical models based on extreme value statistics, such as Gumbel [49] and 

Weibull [50], which then have their parameters calculated through the fitting of experimental 

data from multiple specimens of at least two different risk-volumes, as shown in [35] and [34]. 

Even though the internal defects are never actually characterized by this method, the statistical 

model can be applied to the final component design, since it generates a correlation between 

the risk-volume of material and probability of failure at a determined level of stress. This is 

illustrated in Fig. 1.3, which shows the fitting of the size effect statistical model based on 

Gumbel largest extreme value distribution, as presented in [35], applied to the experimental 

Specimen 1 
Critical defect: 
𝒂𝒄𝒓,𝟏, 𝝈𝑵,𝟎,𝟏 

Specimen 2 
Critical defect: 

𝒂𝒄𝒓,𝟐, 𝝈𝑵,𝟎,𝟐 

Whole Volume: 
volume from which the specimens 

are obtained. 
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results from [51], who conducted tensile tests on four sets of specimens NBG-18 nuclear grade 

graphite of different risk-volumes 𝑉. Fig. 1.3b shows the cumulative probability of failure 𝑃 

for the respective tensile stress 𝜎𝑁 at failure to each tested risk-volume. 

 

Figure 1.3 Tensile strength of NBG-18 nuclear grade graphite: (a) Schematic of the 
specimens geometry and test configuration (b) Experimental data and fitting curve for 

cumulative probability by tensile strength for each risk-volume. 

However, experimental methods that do not necessarily focus on evaluating size effect and, 

hence, do not comprise the testing of sets of specimens of multiple risk-volumes, defect 

characterization methods that involve the direct observation and measurement of internal flaws 

should be applied. There are two such methods frequently found in the literature. The first is 

the observation of the fracture surface through microscopy to identify and measure the crack 

originating defect, which is commonly used in fatigue tests [52]. The advantage of this method 

is the fast identification and characterization of the critical defect, which only requires the 

observation of the fracture surface with enough magnification to produce reliable 

measurements. However, since fatigue tests usually show clear signs of crack propagation, 

such as “beach marks” and striations [53], the critical defect can be systematically identified in 

most, if not all, specimens, which might not be the case for other types of tests. 

For instance, brittle materials suffer catastrophic failure when submitted to most types of tests, 

especially those involving high strain rates, causing an almost instantaneous crack propagation 

that produces ramifications towards the directions with the least local resistance, in most cases 

causing the detachment of several small fragments near the fracture zone, meaning that the 

crack propagation path and its origin are usually unclear, preventing the identification of the 

a) b) 
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critical defect just from post mortem fracture surface observation. The contrasting results 

between the two situations can be noticed in Fig. 1.4 from specimens tested on the ultrasonic 

machine observed through Field Emission Scanning Electron Microscopy (FESEM), being Fig. 

1.4a the fracture surface of Ti-6Al-4V submitted to a Very High Cycle Fatigue (VHCF) tensile 

test, and Fig. 1.4b the fracture surface of graphite R4550 submitted to the UST test method 

presented in this work. While the former shows clear signs of crack propagation, with potential 

characterization of the defect that originated fracture (as encircled in red in Fig. 1.4a), the latter 

presents no features that might allow the reliable identification of the critical defect. 

 

Figure 1.4 Comparison between two fracture surfaces of specimens from the ultrasonic 
testing machine: (a) VHCF test on Ti-6Al-4V and (b) UST test on graphite R4550. 

The second method uses 3D x-ray imaging technology to characterize internal defects in a way 

that is not dependent on the systematically accurate evaluation of a fracture surface. This 

translates into conducting micro-Computed Tomography (micro-CT) scans on the specimens 

before any destructive test is conducted and relying on software for voxel reconstruction, 

visualization, and analysis [54]. Even though this is a more time demanding method, it allows 

the identification and characterization of the specimen entire defect population, and not only 

the critical defect, potentially being able to provide insights for fabrication process 

improvements. Given the potential contributions to the characterization of brittle materials, the 

micro-CT scans of all the specimens submitted to UST test should be conducted for defect 

analysis purposes and a method should be defined to identify the critical defect, or the defect 

where specimen failure most likely originated, independently of the fracture surface state. 

a) b) 
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1.3. Brittle Materials Applications 

As pointed out before, the brittle definition encapsulates such a wide variety of materials that 

research on this field could potentially contribute to a number of applications and industries as 

well. Since this work focuses on validating the proposed experimental method on alumina and 

graphite, these materials applications are more extensively detailed in this section. 

The first materials to be considered as possible experimental subjects to evaluate the method 

potential applications and limitations were technical ceramics, such as alumina (Al2O3), silicon 

carbide (SiC) and silicon nitride (Si3N4). These materials present, generally, isotropic linear-

elastic behavior until their failure, along with often desirable characteristics of high hardness, 

resistance to abrasion, high temperature resistance, very high chemical stability (resistance to 

corrosion), and electrical and thermal insulation capabilities. Their drawback being their 

mechanical strength’s extremely high dependance on the presence of flaws, often forcing the 

design of components to employ high safety factor values to compensate both for the possibility 

of a larger than expected critical defect and the general limitations of fracture mechanics 

models in predicting stress concentration. 

Technical ceramics have a wide variety of applications in the medical field – as biomedical 

implants –, in the military field – as ballistic protection and vehicle armor –, in aerospace – as 

coatings of jet engine turbine blades and tiles used in the Space Shuttle Program –, in 

automotive – as a component of ceramic disc brakes –, in gas burner nozzles, and in ceramic 

matrix composites of gas turbine parts. Due to the high susceptibility of their internal flaws to 

tensile stresses, i.e., in the crack opening direction, and the difficulties in thoroughly assessing 

the tensile strength of these materials, they tend to be applied as an added layer of protection 

for a ductile material, such is the case of coatings and ballistic armor, or in components that 

are expected to be usually submitted to compressive loads, such as most prothesis. 

Nevertheless, extending the knowledge on their tensile behavior will improve their reliability, 

since many of their applications are expected to generate multiaxial stress states, with tensile 

loads being the most likely to cause flaw propagation despite their expected smaller magnitude. 

Technical ceramics components production commonly involves powder sintering, while 

machining is usually avoided, if possible, since the latter process is complicated by the high 

hardness and mechanical resistance of these materials, which is largely the case for alumina, 

silicon carbide and silicon nitride. However, recent advances in additive manufacturing have 
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allowed some technical ceramics to be 3D-printed in the desired shape through a fine ceramic 

powder bonded by a polymer, which is then removed during a sintering process. This was 

found to be the case for alumina, silicon carbide and zirconia, all of which are commercially 

available. However, the still existing process limitations regarding wall thickness ranges and 

attainable tolerances can often prevent the design of the required test specimens. 

To verify the method potential application to brittle materials with nonlinear behavior, another 

material selected to be submitted to this experimental procedure was graphite, which already 

can be of many different varieties and forms, each one having their own microstructure, 

properties, and applications. Both the naturally occurring forms and the synthetically produced 

ones present high thermal and electrical conductivity, and high thermal stability, being oxidized 

only at temperatures above approximately 700 °C if exposed to oxygen-containing 

atmospheres. Graphite can be used in refractories, - specially in metallurgy, like crucibles, 

nozzles, throughs, and blast furnace linings, - in electrodes for batteries and electric arc 

furnaces, in steelmaking, in brake linings, in lubricants, in carbon fibers, in nuclear power 

plants as neutron moderator, and in scientific research as in Large Hadron Collider (LHC) 

collimators and beam dump. 

Particularly, graphite R4550 is artificially produced by compressing the raw material mixture 

into rectangular or round blocks using a cold isostatic press, tendentially resulting in the 

smallest grain sizes amongst graphites, conferring it higher mechanical resistance. As one of 

the materials employed in LHC collimators, besides the properties found in other graphites, it 

has high thermal shock resistance and is very easy to machine. 

Graphites in general are formed by stacked layers of graphene that are bonded between them 

through van der Waals forces, which, being relatively weak, are often occupied by gases and 

can be easily separated or made to glide over each other. One of the consequences from such a 

mechanism is that graphite tends to be strongly anisotropic, depending on its origin and 

industrial processing. It can, however, present isostatic properties, such is the case for 

isostatically pressed synthetic graphites, like R4550. 

Furthermore, the possible existence of gases between graphene layers and the ease with which 

they can be made to slip over each other causes nonlinearities in the macroscopic mechanical 

behavior of graphite. Indeed, several works in the literature involving numerical modeling of 

graphite to mimic experimental results incorporate at least one nonlinear type of behavior into 

their material models, such as viscoelasticity [1], hyperelasticity [55], and plasticity [56], which 
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are further discussed in Chapter 7, when analyzing the results obtained for graphite R4550, 

found to present not only a viscoelastic behavior, but different elastic moduli when submitted 

to tension and compression, respectively. 

 

1.4. Objectives of the Thesis 

Considering the previously mentioned importance in expanding the knowledge of tensile 

behavior of brittle materials and the relationship between their flaws and tensile strength, this 

work proposes an experimental and numerical approach consisting of three major procedures: 

1) Defect characterization through micro-CT scanning, followed by identification of the 

critical defect, whose size is then correlated to the estimated nominal tensile strength 

through a Stress Intensity Factor (SIF) formulation; 

2) Design of a new experimental method, referred to as the ultrasonic tensile test, used to 

estimate a value for the quasi-static tensile strength of brittle materials, as well as other 

uniaxial mechanical properties; 

3) Application of the experimental data collected through the UST to a numerical Finite 

Element (FE) model to estimate the above-mentioned properties through an 

optimization procedure. 

The defect characterization, as stated in point 1, comprises the identification of the internal 

flaw population on the interest zone of each studied specimen, which is scanned through micro-

CT before the destructive mechanical test takes place. Moreover, given the tendency of brittle 

materials to undergo catastrophic failure, preventing the origin of fracture propagation to be 

pinpointed, the most reliable method to select the critical defect within the flaw population was 

to reconduct the CT scans on the specimen broken pieces after the destructive test mentioned 

in point 2. This should allow the formed fracture surfaces to be placed over the original scan, 

highlighting the flaws initially present in the fracture zone, amongst which the largest one is 

selected as the critical defect. 

Although the above-described procedure does not necessarily identify the defect where fracture 

originated, it was designated as a reliable and repeatable strategy to quantify the critical defect 

of each specimen. The critical defect size can then be correlated with the nominal tensile 

strength through a SIF formulation based on the fitting of empirical data, and on Murakami’s 

definition of fracture toughness for the 3D problem of a crack with arbitrary shape in an infinite 

body [57]. The general principle of x-ray micro-CT is explained in Section 2.1, while Chapter 
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3 is dedicated to detailing the instruments (hardware and software), the experimental method, 

and data analysis procedure concerning defect characterization, as well as the selected approach 

for SIF formulation. 

The second point consists of the configuration and validation of the UST test, used to provide 

the measurements necessary for the identification of the material uniaxial mechanical 

properties, e.g., fracture strength and elastic modulus. The UST test is conducted on ultrasonic 

testing machines, commonly used in uniaxial VHCF tests, with one end of the specimen 

attached to the machine through butt-joint adhesive and one end remaining free, while a 

constant frequency vibration causes the specimen to enter longitudinal resonance, potentially 

generating the strain required for failure. Under these conditions, both the presence of 

mechanical grips on the specimen and the need for machine alignment are eliminated. 

Furthermore, the material is submitted only to uniaxial load, directly providing the value for 

the tensile strength, eliminating the need of estimating it from a multiaxial stress state. Finally, 

since the resonance condition is responsible for generating the stress field within the material, 

the specimens can potentially be designed with considerably larger risk-volumes than those of 

the test methods mentioned in Section 1.1 [58]. 

Although a number of brittle material components are submitted to cyclic loads during their 

life, such as biomedical implants (above 107 cycles for hip implants [59], and around 105 for 

dental implants [60]), and automotive components (around 106 cycles for brake discs [61]), 

they are usually employed under compressive cyclic loads, or as external layers of protection, 

such as coatings and ballistic armor, that encapsulate a ductile material with high resistance to 

fatigue. Hence, the development of the UST has as its main objective the estimation of a 

material strength value that would be measured in a quasi-static tensile test, despite using an 

ultrasonic testing device primarily designed for fatigue tests. This should be accomplished by 

aiming for material failure in a very low number of cycles, e.g., around 100 𝑐𝑦𝑐𝑙𝑒𝑠, only 

necessary for achieving the resonance condition and the required stress, eliminating, or 

minimizing, the occurrence fatigue damage. The general principle of the UST test is explained 

in Section 2.2, while Chapter 4 is dedicated to the experimental design of the method adopted 

in this thesis, including software, hardware, specimens, data acquisition and analysis. 

During the UST test, longitudinal displacements on the specimen are acquired to then be used 

on point 3, i.e., the FE model of the test. By applying the known machine output as boundary 

conditions, imposing the empirical displacements as objective, and selecting a proper 

numerical model for the material according to the behavior observed on the experimental 
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curves, the material properties can be estimated through an optimization procedure. The goal 

of the third point is not only to provide an estimate for the properties, but also for the stress 

distribution on the moment of failure, more specifically the maximum stress globally achieved 

on the specimen and the largest local nominal stress generated on the position of the critical 

defect. Chapter 5 is dedicated to explaining the FE modeling approach adopted in this thesis, 

including element type, boundary condition, and optimization variables. 

Thus, the three combined procedures should provide experimental information to determine a 

numerical material model, uniaxial mechanical properties, an estimate for the quasi-static 

tensile strength, internal defects characterization, the identification of the critical defect, and a 

SIF formulation. The successful completion of these goals means the validation of the 

described procedures, particularly the novel UST test, potentially providing the brittle materials 

field with results that could be applied to improve the efficiency and reliability of components 

design. 
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Chapter 2 

 

2.  Proposed Experimental Methods 
In this chapter, the theoretical basis for the two experimental procedures, i.e., the defect 

analysis through x-ray 3D digital imaging and the theoretical concept of UST test will be 

detailed. 

 

2.1. X-Ray Micro-Computed Tomography 

In the recent decades, the rapid advances in x-ray tomography for medical diagnostics have 

allowed its expansion into the materials research field, in part thanks to its concurrency with 

the growth in additive manufacturing, responsible for the development and production of 

materials with an increase in flaws, both in number and size [1]. Nevertheless, since the 

advantages of these processes, mainly related to geometrical flexibility and low production 

cost, often outweigh the resulting materials mechanical disadvantages, they have become 

widely used over the recent years, and so has the use of micro-CT for non-destructive internal 

inspection of these materials. These analyses provide not only information on the component 

reliability but are also used as basis for process improvements and the final product quality 

control [2]. 
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Micro-CT machines used in the materials research field are usually of the cone-beam type, 

comprised by an x-ray source (also called x-ray tube), a flat detector panel and a stage that 

holds the object to be scanned, as shown in a top view schematic in Fig. 2.1. It is important to 

underline in Fig. 2.1 that the coordinate system, with the z-axis coinciding with the vertical 

direction, will be the same adopted in all instances of this work, corresponding to its global 

coordinate system. 

The stage and the detector can usually translate in the three axis directions, while the source 

always remains fixed. The x-rays are generated inside the tube as ionizing radiation, by passing 

a high voltage current through a tungsten filament, taking the form of a cone after exiting the 

source. 

 

Figure 2.1 Schematic representation of the cone-beam micro-CT scanner. 

During the scan, the stage rotates around its vertical axis, z as in Fig. 2.1, stopping in constant 

angle steps so that the object projections can be acquired. The projections consist of the capture, 

by the detector, of the remaining x-ray beam intensity that was not absorbed while passing 

through the scanned object. Once either a stage full rotation (360°) or a half-rotation (180°), 

depending on the micro-CT scanner configuration, is completed, the projections can be used to 

digitally reconstruct the scanned object. 

The beam conic disposition allows the object magnification up to a micrometrical scale, 

following the equation for the resolution: 

𝑟𝐶𝑇 = 𝑝𝑝 ∙
𝑆𝑂𝐷

𝑆𝐷𝐷
, (2.1) 

SOD 
SDD 

X-ray source 
Object 

Detector 

x 

y 
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being 𝑆𝑂𝐷 and 𝑆𝐷𝐷, respectively the source-object distance and the source-detector distance, 

as described by Fig. 2.1, and 𝑝𝑝 the pixel pitch, i.e., the physical length of the side of detector 

pixels. 

The power passing through the tungsten filament can be set according to the object being 

scanned. Elements with larger atomic numbers absorb more beam intensity, and so does 

increasing their quantity, meaning that objects with larger sizes or higher densities require a 

higher power setting, otherwise the scanned object could almost completely absorb the beam, 

not letting any intensity be captured by the detector. In the opposite extreme, smaller objects 

or with lower densities should be scanned with a lower power setting, since their low beam 

absorption capabilities would let nearly 100% of its original intensity hit the detector. In both 

cases, the resulting projections would not possess enough contrast within the object, with the 

former situation being demonstrated in Fig. 2.2a, and the latter in Fig. 2.2b, while Fig. 2.2c 

shows the adequate power setup to scan this object. While in Fig. 2.2a and Fig. 2.2b, the main 

crack inside the object is visible even with inadequate contrast, the smaller material 

imperfections can be best identified in Fig. 2.2c. 

 

Figure 2.2 Illustration of filament power level effect on the obtained results, with (a) too low, 
(b) too high, and (c) an adequate level for this object. 

Another setup parameter that must be selected accordingly is the filter, which consists of sheets 

of different thicknesses and materials – most commonly aluminum, copper, tin, and 

molybdenum –, that should be placed at the tube exit to filter the beam, removing rays below 

a certain energy level to reduce a phenomenon called beam hardening. This phenomenon is 

accentuated when objects of higher x-ray attenuation capacity are scanned, and results in the 

false impression of zones with higher density than their surroundings in the scan that do not 

exist in the real object. The absorption capacity of the filter should increase in correspondence 

to the increase in the absorption capacity of the object. 

a) b) c) 

2500 μm 2500 μm 2500 μm 
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Furthermore, it is highly recommended that the object be fully comprised inside the detector 

width (in the y-direction from Fig. 2.1) in all projections, i.e., during the whole rotation required 

by the scan. This is because the x-ray absorption by the parts that are present in some 

projections but absent in others will cause errors in the resulting reconstruction, such as adding 

the perception of inexistent flaws or lowering the representation accuracy of actual flaws. 

Meanwhile, the object does not need to fit completely inside the detector height (in the z-

direction), resulting in the parts vertically left out simply never being a part of any of the scan 

projections, hence, not affecting them. 

Once the tomography is completed, software for image reconstruction is employed to convert 

the 2D projections into the 3D digital image. The reconstruction process converts the 2D pixels 

from the projections into their 3D counterparts, called voxels. The digital object can be 

visualized in a 3D format or in 2D by moving through its slices – stacked layers of voxels – on 

either of the three cartesian planes, as represented in Fig. 2.3, which also shows the respective 

positions of the slices with respect to the object center, being 1250 𝜇𝑚 in the xy-plane, 200 𝜇𝑚 

in the yz-plane and −100 𝜇𝑚 in the xz-plane. 
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Figure 2.3 Representation of a digitally reconstructed micro-CT scanned volume, showing 
the slices in the three planes and the 3D representation. 

Each voxel is also associated with a value in the grayscale, according to the beam intensity 

values captured by the detector during the projections acquisition. In the reconstruction shown 

as example in Fig. 2.3, the voxels with higher grayscale values are brighter and correspond to 

the object zones of higher absorption of beam intensity. By extension, voxels with lower 

grayscale values are darker and represent lower absorption regions. The algorithms for defect 

analysis use these values to identify material flaws, which are usually referred to either as 

porosities – the darker spots, representing a lack of material – or as inclusions – the brighter 

spots, potentially containing a higher density constituent. 

 

2.2. Ultrasonic Tensile Testing 

VHCF tests were developed to test materials used in structural components requiring very large 

fatigue lives (up to 1010 𝑐𝑦𝑐𝑙𝑒𝑠) [3]. Such experiments commonly use resonance testing 
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machines having a loading frequency of at least 20 𝑘𝐻𝑧 (ultrasound), allowing a considerable 

reduction of testing time. Although this method was initially applied to uniaxial fatigue tests 

(tension-compression), over the last decade, new configurations for fatigue tests using the 

ultrasonic machine have seen a rapid increase, including bending, torsion, multiaxial tension-

compression and torsion, and in-plane biaxial stress [4]. 

This flexibility of the ultrasonic equipment has allowed the development of the UST test 

method proposed and validated in this thesis. By using the same device configuration as the 

one applied to tension-compression (uniaxial) VHCF, the UST test aims to fracture brittle 

materials specimens through the stress generated by the longitudinal resonance state, reaching 

the material ultimate stress in very few cycles – the minimum number allowable by the 

equipment – avoiding fatigue damage. With negligible influence of cyclic loading, the 

calculated uniaxial strength should be a close estimate to values attainable in quasi-static 

uniaxial tests for the same risk-volume. 

Additionally, this configuration of the ultrasonic device applies a theoretical mean load equal 

to zero on the specimen, meaning that the magnitudes of the tension and compression loads 

have equal values for the same machine output. With brittle materials being known for their 

considerably lower resistance in tension than in compression, the material is expected to reach 

its tensile limit much sooner than its compression limit, systematically causing failure of all 

tested specimens while under tensile load. Under these assumptions, i.e., all specimens 

breaking under tensile load, and with that load corresponding to a good estimate of a quasi-

static tensile strength value, it is reasonable to refer to this experimental method as the 

ultrasonic tensile test. 

In the UST test configuration, an amplifying horn is attached to the machine with a screw, and 

the specimen is then attached to the horn with an adhesive, as shown in Fig. 2.4. The machine 

then makes the horn-specimen system vibrate longitudinally (z-direction), putting it under a 

resonance state, at an ultrasonic frequency, with a predetermined amplitude of vibration at the 

machine-horn interface. 

The horn’s purpose is to work as an amplifier, multiplying the imposed amplitude by a constant 

factor depending on its own geometric characteristics, resulting in the amplitude of vibration 

that is transmitted to the specimen at the horn-specimen interface. Meanwhile, the specimen is 

symmetric, potentially having one of the following geometries: constant section (like a bar or 

a rod), dog-bone, or hourglass. The latter is represented in Fig. 2.4 together with the horn. 
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Figure 2.4 Horn-specimen system configuration of the UST test method. 

Once in resonance, the system displacement amplitudes can be expressed by Eq. 2.2, according 

to [3]: 

{
 
 
 
 
 

 
 
 
 
 
𝑢1(𝑧1) = 𝐴1𝑐𝑜𝑠(𝑘𝑠𝑧1) + 𝐵1𝑠𝑖𝑛(𝑘𝑠𝑧1),                                          0 ≤ 𝑧1 ≤ 𝐿1

𝑢2(𝑧2) =
𝐴2𝑐𝑜𝑠(𝑧2√𝑘𝑠2 − 𝛼𝑠2) + 𝐵2𝑠𝑖𝑛(𝑧2√𝑘𝑠2 − 𝛼𝑠2)

𝑐𝑜𝑠ℎ [𝛼𝑠 (𝑧2 −
𝐿2
2 )]

,         0 ≤ 𝑧2 ≤ 𝐿2

𝑢3(𝑧3) = 𝐴3𝑐𝑜𝑠(𝑘𝑠𝑧3) + 𝐵3𝑠𝑖𝑛(𝑘𝑠𝑧3),                                         0 ≤ 𝑧3 ≤ 𝐿3
𝑢4(𝑧4) = 𝐴4𝑐𝑜𝑠(𝑘ℎ𝑧4) + 𝐵4𝑠𝑖𝑛(𝑘ℎ𝑧4),                                        0 ≤ 𝑧4 ≤ 𝐿4

𝑢5(𝑧5) =
𝐴5𝑐𝑜𝑠 (𝑧5√𝑘ℎ

2 − 𝛼ℎ
2) + 𝐵5𝑠𝑖𝑛 (𝑧5√𝑘ℎ

2 − 𝛼ℎ
2)

𝑐𝑜𝑠ℎ[𝛼ℎ𝑧5]
,        0 ≤ 𝑧5 ≤ 𝐿5

𝑢6(𝑧6) = 𝐴6𝑐𝑜𝑠(𝑘ℎ𝑧6) + 𝐵6𝑠𝑖𝑛(𝑘ℎ𝑧6),                                         0 ≤ 𝑧6 ≤ 𝐿6

 (2.2) 

where 𝑢𝑖  (𝑖 = 1,… ,6) represents the displacement amplitudes in the i-th part of the horn-

specimen system, while 𝑘𝑠 = 2 ∙ 𝜋 ∙ 𝑓𝑛,𝑠 √𝐸𝑠 𝜌𝑠⁄⁄  (being 𝑓𝑛,𝑠 the specimen resonance 

frequency, 𝜌𝑠 the specimen density and 𝐸𝑠 the specimen elastic modulus), 𝑘ℎ =

2 ∙ 𝜋 ∙ 𝑓𝑛,ℎ √𝐸ℎ 𝜌ℎ⁄⁄  (being 𝑓𝑛,ℎ the horn resonance frequency, 𝜌ℎ the horn density and 𝐸ℎ the 

horn elastic modulus), 𝛼𝑠 = 2 ∙ 𝑎𝑐𝑜𝑠ℎ(𝐷1 𝐷2⁄ ) 𝐿2⁄  and 𝛼ℎ = 𝑎𝑐𝑜𝑠ℎ(𝐷3 𝐷1⁄ ) 𝐿5⁄ . The terms 

𝐴𝑖 and 𝐵𝑖 are complex coefficients, which can be determined by the imposition of adequate 

boundary conditions. 

Starting with the specimen free surface at 𝑧 = 0, where the real term of the displacement 

amplitude is equal to 𝑈𝑓, i.e., the amplitude at the free extremity of the specimen, while its 

imaginary term and both the real and imaginary terms of the strain amplitude are equal to zero, 

resulting in the following coefficients: 

[
𝐴1
𝐵1
] = [

𝑈𝑓
0
] (2.3) 
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The remaining coefficients are obtained by imposing the continuity of displacement and strain 

amplitudes between each pair of adjacent parts in the horn-specimen system (Fig. 2.4), with 

𝜀𝑖 (𝑖 = 1,… ,6) being the strain amplitude in the i-th part of the system and 𝑗 = 1,… ,5: 

{
 
 

 
 
𝑅𝑒[𝑢𝑗(𝑧𝑗 = 𝐿𝑗)] = 𝑅𝑒[𝑢𝑗+1(𝑧𝑗+1 = 0)]

𝐼𝑚[𝑢𝑗(𝑧𝑗 = 𝐿𝑗)] = 𝐼𝑚[𝑢𝑗+1(𝑧𝑗+1 = 0)]

𝑅𝑒[𝜀𝑗(𝑧𝑗 = 𝐿𝑗)] = 𝑅𝑒[𝜀𝑗+1(𝑧𝑗+1 = 0)]

𝐼𝑚[𝜀𝑗(𝑧𝑗 = 𝐿𝑗)] = 𝐼𝑚[𝜀𝑗+1(𝑧𝑗+1 = 0)]

 (2.4) 

Both the specimen and the horn are designed so that, when the machine applies a harmonic 

longitudinal displacement at the base of the horn with the natural frequency of the horn-

specimen system, a longitudinal resonance condition is generated. Under a regime resonance 

condition, i.e., with a constant amplitude harmonic displacement being applied, Eq. 2.2 results 

in the longitudinal amplitudes of displacement and strain according to Fig. 2.5. This 

distribution of amplitudes happens when both the horn and the specimen individually have the 

exact same first mode of longitudinal natural frequency as the excitation frequency of the 

ultrasonic device, as well as purely linear-elastic behavior, being the ideal resonance condition. 

 

Figure 2.5 Behavior of the longitudinal displacement and strain amplitude curves along the 
horn-specimen system. 

The graphics in Fig. 2.5 show that there are two displacement nodes, i.e., the cross-sections 

that do not move under resonance condition, and have displacement amplitude equal to zero, 

being one on the horn and one at the center of the specimen. Although amplitudes are often 

represented as absolute values, those plotted in Fig. 2.5 show changes in signal to indicate 

phase inversion. When the displacement amplitude changes signal, from positive to negative, 

or vice-versa, the phase of the harmonic movement is inverted, with the displacements of the 

cross-sections on one side of the node being in counterphase with those on the other side. 
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Moreover, even though it is unusual to use the term “strain nodes” to refer to the cross-sections 

with strain amplitudes equal to zero, the meaning of the signal change in the strain amplitude 

curve is analogous to that of the displacement. In the case of the specimen, due to its symmetric 

geometry, the displacement node also corresponds to its cross-section being submitted to 

maximum strain amplitude. 

The above-mentioned characteristics of the curves in Fig. 2.5 infer that they are not only 

representative of the amplitudes of the harmonic displacements and strains on each cross-

section of the horn-specimen system, but also depict the instantaneous displacement and strain 

distribution for the time 𝑡𝑘 when 𝑢(𝑡 = 𝑡𝑘, 𝑧 = 0) = 𝑢𝑧,𝑓(𝑡 = 𝑡𝑘) = 𝑈𝑓. In this instant, the 

entire specimen is under compression, while the horn is entirely under tension, with the phase 

inversion of the load happening at the horn-specimen interface. Since the specimen is 

symmetric, the presented analytical formulation for the resonance state also implies that 

𝑢𝑧,𝑎(𝑡) = −𝑢𝑧,𝑏(𝑡), being 𝑎 and 𝑏 two cross-sections of the specimen symmetrically placed 

with respect to its central cross-section, for instance, 𝑢𝑧,𝑓(𝑡) = −𝑢𝑧,𝑖𝑛𝑡(𝑡), being 𝑢𝑧,𝑓(𝑡) the 

displacement over time at the free extremity of the specimen, and 𝑢𝑧,𝑖𝑛𝑡(𝑡) the one at the horn-

specimen interface. 

In the ideal resonance state, i.e., in regime condition, the cross-section located on the interface 

has constant strain equal to zero. In reality, the specimen and the horn often have slightly 

different longitudinal natural frequencies from each other, which, in turn, are slightly different 

from the natural frequency of the vibrating parts of the ultrasonic testing device. However, the 

ultrasonic device still has an operating range of frequencies, and the horn and specimen need 

to respect this constraint to generate the resonance condition, which would end up with a similar 

distribution as the curves in Fig. 2.5 considering linear-elastic materials, but with a slight 

modification on the location of the displacement node, which is further detailed in Chapter 7. 

Therefore, although a small strain level on the horn-specimen interface is expected due to the 

above-mentioned differences in natural frequencies, as well as the ramp that happens between 

rest condition and regime state when the machine starts, the strain values on the interface are 

still expected to be small enough to allow the specimen to be glued to the horn with an adhesive. 

A common adhesive is usually able to withstand the entirety of the test, while also avoiding 

the introduction of cracks and local stress like the mechanical fixtures in the traditional tensile 

tests for ceramics [5]. Furthermore, since one of the specimen extremities remains free, its 

alignment would not be a concern, so long as it is fixed sufficiently concentrically to the horn. 
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Moreover, assuming the system respects the design requirements by having its longitudinal 

resonance frequency comprised within the machine own operating frequency range, then the 

main restraints for which materials and specimen geometries can be successfully submitted to 

this method are related to the machine displacement amplitude range. Since the resonance state 

directly generates the strains on the specimen, independently of its mechanical resistance, this 

method potentially allows the investigation of materials with high strength, many of which are 

known for withstanding very small strains. 
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Chapter 3 

 

3.  Defect Characterization 
In this chapter, the equipment used for the specimen defect characterization is detailed, 

comprising the micro-CT scanner and the software for reconstruction, visualization, and 

analysis of tomography data, as well as the methods used in the selection of test parameters 

and algorithms for analysis of experimental data. 

 

3.1. Micro-CT Scanner 

The machine used in this experiment is custom-made with cone x-ray beam and flat detector 

panel. The device was designed and built by Fraunhofer Institute IKTS, and its interior is shown 

in Fig. 3.1, also indicating its main components, as well as identifying 𝑆𝑂𝐷 and 𝑆𝐷𝐷. 
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Figure 3.1 Micro-CT scanner used in the experiments. 

This machine allows a maximum value of 𝑆𝐷𝐷 of 1900 𝑚𝑚, and a minimum value of 𝑆𝑂𝐷 of 

25 𝑚𝑚, requiring a minimum difference between 𝑆𝐷𝐷 and 𝑆𝑂𝐷 of 400 𝑚𝑚, to avoid collision 

between detector and stage. The detector has a pixel pitch 𝑝𝑝 = 200 𝜇𝑚, being comprised of 

2048 ×  2048 𝑝𝑖𝑥𝑒𝑙𝑠. The stage does a full 360° counterclockwise rotation around z-axis 

during the scan, stopping at constant steps for the projections acquisition. 

A full scan in this machine can contain from 400 to 6400 projections. The minimum 

recommended number of projections for an object that occupies the entire width of the detector 

(in the y-direction as per Fig. 3.1) is 1600, so as to avoid quality loss and reconstruction errors 

due to low sampling of projections. The minimum sampling 𝑛𝑝𝑟𝑜𝑗,𝑚𝑖𝑛 can be calculated as in 

Eq. 3.1, valid for a cone beam CT with 360° of scanning rotation. 

𝑛𝑝𝑟𝑜𝑗,𝑚𝑖𝑛 =
𝜋

4
∙
𝑤𝑜𝑏𝑗

𝑟𝐶𝑇
 (3.1) 

where 𝑟𝐶𝑇 is the scan resolution as explained in Section 2.1, and 𝑤𝑜𝑏𝑗 is the object width, 

corresponding to the diameter occupied during a complete scan, as represented in Fig. 3.2, with 

𝑤𝑑𝑒𝑡 showing the physical width captured by the detector, corresponding to the space around 

the object that is acquired in the projections during that scan. For this machine, 𝑤𝑑𝑒𝑡 𝑟𝐶𝑇⁄ =

2048 𝑝𝑖𝑥𝑒𝑙𝑠. 

SOD 
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Figure 3.2 Schematic representation of the top view of the CT scanner, indicating the 
physical diameter occupied by the object (in blue) during a scan and the diameter captured 

by the detector. 

As per Fig. 3.2, the better the object is placed concentrically to the stage axis of ration, the 

smaller 𝑤𝑜𝑏𝑗 will be, reducing the minimum required number of projections. Moreover, the 

ideal sampling for micro-CT scans intended for defect analysis should be twice the calculated 

minimum, which corresponds to the maximum achievable image quality. Any values above 

that would not necessarily improve the accuracy of the results, while requiring proportionally 

more time to complete the scan and the 3D image reconstruction. 

The x-rays are produced through ionizing radiation, generated by a current passing through a 

tungsten filament. The voltage and the current can be altered according to the required power 

to properly scan the desired material and geometry. The x-ray tube is provided by X-Ray Worx, 

model XWT-300-THE Plus, whose technical data can be found in Table 3.1: 

Table 3.1 Technical data of the x-ray source. 

Maximum voltage [𝑘𝑉] 300 

Minimum voltage [𝑘𝑉] 50 

Maximum current [𝜇𝐴] 1000 

Minimum current [𝜇𝐴] 50 

X-ray source 

Detector 

x 

y 

𝑤𝑜𝑏𝑗 𝑤𝑑𝑒𝑡 
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Maximum power, target [𝑊] 50 

JIMA resolution [𝜇𝑚] 3.0 

Tube type Transmission 

Target type High energy 

Target material Tungsten 

 

Table 3.1 shows the ranges for the voltage and current that can be set for the scan, while the 

theoretical resulting power should be the multiplication of those values. The target power, 

however, is the measured power actually leaving the tube, after accounting for losses. 

Meanwhile, the JIMA (Japan Inspection Instruments Manufacturer’s Association) resolution is 

the maximum achievable resolution by the tube. 

 

3.2. 3D Digital Image Reconstruction and Analysis 

Once the projections have all been acquired, the software VGSTUDIO MAX 3.5 is used for 

digital image reconstruction and defect analysis. Since the software controlling the micro-CT 

scanner does not provide any preprocessing of the acquired projections, they are imported into 

VGSTUDIO CT-reconstruction module in their original form. The raw projections have their 

grayscale values reversed with respect to the reconstructed image, meaning that the projection 

background is bright while darker regions signify larger material thicknesses and/or densities. 

The raw projections are preprocessed and then the reconstruction is calculated using 

Feldkamp’s algorithm [1] for cone-beam CT scanners, resulting in the grayscale as explained 

in Section 2.1, with dark background and brighter pixels in correspondence to the most x-ray 

attenuating regions in the object. The reconstruction module only requires the projections 

themselves and information on the scanning setup – such as the scanner type, 𝑆𝑂𝐷 and 𝑆𝐷𝐷 – 

to generate the 3D digital image. The user can, however, configure several filter options, such 

as prioritizing algorithm quality over performance; specifying the type of high-pass filter 

focusing either on image sharpness or noise reduction; smoothing for reducing general noise; 

corrections for beam hardening, bad pixels, and artifacts. 

The reconstructions conducted for the specimens tested in this work were all generated with 

the options prioritizing quality and sharpness, while avoiding all filters for noise reduction and 
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other corrections, unless retained necessary. Since corrections and filtering of already acquired 

experimental data can potentially cause the loss of some information, by taking advantage of 

the non-destructive nature of the micro-CT, the scans can be redone adjusting the machine 

parameters and recalibrating it if necessary to improve the quality of the projections, i.e., to 

improve the accuracy of the raw experimental data, rather than trying to filter it through post-

processing. 

Fig. 3.3 shows the parameters defining the reconstruction algorithm and the information it 

requires, containing the options selected for all the scans presented in this work, with exception 

of the two distances – source-object (𝑆𝑂𝐷) and source-detector (𝑆𝐷𝐷) – that are compiled 

accordingly for each specimen. The projection handling should be chosen as logarithmization 

and filtered reconstruction (back projection), required by the use of raw projections from the 

scanner, and the FBP (filtered back projection) mode is ramp, which prioritizes sharpness rather 

than noise reduction. 

 

Figure 3.3 CT reconstruction module main required parameters. 

Once the image is reconstructed, the object should be properly oriented according to the 

software cartesian axes, referred to as object registration by the software. In this case, the 

longitudinal axis of all specimens is made to coincide with VGSTUDIO z-axis, to keep the 

consistency with the adopted global coordinate system. Afterwards, the object surface is 

determined through the function surface determination, which serves the purpose of defining 
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the boundary between object and background, used later to establish the region of interest 

(ROI) to be analyzed for defects. 

Finally, the porosity/inclusion analysis module is used to search for internal imperfections, 

treated as either voids or inclusions, and to calculate analysis results providing information on 

the individual defects and on overall statistical data. The generated report, in the form of a 

datasheet, will contain information such as size (volume, surface area, projected area on each 

of the three planes of the defined coordinate system, maximum diameter, equivalent diameter, 

and projected length on each cartesian axis), position, and its composing voxels statistics 

(minimum, maximum, mean gray values and their deviation). 

This module algorithm works by checking whether each voxel is part of a defect, creating 

groups of connected voxels (or clusters). Each of these groups is then evaluated to verify if 

they meet the analysis criteria specified by the user. Specifically, the algorithm VGDefX is 

applied in this work due to its capacity of accurately evaluating the presence of imperfections 

situated within noisy regions or connected to the surrounding air (in proximity to the 

determined surface). Moreover, this algorithm allows the specification of several additional 

probability criteria used in the defects detection. 

The analysis mode can be set as either void – to search for clusters of voxels with lower grey 

values – or inclusion – to search for those with higher grey values. The material definition 

options define the ROI and the gray values maximum threshold, in case of void mode, that 

should be included in the analysis, so as to exclude the voxels that have too high gray values 

to be voids, reducing calculation time. 

The analysis parameters define how the algorithm will decide if each cluster of voxels is a 

material imperfection. The noise reduction option inside the defect analysis module does not 

alter the raw data but affects how each cluster seed point is chosen. For all the analyses 

conducted in this work, the option median filtering is selected, which means that the grey value 

of each voxel is replaced with the median of the neighboring values, to avoid picking voxels 

that differ too much from the median as seed points, which should help avoid the influence of 

pixel errors in the defects detection. 

The probability criterion specifies the method according to which the defects will be grown 

from their seed points, and a positive probability value, indicating the certainty of that cluster 

of voxels being an actual defect, will be calculated. In this work, the custom criterion is 
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adopted, since it enables the application of probability factors, which give different weights to 

a list of aspects and can be adapted to improve the results accuracy for each specific scan. 

Meanwhile, the options defining analysis area and surface sealing decide on whether and how 

to consider the defects found in the vicinity of the material boundary. In the case of the 

specimens in this work, these options are chosen to consider even the imperfections connected 

to the surrounding air or cut by the ROI boundary, while avoiding the inaccurate detection of 

“defects” along the surface that are caused by partial voxel effect. 

On the other hand, the options related to ignoring defects caused by CT artifacts are only able 

to change the probability values associated with each defect and not its shape or size like the 

previously explained parameters. In this case, it is highly recommended to activate the check 

neighborhood option, which will make the algorithm verify the similarity between the defect 

pattern with the vicinity, lowering the probability values for the imperfections that resemble 

the material. Finally, the filter result options do not affect the algorithm, they just serve the 

purpose of eliminating defects that have low probability and/or small size from the final report. 

Once the calculation is finished, the module automatically generates the report datasheet and 

color-codes the defects according to the user desired configuration. For the analyzed 

specimens, the results of interest should be the defects positions, as calculated for their 

respective geometrical center, and the projected area on the xy-plane, corresponding to the 

specimens cross-section, as defined by Murakami [2] for a 3D crack of arbitrary shape. 

 

3.3. Critical Defect Identification and Analysis 

After the population of defects in the specimen interest volume is characterized, the UST test, 

of destructive nature, is conducted. As also pointed out in Section 1.2, the fracture surface of 

brittle materials is expected to show no evidence of which defect originated failure. Therefore, 

a different method to define the specimen critical defect was devised, requiring the rescan of 

the broken specimen after the ultrasonic test, specifically of its fracture surfaces and their 

vicinity. 

These scans are then reconstructed and overlapped with the scan collected before the ultrasonic 

test, referred to as the original scan, allowing the identification of the defects present in the 

fracture zone, both those that were split by the fracture surface, and those contained in eventual 

missing fragments from the surface. Among these defects, the one with the largest projected 
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area on the xy-plane, will be selected as the critical defect, used to define 𝐴𝑐. This procedure 

is illustrated by Fig. 3.4, showing the defect analysis on the original specimen 3D image, while 

indicating the identified critical defect, in this case an inclusion, on a 2D slice of the fracture 

surfaces. 

 

Figure 3.4 Alumina specimen illustrating the identified defects population and highlighting 
the critical defect on its fracture surface. 

Once both quantities, i.e., the critical defect size and the specimen nominal tensile strength, are 

identified, a method to correlate them should be defined. In the literature, among the first 

formulations to depict the relation between flaw size and strength, there are Griffith’s fracture 

energy, and Irwin’s strain energy release rate, used to define the relation between crack size 

and fracture strength, culminating in the concept of stress intensity factor (SIF), or 𝐾 [3]. In 

the study of brittle materials, formulations for SIFs predominantly refer to Irwin’s mode I 

loading [4], called 𝐾𝐼, and follow the definition as in Eq. 3.2: 

𝐾𝐼 = Y𝜎√𝑎, (3.2) 

with 𝜎 being the stress in the crack opening direction, 𝑎 being a length value defining the crack 

size, and Y being a geometrical factor representing either a constant or a geometry function. 

2000 μm 
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For instance, Murakami [2] defines the critical SIF as 𝐾𝐼𝑐, also called fracture toughness, for 

the 3D problem of a crack with arbitrary shape in an infinite body as: 

𝐾𝐼𝑐 = 0.5 ∙ 𝜎𝑓√𝜋√𝐴𝑐, (3.3) 

being 𝐴𝑐 the area of the critical defect projected on the cross section, perpendicular to the crack 

opening direction and the normal fracture stress 𝜎𝑓. The main advantage of Eq. 3.3 is its 

applicability to randomly shaped material flaws through its definition for the defect size as 𝑎 =

√𝐴. 

Furthermore, the geometrical factor Y introduces a flexibility to the calculation of 𝐾𝐼𝑐, in the 

sense that the same Y formulation could, within the same material, take into consideration the 

behavior of flaws with different shapes and sizes. Since Y can be empirically determined 

through the fitting of experimental data, 𝐾𝐼𝑐, in this case, is also applicable in the design of 

components, provided that the design values of the latter are kept consistent with the former 

respective empirical formulation. 

Following these definitions, 𝐴𝑐 is then used to calculate the stress intensity factors 𝐾𝐼,𝑑 at 

failure for each tested specimen, defined according to Eq. 3.4: 

𝐾𝐼,𝑑 = C ∙ Y ∙ 𝜎𝑓√√𝐴𝑐 (3.4) 

with Y calculated empirically through the data fitting of the experimental results for the entire 

set of specimens, as in Eq. 3.5: 

1

𝑌
= ℎ (

√𝐴𝑐
∅
) = 𝜎𝑓√√𝐴𝑐 (3.5) 

being ℎ (√𝐴𝑐
∅
) a function of the critical defect size √𝐴𝑐, and the specimen cross-section size ∅, 

corresponding to the diameter in circular cross-sections. Finally, the constant C is calculated as 

the mean of 𝐶𝑖, i.e., the stress intensity factor obtained according to Murakami’s definition [2], 

being 𝑖 the specimen number: 

𝐶𝑖 = 0.5 ∙ 𝜎𝑓,𝑖√𝜋√𝐴𝑐,𝑖 (3.6) 
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However, since Eq. 3.4 is only applicable to situations where the material body is infinite 

compared to the critical defect size, i.e., ∅ ≫ √𝐴𝑐, the only specimens from the set whose 𝐶𝑖 

values are considered in the calculation of the mean are those that respect this condition. 

With the empirical definition of C and 𝑌, achieved through the analysis of the critical defects 

on each specimen as described, the formulation for 𝐾𝐼,𝑑 can also be used to calculate and 

analyze the stress intensity factors of the whole population of defects identified through the 

CT-scans, only substituting √𝐴𝑐 with the respective defect size √𝐴, and 𝜎𝑓 with the nominal 

tensile stress 𝜎 at fracture on its position. 

Since the accuracy of defect detection from micro-CT data can be influenced by several factors, 

e.g., the scanning parameters, the object geometry, the material, and the resolution, other 

studies in the literature compare results for porosity detection using microscopy, the 

Archimedes method, and micro-CT scanning [5-7]. According to these studies, it is reasonable 

to assume that internal defects from micro-CT data can be accurately identified if √𝐴 ≥ 4 ∙ 𝑟𝐶𝑇, 

with 𝑟𝐶𝑇 being the scanning resolution as defined by Eq. 2.1 in Section 2.1. However, 

considering the scanning resolution, the relative error on the measurement of smaller defects 

is expected to be considerably larger. 

Furthermore, experimental results in [5] indicate that micro-CT porosity analysis data can 

produce slightly different results for the same material sample but with different geometries, 

since the particularities of the scanned geometry will increase or decrease the effect of 

phenomena such as x-ray beam hardening and scattering. Although the present work does 

conduct scans a second time on the same material with a different geometry, i.e., after the 

specimen is broken by the UST test and new fracture surfaces are generated, the resulting 

differences are not expected to be enough to prevent a reliable overlap of the fracture surfaces 

over the original specimen to identify the critical defect. 
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Chapter 4 

 

4.  Ultrasonic Tensile Test 
In this chapter, the equipment, the testing configuration, and the data collection and analysis 

relative to the UST test are explained, including all the steps between the specimen design and 

the selection of test parameters, as well as the analysis of the raw experimental data. 

 

4.1. Ultrasonic Testing Equipment 

The ultrasonic testing machine is capable of operating with output frequencies 𝑓𝑜𝑢𝑡 between 

19.5 𝑘𝐻𝑧 and 20.5 𝑘𝐻𝑧, and it is composed by an ultrasonic generator, a piezoelectric 

transducer, and a booster, all provided by Branson Ultrasonics, as indicated in the schematics 

in Fig. 4.1a and presented in Fig. 4.1b through a picture. Fig. 4.1a also indicates the horn, to 

which the specimen is attached with adhesive, and the instruments used for data acquisition, 

the laser, the camera, and strain gauges placed on the horn, which will be further detailed in 

Section 4.1. 
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Figure 4.1 Ultrasonic testing equipment: (a) schematics indicating its main components, and 
(b) picture of the testing and measuring equipment. 

The ultrasonic generator (model DCX S 20:4.00) is a commercial system for plastics welding, 

which is often adopted as power supply for VHCF tests [1]. The piezoelectric transducer is 

connected to the generator and, according to the supplier manual, guarantees a conversion of 

at least 90% of the received electrical energy into mechanical energy. At 100% conversion rate, 

it could theoretically produce a stable displacement amplitude between 1 𝜇𝑚 and 11 𝜇𝑚. 

The booster is rigidly attached to the transducer and amplifies the vibration amplitude by 2.5 

times. The amplification is the ratio between the amplitude delivered to the horn and the one 

received from the transducer, meaning that, for this configuration, the maximum theoretical 

range of displacement amplitudes at the machine-horn interface is between 2.5 𝜇𝑚 and 

27.5 𝜇𝑚. 

The generator is set to linearly convert an external signal ranging from 1 𝑉 to 10 𝑉 into a 

percentage of its maximum operating power, respectively 10% and 100%. Taking into account 

Laser 
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the transducer conversion rate, and the device instabilities caused by operating on the range 

extremes, this translates, approximately, into a practical external signal to the generator ranging 

from 1.1 𝑉 to 10 𝑉, that can be linearly converted into a vibration amplitude between 1.1 𝜇𝑚 

and 10 𝜇𝑚 by the transducer. The minimum external signal to be given to the machine is 

calculated according to the tensile stress that should be achieved to fracture the specimen, 

depending on its material and geometry. 

Besides the vibration amplitude and frequency, the user is allowed to establish the ramp time, 

ranging from 1 𝑚𝑠 to 999 𝑚𝑠, i.e., the time the generator should take to go from the current 

vibration amplitude to the newly established one. Specifically, for the UST tests, it signifies 

the time needed for the machine to go from rest state to the set vibration amplitude, or the 

regime amplitude. Since, in this specific situation, ramp times below 10 𝑚𝑠 were observed to 

produce instabilities on the test, this value was adopted as the minimum stable ramp time, being 

applied to all the conducted tests. 

The device is also capable of identifying the horn-specimen system natural frequency through 

a functionality called horn signature, provided it is comprised in the range between 19.5 𝑘𝐻𝑧 

and 20.5 𝑘𝐻𝑧. Afterwards, the identified frequency can be used as the device output 𝑓𝑜𝑢𝑡. The 

vibrating components are suspended vertically to avoid flexural load due to the system weight, 

and they are clamped in correspondence of the booster nodal point (point of displacement 

amplitude equal to zero) using steel profiles as supporting structures, that can be seen in Fig. 

4.1b. 

 

4.2. Horn Design 

The horn is a component that should be rigidly attached to the booster, as indicated in Fig. 4.1, 

and can be designed according to the type of ultrasonic tests one wishes to conduct, taking 

different geometries according to the stress configuration (uniaxial, biaxial, multiaxial) that is 

required on the specimen [2-5]. It also provides an amplification of the displacement received 

at its interface with the machine, delivering a higher displacement to the specimen, and 

therefore a higher stress, which is a necessary feature when the machine amplitude range is not 

enough to reach the required stress on the specimen. 

From what was inferred in the previous sections, the horn and the specimens to be used in the 

UST test method must be designed in such a way that a few conditions are met. Firstly, the 

horn-specimen system must have its longitudinal natural frequency comprised in the range 
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determined by the ultrasonic machine – in this case 19.5 𝑘𝐻𝑧 and 20.5 𝑘𝐻𝑧 – otherwise the 

machine will not start. 

Furthermore, these two components, both individually and attached to each other, must have 

all the natural frequencies that are non-longitudinal sufficiently far from the machine range of 

frequencies to ensure that they do not enter a multiaxial state of resonance, which would 

consequently create a multiaxial stress state. Therefore, it was verified for all the mentioned 

components and system configurations that the only natural frequency comprised in the range 

between 18.5 𝑘𝐻𝑧 and 21.5 𝑘𝐻𝑧 is a longitudinal one. 

Since the horn is projected to be used in multiple sets of tests, with different materials and 

specimen geometries, it is designed to have 20 𝑘𝐻𝑧 as its longitudinal natural frequency by 

itself. This way, the machine is able to start with only the horn attached to it and no specimen, 

which is useful for calibration purposes. 

Finally, the maximum stress amplitude on the horn must be guaranteed to be under the material 

fatigue limit considering the maximum amplitude output of the machine. The material in 

question is the Ti-6Al-4V alloy, which has a fatigue limit of around 410 𝑀𝑃𝑎 [6]. Therefore, 

during design phase, it was established that the horn maximum attainable stress amplitude 

should be under 350 𝑀𝑃𝑎. 

For the design of both the horn and the specimen, the software Ansys Workbench, specifically 

the modules modal analysis and harmonic response, are used to verify that all the established 

requirements are properly respected. The former is used to verify all the frequency related 

constraints, while the latter is needed to ensure that the stress related constraints are followed. 

For the simulation, the necessary material properties are density, elastic modulus, and Poisson 

ratio for the Ti-6Al-4V alloy for the horn and the material that should be used on the specimen. 

When either the horn or the specimen is simulated alone, the respective component remains 

free on both extremities. When simulating the whole system, a “bonded” connection between 

the horn and specimen is considered, while leaving the remaining extremity of either 

component free. 

The horn design usually does not pose major limitations, the only critical point to be considered 

is the fatigue limit, since the Ti-6Al-4V alloy used can be easily machined within the required 

geometry and tolerance specifications. The simulation was thereafter executed using the 

material properties for Ti-6Al-4V as in Table 4.1. The properties were determined by analyzing 

horns that had been previously designed and produced for VHCF tests. The density was 
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determined by measuring the mass and dividing by the calculated volume according to the 

design, the Poisson ratio follows the value in the supplier datasheet, while the elastic modulus 

is estimated through a modal analysis in Ansys by attempting to reproduce the longitudinal 

natural frequency of each horn as measured by the ultrasonic testing machine, i.e., through the 

horn signature feature. 

Table 4.1 Material properties for Ti-6Al-4V required for the horn design. 

Density (kg/m³) 4485 

Elastic modulus (GPa) 110 

Poisson ratio 0.34 

 

Fig. 4.2 shows the stress amplitudes of two horn designs considered in the experimental 

procedures conducted in this work. The stress distribution is calculated for when a harmonic 

displacement with amplitude 27.5 𝜇𝑚 at the machine-horn interface, corresponding to the 

testing device maximum theoretical output. The horn in Fig. 4.2a had been designed and 

produced prior to the research conducted in this thesis, being among the ones used for 

establishing the properties in Table 4.1. Its design is still presented in Fig. 4.2a, since it was 

used in several of the described experimental procedures. Its longitudinal natural frequency 

measured by the ultrasonic testing machine is 20160 𝐻𝑧. 

The response considered frequencies were 𝑓𝑛,ℎ = 20173 𝐻𝑧 and 𝑓𝑛,ℎ = 19982 𝐻𝑧 for the 

horns on Fig. 4.2a and Fig. 4.2b, respectively. Both horns are modeled as 3D solids, using 

tetrahedral elements with 10 nodes. The maximum normal stress amplitude in the longitudinal 

direction (z) should stay under the predetermined limit, being 303 𝑀𝑃𝑎 and 325 𝑀𝑃𝑎, for 

each of the respective components. Additionally, during the horn design procedure, it was 

verified that using smaller elements did not change the natural frequencies nor the presented 

stress maps. 
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Figure 4.2 Maximum stress amplitude achievable on (a) horn A and (b) horn B designs 
during resonance. 

The resulting amplification for each of the horns was also calculated considering the 

displacement amplitude at the horn-specimen interface divided by the imposed value at the 

machine-horn interface, resulting in 4.8 and 6.2 for Fig. 4.2a and Fig. 4.2b, respectively. The 

two designs are shown in the same order in Fig. 4.3a and Fig. 4.3b. Referring to the 

displacement amplitude applied to the specimen at the horn-specimen interface as the 

amplitude output 𝐴𝑜𝑢𝑡, and taking into account the amplitude range at the machine-horn 

interface defined in Section 4.1, it results in 13.2 ≤ 𝐴𝑜𝑢𝑡 ≤ 120.0 𝜇𝑚 for horn A, and 

17.0 ≤ 𝐴𝑜𝑢𝑡 ≤ 155.0 𝜇𝑚 for horn B. 
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Figure 4.3 Final designs for (a) horn A and (b) horn B. 

The first horn, from now on denominated horn A, with smaller amplification and mass, 

represents the standard component when a new experiment is being initially designed, since its 

smaller inertia lowers the risk that the specimen might be detached at the adhesive when the 

machine starts the movement. However, whenever either its amplification or its available area 

for contact with the specimen (with a diameter of 14.6 𝑚𝑚) is not sufficiently large to respect 

the requirements imposed by the specimen material and geometry, the second horn (horn B) 

could be alternatively adopted. 

 

a) 

b) 
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4.3. Specimen Design 

The specimens design tends to be more complex than the horn, mostly because the required 

geometry often cannot be easily achieved, increasing substantially the experimental costs. 

Therefore, constant cross-section specimens are always the first type of geometry to be 

considered when designing an experiment with a new material. 

Aside from the design constraints mentioned in Section 4.2, such as having a longitudinal 

natural frequency of 20 𝑘𝐻𝑧 and avoiding non-longitudinal natural frequencies close to the 

machine range, the specimen design must follow a few specific requirements. Firstly, the horn-

specimen interface must be at zero (or very close to zero) stress amplitude during the whole 

experiment, otherwise the adhesive could fail before the specimen, invalidating the 

corresponding test. 

The next verification is that the specimen will be guaranteed to reach its tensile strength 

amplitude within the range of displacement amplitudes that can be achieved at the horn-

specimen interface. If the constant cross-section specimen cannot respect this constraint, an 

hourglass specimen is designed, either with circular or rectangular cross-section. This 

amplification in strain is represented in Fig. 4.4, showing the two specimen geometries 

(constant cross-section and circular hourglass) in the same scale, for the same material 

submitted to the same vibration amplitude of the ultrasonic machine. The strain curves, also on 

the same scale, show that this hourglass specimen design manages to reach almost triple the 

strain when compared to the constant-section specimen. 
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Figure 4.4 Comparison between the strains generated on constant-section and circular-
section hourglass specimens of the same material under the same testing conditions. 

As demonstrated by Eq. 2.2 from Section 2.2, the cross-section geometry and area do not 

influence the strain that can be reached on the constant cross-section specimen when 

considering only longitudinal resonance state. Therefore, when fracture strength cannot be 

reached, a design including cross-section variation, like the hourglass, is developed, especially 

for its capacity of significantly amplifying the resulting strain, while additionally reducing the 

volume of material needed. 

As a final observation concerning the choice of materials, literature information was collected 

on their expected sensitivity to the strain rate resulting from the frequency of the cyclic load of 

the UST test, since it is observed that different metallic materials show a number of responses 

depending on the frequency of the conducted fatigue test, e.g., VHCF, and low and high cycle 

fatigue tests. While materials like titanium, austenitic steels, and nickel have low sensitivity to 

cyclic strain rate, results for ferritic steels, aluminum, and copper have shown hysteresis, cyclic 

hardening, and softening [7-9]. 

Generally, ceramic materials, such as alumina, silicon nitride and silicon carbide, tend to be 

modeled as linear-elastic, respectively presenting approximately the same elastic modulus 

independently of the strain rate. However, split Hopkinson pressure bar tests, both for Brazilian 

test and uniaxial compression configurations, have shown a tendency of the measured strength 

increasing with the strain rate, with many authors discussing the proper method to identify the 

failure instant in high strain rate tests due to the appearance of small cracks before complete 

fracture propagation [10-14]. 
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Therefore, it would be reasonable to assume that the above-mentioned technical ceramics 

behave linear-elastically independently of the frequency of the cyclic load, with the material 

model and properties estimated through the UST being valid for most strain rates, including 

quasi-static applications. Meanwhile, the limited literature data about these materials being 

submitted to cyclic loads of any frequency, associated with novelty of the UST test, that tries 

to minimize fatigue damage mechanisms to estimate a strength value for an analogous quasi-

static condition, prevents assumptions concerning load frequency sensitivity. However, on the 

upside, the strength measured through the UST method can be compared to that obtained 

through quasi-static tests for validation, while the failure instant is expected to be well-defined 

for all specimens, i.e., as the moment when fracture propagates enough to change the system 

natural frequency, interrupting the resonance condition, as observed in VHCF tests. 

Similar observations and assumptions are made for graphene-based materials, such as graphite, 

the only exception being their tendency of presenting nonlinear behavior instead of linear-

elastic as the above-mentioned technical ceramics. Indeed, literature for graphene-based 

materials shows viscoelastic, hyperelastic, and even plastic models being applied to simulate 

their behavior [15-18]. Fortunately, many of these material models incorporate rate-dependent 

terms that should properly consider nonlinear effects, such as creep, hysteresis, and stress 

relaxation, with the same property values estimated through the UST test being theoretically 

applicable to a wide range of strain rates, including quasi-static conditions. 

 

4.3.1. Alumina 99.5% Specimens 

The material parameters used in the alumina specimens design follow those provided in the 

supplier datasheet, according to Table 4.2, reporting both the catalog properties and additional 

values employed in the design of constant cross-section specimens. The elastic modulus 

adopted was 375 𝐺𝑃𝑎 due to the supplier datasheet reporting it as above 370 𝐺𝑃𝑎, and after 

determining from other suppliers that this property value for alumina 99.5% would likely be 

below 400 𝐺𝑃𝑎. 

Table 4.2 Alumina properties considered for specimen design. 

Supplier datasheet properties 

Density [𝑘𝑔/𝑚3] 3900 

Elastic modulus [𝐺𝑃𝑎] > 370 
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Strength, 3-point bending [𝑀𝑃𝑎] 490 

Design parameters 

Elastic modulus [𝐺𝑃𝑎] 375 

Poisson ratio 0.26 

 

Table 4.2 also shows the adopted Poisson ratio, not provided by this specific supplier, and 

calculated according to an average value observed in other suppliers datasheets, being any 

variations on this property of negligible consequence, since it only affects the torsional modes 

of resonance, being the longitudinal and flexural ones independent of it. Moreover, as long as 

the adopted Poisson ratio is a reasonable value for the material, the specimen torsional 

frequencies should also be kept outside the machine operating range. 

Moreover, since increasing the elastic modulus also rises the longitudinal natural frequency, 

by selecting the specimen length in such a way that the horn-specimen system reaches at most 

20.45 𝑘𝐻𝑧 – i.e., under the maximum 𝑓𝑜𝑢𝑡 of the testing device of 20.5 𝑘𝐻𝑧 – in the scenario 

with the material having an elastic modulus of 400 𝐺𝑃𝑎, it should guarantee the specimens’ 

proper applicability to the ultrasonic test. This reasoning also avoids the prospect of needing to 

cut the specimens to increase their natural frequency, since reasonable material property 

variations, such as slightly lower elastic modulus and/or slightly higher density than those from 

catalog, would still not be enough to cause the system frequency to fall below the minimum 

𝑓𝑜𝑢𝑡 of 19.5 𝑘𝐻𝑧. With its length defined through this method, the specimen by itself, with the 

parameters from Table 4.4, should have a longitudinal natural frequency 𝑓𝑛,𝑠 = 20.01 𝑘𝐻𝑧, 

which is shown in the harmonic response from Fig. 4.5. 

The maximum achievable stress for this design, corresponding to the stress at the specimen 

central section when the machine is operating with horn A, at maximum output (10 𝑉), 

potentially generating 𝐴𝑜𝑢𝑡 = 120 𝜇𝑚, was also calculated, to guarantee specimen failure 

within the required constraints. Fig. 4.5 presents both the stress distribution on the specimen at 

this configuration, and the measurements of the final design. 

The resulting specimen diameter of  10 𝑚𝑚 fits into horn A extremity of 14.6 𝑚𝑚, allowing 

the specimen extremity to be fully attached with adhesive and uniformly receive the horn 

vibration. This difference in diameter was adopted mainly for cost reduction, with the supplier 

already producing alumina rods of specific diameters, through extrusion and consecutive 
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sintering, being that of 10 𝑚𝑚 the largest option, while the length could be freely chosen, since 

the rods can be cut as requested. 

 

Figure 4.5 Alumina specimens design (measurements in [𝑚𝑚]), with FEM calculated stress 
for maximum machine output. 

The simulation in Fig. 4.5 also shows that the maximum achievable stress of 577 𝑀𝑃𝑎 is higher 

than the strength provided by the supplier for 3-point bending tests. Since, as pointed out in 

Chapter 1, these bending tests are characterized by low risk-volumes, reducing the possibility 

of a large defect being present in the high stress zone, it is expected that their measured strength 

values will be larger than those of a tensile test, even of the ultrasonic type. 

Moreover, through Ansys Workbench, it was verified that the specimen other resonance modes 

were outside the machine operating range, as well as the previously established safety range. 

This ensures that the specimen will be submitted only to alternated tension and compression 

during the test. 

 

4.3.2. Graphite R4550 Specimens 

When designing these specimens, a few preliminary tests were conducted on graphite R4550 

bars of constant square cross-section of 10 × 10 𝑚𝑚. The bars had their dimensions and 

weight measured to calculate the material density, and their longitudinal natural frequency 

through Impulse Excitation Technique (IET) to obtain its elastic modulus. These properties are 

shown in Table 4.3, being used to design circular hourglass specimens following the constraints 

previously explained. The Poisson ratio was approximated as 0.16 according to datasheets 

from suppliers and the literature [15], following the same reasoning as in the alumina 

specimens designs. 
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Table 4.3 Graphite properties used in specimens design. 

Properties measured from R4550 bars 

Density [𝑘𝑔/𝑚3] 1860 

Elastic modulus [𝐺𝑃𝑎] 10.9 

Other design parameters 

Poisson ratio 0.16 

Strength, 4-point bending [𝑀𝑃𝑎] 61.2 

 

R4550 specimens were also designed for the configuration using horn A, being the first 

considered design option the aforementioned square cross-section bars, shown in Fig. 4.6a, 

with the corresponding stress at maximum amplitude output, being 𝐴𝑜𝑢𝑡 = 120 𝜇𝑚. However, 

other studies suggest that graphite R4550 has a failure strength of 61.2 𝑀𝑃𝑎 in 4-point bending 

tests [19], being too close to the ultrasonic device maximum achievable stress of 67.7 𝑀𝑃𝑎 in 

this configuration. Therefore, hourglass specimens were developed, according to the design 

shown in Fig. 4.6b together with the maximum achievable stress of 201 𝑀𝑃𝑎 when using the 

same testing configuration, following the behavior of the curves previously presented in Fig. 

4.4. Both designs had their longitudinal natural frequencies, which are shown in their respective 

harmonic responses, aimed at 20.00 𝑘𝐻𝑧, the center of the machine range. 
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Figure 4.6 Graphite specimens design (measurements in [𝑚𝑚]), with FEM calculated stress 
for maximum machine output, being (a) square constant-cross section, and (b) circular 

hourglass. 

The specimen in Fig. 4.6a could be easily obtained by cutting isostatically pressed graphite 

bars at the specified length. However, since some suppliers datasheets suggest that this material 

strength can surpass 80 𝑀𝑃𝑎, depending on testing configuration, the more complex design 

was selected, which can be achieved due the high machinability of graphite R4550. 

 

4.3.3. Specimens in Other Brittle Materials 

Following the testing of alumina and graphite, specimens in other materials were designed, 

such as sintered silicon carbide, whose design was immediately adapted to the configuration 

a) 

b) 
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with horn B, which allows a maximum displacement amplitude 𝐴𝑜𝑢𝑡 = 155 𝜇𝑚. The material 

properties were chosen according to a supplier datasheet, as presented in Table 4.4. 

Table 4.4 Silicon carbide properties used in specimens design. 

Supplier datasheet properties 

Density [𝑘𝑔/𝑚3] > 3100 

Elastic modulus [𝐺𝑃𝑎] 400 

Poisson ratio 0.14 

Strength, 4-point bending [𝑀𝑃𝑎] > 400 

Design parameters 

Density [𝑘𝑔/𝑚3] 3100 

 

The density was chosen as the lowest possible value, since its increase corresponds to a 

decrease in the longitudinal natural frequency. Therefore, if it should fall below the machine 

range, it could be corrected by a slight reduction on the specimen length, both in the case of 

constant-section geometry, and hourglass – by equally shortening both of its extremities so it 

still remains symmetric. Using these parameters, the maximum achievable stress was 

calculated for the indicated testing configuration considering a constant-section and an 

hourglass geometry, both shown in Fig. 4.7, with their respective longitudinal natural 

frequencies applied to calculate the harmonic responses. 
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Figure 4.7 Silicon carbide specimens design (measurements in [𝑚𝑚]), with FEM calculated 
stress for maximum machine output, being (a) circular constant-cross section, and (b) 

circular hourglass. 

Fig 4.7a shows the design with constant-section, which shows a maximum achievable stress 

(of 686 𝑀𝑃𝑎) well above the catalog value for 4-point bending. The specimen diameter of 

16 𝑚𝑚 was adopted for being the largest size that could be fitted inside horn B diameter of 

20 𝑚𝑚, while also keeping other natural modes of vibration at frequencies outside the 

established safety range of [18.5, 21.5] 𝑘𝐻𝑧. 

As a second option, to reduce the risk-volume, which should consequently reduce the time 

spent on defect characterization (on scanning, post-processing, and analysis), an hourglass 

geometry was also considered, as shown in Fig. 4.7b, allowing the maximum achievable stress 

to be increased to 2.16 𝐺𝑃𝑎. This option, however, will probably increase production costs, 

since this material is not easily machinable. 

Another material falling in a similar category was silicon nitride. However, in this case, the 

option of designing a constant cross-section specimen needed to be discarded, since the 

a) 

b) 
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material properties presented in Table 4.5 were found to generate 602 𝑀𝑃𝑎 as the maximum 

achievable stress using horn B, which was similar to the calculated values considering the 

properties provided by other suppliers. Even considering the lower risk-volume involved in a 

4-point bending test, the difference in the two stresses is too big to guarantee the proper 

conduction of the test. 

Table 4.5 Silicon nitride properties used in specimens design. 

Supplier datasheet properties 

Density [𝑘𝑔/𝑚3] 3290 

Elastic modulus [𝐺𝑃𝑎] 290 

Poisson ratio 0.23 

Strength, 4-point bending [𝑀𝑃𝑎] 769 

 

Therefore, a circular hourglass geometry was designed, as shown in Fig. 4.8, for horn B 

configuration, and a longitudinal natural frequency of 19.96 𝑘𝐻𝑧, as applied to the stress 

calculated through the harmonic response. The measurements from the design show that the 

specimen fits perfectly on the interface with horn B, at 20 𝑚𝑚 of diameter. 

 

Figure 4.8 Silicon nitride specimens design (measurements in [𝑚𝑚]), with FEM calculated 
stress for maximum machine output. 

Finally, taking advantage of the advances in 3D ceramic printing technology of silicon carbide 

(SiSiC), a design for this material was developed, using the supplier properties as in Table 4.6. 

Since this fabrication process allows the printing of a wide variety of shapes, which are sintered 

afterwards, the hourglass geometries using horn A were immediately considered, since the 
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additional amplification provided by these specimen geometries eliminate the need of using 

extreme configurations that could cause instabilities in the ultrasonic device during testing. 

Table 4.6 3D-printed silicon carbide properties used in specimens design. 

Supplier datasheet properties 

Density [𝑘𝑔/𝑚3] 2950 

Elastic modulus [𝐺𝑃𝑎] 340 

Poisson ratio 0.18 

Strength, 4-point bending [𝑀𝑃𝑎] 220 

 

For the mentioned configuration, a flat specimen was designed, as shown in Fig. 4.9, with the 

maximum achievable stress, in this case for 𝐴𝑜𝑢𝑡 = 120 𝜇𝑚, when its longitudinal natural 

frequency of 19.75 𝑘𝐻𝑧 is applied for the calculation of the stress caused by the harmonic 

response. The specimen extremities of 13 × 6 𝑚𝑚 can be contained in the horn diameter of 

14.6 𝑚𝑚, while other modes of vibration were verified to be outside the established safety 

range. 

 

Figure 4.9 3D-printed silicon carbide specimens design (measurements in [𝑚𝑚]), with FEM 
calculated stress for maximum machine output. 

Two aspects concerning the fabrication process affected the design choices. Firstly, a reliable 

support for the specimen is required both during printing and to maintain its shape during 

sintering. Since this would be the first attempt at producing these kinds of specimens, the flat 

design could be printed horizontally without the need of additional supports, which would also 

considerably reduce the risk of bending its shape during sintering. 
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Secondly, the nature of this process makes it difficult to respect tight design tolerances without 

an additional finishing procedure after sintering. Since grinding of the full specimen should be 

avoided whenever possible, due to the material not being easily machinable, the design 

longitudinal natural frequency was aimed to be closer to the lower range of the ultrasonic 

device. As such, if the resulting specimen should fall below the required range, there still should 

be the possibility of increasing its frequency by equally shortening both of its extremities, as 

previously pointed out. 

 

4.4. Measuring Equipment 

The experimental data is measured mainly through two visual devices: a LK-G5001P laser 

from Keyence Corporation and a FASTCAM SA5 1000K-M1 high-speed camera from 

Photron. Both devices are indicated in Fig 4.1 in Section 4.1, while Fig. 4.10 illustrates the 

positioning of both devices relative to the specimen. 

 

Figure 4.10 Schematic representation of the camera and the laser relative to the specimen. 

As illustrated in Fig. 4.10, the laser always points at the specimen bottom close to its center 

and perpendicular to its surface for all UST tests. The laser can have a maximum of 392 𝑘𝐻𝑧 

of sampling rate – value adopted for being capable of providing the maximum number of 

measurements per cycle – detecting the specimen free extremity displacement in z-direction 

and sending the measurement signal directly to the data acquisition system (which will be 

further described in Section 4.3). 

Meanwhile, the camera is capable of reaching an acquisition rate of 1 𝑀𝑓𝑝𝑠. While aiming to 

strike a balance between reducing measurement errors while increasing the recorded region, 

the optimum recording window was found to be of 24 ×  512 𝑝𝑖𝑥𝑒𝑙𝑠, positioned with its larger 

Laser 

Camera 

z 
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side along the z-axis. While the 24 𝑝𝑖𝑥𝑒𝑙𝑠 side, corresponding to a small recording length, it is 

positioned along the horizontal direction, in which the displacements are theoretically always 

zero. 

This window allows an acquisition rate of 420 𝑘𝑓𝑝𝑠, with external additional illumination by 

two single ultra-bright LED modules, model 900170, from Visual Instrumentation 

Corporation. This acquisition rate of a specimen that is vibrating at around 20 𝑘𝐻𝑧 will 

therefore grant the registration of around 21 photograms per cycle. 

Moreover, the camera records a portion of the specimen lateral surface, having its exact 

position on the z-direction defined according to the specimen geometry. The goals when 

choosing which specimen zone should be registered are to increase the gathered information 

that could contribute to obtaining the material mechanical properties while reducing the 

measurement error, in this case connected to the camera resolution, by measuring zones with 

higher magnitudes of displacements. 

The camera is generally set to acquire a length between 13 𝑚𝑚 and 16 𝑚𝑚 along the z-axis 

at its focal point. Meanwhile, specimens required in uniaxial ultrasonic testing are initially 

designed to have the displacement node at their center, as shown through Fig. 4.11a. As such, 

longer specimens, like those in alumina, have a zone around the node several times longer than 

the recordable one with low displacement amplitudes, in which case the recorded region should 

be selected near their free extremity, as shown in Fig. 4.11b. This positioning should provide 

the measurement of displacements far enough away from the horn, allowing the machine-

imposed vibration to be influenced by almost the entire specimen, possibly providing a better 

representation of the material behavior. 

As for the case of shorter specimens, like those in graphite, it is possible to position the camera 

to record a symmetrical region at the displacement node, as shown in Fig. 4.11c. This 

configuration should allow both the acquisition of large displacement amplitudes at the 

extremities of the recording window, while also acquiring data on the specimen displacement 

node, as well as spots with theoretically opposite phases of vibration, especially since graphite, 

as previously pointed out, has a tendency of presenting nonlinear behavior. 
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Figure 4.11 Comparison between theoretical responses for alumina and graphite specimens, 
being (a) numeric harmonic response displacement amplitude considering 𝐴𝑜𝑢𝑡 = 120 𝜇𝑚, 
and analytical normalized displacement and strain amplitude curves on the horn-specimen 

system indicating the placement of the measuring devices for (b) the alumina specimens and 
(c) the graphite specimens. 

Both Fig. 4.11b and Fig. 4.11c show, respectively, the specimen and the horn in scale with each 

other, as well as with the recording length of the camera in z-direction, which corresponds to 

around 15 𝑚𝑚 in both images. Each displacement and strain curve is normalized according to 

30.9 mm 

245 mm 

Graphite R4550 

Alumina 99.5% 

a) 

b) 

c) 
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its own maximum respective value. Since both instances consider an ideal resonance condition, 

as the one presented in Section 2.2, where the natural frequencies of each specimen and the 

horn are the same as the machine output frequency, as well as all the considered materials being 

treated as linear-elastic, the displacement and strain amplitude curves also correspond to the 

instant of time 𝑡𝑘 when the movement at the horn-specimen interface reaches a peak, being 

𝑢𝑧,𝑖𝑛𝑡(𝑡𝑘) = 𝐴𝑜𝑢𝑡, while the movement at the free extremity of the specimen is at its valley, 

being 𝑢𝑧,𝑓(𝑡𝑘) = −𝐴𝑜𝑢𝑡. In this moment, the specimens are entirely under tension and the horn 

under compression, being 𝜀𝑧 ≥ 0 for the entire length of the specimens and 𝜀𝑧 ≤ 0 for the 

entire length of the horn, with the central cross-sections of the specimens reaching the peak 

strain of the cycle for each respective geometry and material. 

Additionally, both Fig. 4.11b and Fig. 4.11c show the laser positioned at the center of the free 

extremity of the specimen and the strain gauges placed in correspondence of the cross-section 

under maximum strain on the horn. By placing the strain gauges on the zone with the largest 

strain amplitude, the influence of measurement errors and noise should be reduced, with this 

position potentially being submitted to almost 3% of deformation at maximum machine output. 

Meanwhile, since the displacement amplitude in this zone is lower, being about 50% of 𝐴𝑜𝑢𝑡, 

the strain gauges are less likely to be detached due to inertia. 

The camera is operated through the software Photron FASTCAM Viewer 3, which allows full 

camera control and image download via LAN connection to a computer. The software also 

allows the setup of external synchronization and trigger signals though input and output 

connectors that can link the camera directly to the data acquisition system. Given the high 

acquisition rate of the device, the images are only transferred to the computer when recording 

is finished, as such, the camera stores the images in a 64 GB internal buffered memory, i.e., by 

continuously acquiring a new image while erasing the oldest one, until it receives the signals 

that define when recording should start and stop. Therefore, the set images resolution and 

acquisition rate allow around 1 𝑠 of recording time before the camera memory gets full. 

In addition to the mentioned measuring devices, other information is collected for verification 

purposes and support to the analysis, such as: camera signals that inform the frames recording 

timing, signals that identify the vibration amplitude and the start and end of the test. All the 

described data signals are gathered by the data acquisition system, the only exception being the 

actual recorded images, which are transferred directly to the computer once the test is over. 

 



65 
 

Ultrasonic Tensile Test 
 

4.5. Control and Data Acquisition Device 

The experiment is controlled by a National Instruments X series multifunction data acquisition 

(DAQ) device NI USB-6366, which is used to send the signals that govern the testing 

equipment and the data recording, while also receiving the signals that translate into the actual 

measurements of the experiment. The DAQ system is able to reach an acquisition rate of 

2 𝑀𝐻𝑧 and has an internal buffer that can store up to 62 million data points overall from up to 

8 viable input channels, allowing a recording of at least 3.875 𝑠 of data. 

The DAQ device also issues output signals to the ultrasonic generator described in Section 4.1, 

turning it on and off at the start and end of the test, respectively, and informing the vibration 

amplitude that should be reached, while the frequency and the ramp time are set directly on the 

generator prior to the test. In the meanwhile, it also continuously receives signals from 

measuring devices and from the testing equipment, with all input channels being used, 

dedicated to the following: the laser, two strain gauges, the trigger signal, the generator on/off 

input, the generator amplitude output, the camera recording output, and the camera image 

exposure. 

The ultrasonic frequency of vibration on the specimen requires a high acquisition rate to 

guarantee multiple points per cycle, therefore, the maximum achievable acquisition rate is 

adopted, being 2 𝑀𝐻𝑧 for the DAQ system and 420 𝑘𝑓𝑝𝑠 for the camera. Moreover, the high 

vibration frequency, associated with the method requirement of submitting the specimen to a 

reduced number of cycles, causes the test to last only for a few milliseconds. For this reason, 

to avoid the loss of information associated with simultaneous acquisition and transfer of data, 

which could amount to several cycles, both the DAQ system and the camera are set to 

continuously acquire signals and images, only transmitting the data to the computer once the 

test is finished. Since both devices store data temporarily on their respective buffered 

memories, once specimen failure is identified through the laser signal, a trigger is generated by 

the DAQ system to stop new data acquisition on both devices, and to transmit and save the data 

currently contained on their buffers to the computer. 
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4.6. Experiment Control Program 

The control program is developed in National Instruments LabVIEW environment respecting 

the equipment settings as described in previous sections. The flow of this program can be seen 

in Fig. 4.12. 

 

Figure 4.12 Flowchart of the program controlling the experiment and the data acquisition. 
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When the LabVIEW program is launched, the DAQ system data points acquisition immediately 

starts. After filling its own buffer, the system sends a signal to the ultrasonic generator to start 

the machine, while new data points are continuously acquired and older ones erased, until the 

specimen failure is detected. Once this happens, a trigger is generated and sent to the camera, 

and the machine is stopped. At the same time, a user-defined number of post-trigger data points 

is acquired before acquisition stops altogether, sending and saving all the recorded data to the 

computer. 

Failure is defined in the program through the laser, by identifying when the signal for 

displacement of the specimen free extremity leaves the acceptable range. This range is 

calculated from the maximum achievable amplitude plus a safety margin, which should account 

for measurement errors, differences between the machine set output and actual output, and any 

unforeseen and unconsidered tested material behavior. For example, if under certain testing 

conditions, it is calculated that the laser will measure a displacement that could potentially 

arrive at 50 𝜇𝑚 of amplitude at regime, once the detected signal leaves the [−70, 70] 𝜇𝑚 

window, it will mean that the specimen probably failed, having the detached piece fall, as 

illustrated in Fig. 4.13. 

 

Figure 4.13 Illustration of the specimen extremity leaving the laser range when failure 
occurs. 

As for the image acquisition aspect of the test, before launching the program, the camera is set 

to buffered recording while waiting for the end trigger from the DAQ system. Once the trigger 

signal is generated, the camera immediately stops the continuous recording, and keeps all the 

images currently in its memory, which are then sent to the computer, as shown in the flowchart 

in Fig. 4.14. 

Laser 
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Range 
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Figure 4.14 Flowchart of the camera acquisition control. 

The trigger is set to the end of the test, when failure happens, due to the limited available 

recording time, since the high acquisition rates fill the camera and the DAQ system memories 

in around 1 𝑠, and 4 𝑠, respectively. With the configuration of an end trigger generated by 

failure, the acquisition instruments are guaranteed to record the last moments of test, when the 

vibration amplitude reaches its highest point, from which the specimen mechanical resistance 

should be obtained. 

 

4.7. Ultrasonic Tensile Test Data Analysis 

The analysis in this case means processing the raw experimental data to calculate the necessary 

information to be used in the material numerical parameter optimization, which will be further 

detailed in Chapter 5. The data in question is comprised by the camera images and the DAQ 

system measurements. The images are not particularly attached to a time frame, aside from the 

camera acquisition rate, and thus need to be synchronized with the remaining measurements. 

Meanwhile, the DAQ system records most of its channels in real time, the only exception being 

the laser, since it is the only measuring device that needs to have its signal preprocessed before 

being received by the DAQ system, which causes it to be delayed with respect to the other 

signals by around 2 𝑚𝑠. 

Therefore, this data processing should follow a few steps in order. The first one is the tracking 

of the camera images to determine the specimen displacements between frames. Secondly, the 
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obtained results for each frame are synchronized with the DAQ system real-time acquired data. 

Lastly, the laser is synchronized using the camera displacements as reference. 

 

4.7.1. Image Tracking 

Using Digital Image Correlation Engine (DICe), displacements along the specimen surface are 

calculated. To accomplish this, 20 ROIs to be tracked are defined in the reference image, i.e., 

one of the images before the machine start, when the specimen is sure to not have started 

moving yet. The tracking is conducted in all subsequent images until the last one, when failure 

already occurred. Fig. 4.15 illustrates this procedure, with the first/reference image and the 20 

selected ROIs to be tracked. 

 

Figure 4.15 Tracking illustration, with (a) the reference image, (b) the reference image with 
the tracking ROIs defined, and (c) the last image, after failure happened. 

As indicated by the coordinate system in Fig. 4.15, tracker number zero is the closest to the 

specimen free extremity. This particular illustration was taken from graphite tests, which, as 

explained in Section 4.4, have the camera recording window placed symmetrically at their 

center, allowing the fracture zone to be registered as shown in Fig. 4.15c. Moreover, the only 

result calculated through DICe were displacements in tracking analysis mode, since DIC 

algorithms are unable to calculate reliable results for strains due to the recording window 

resolution being too low, with only 24 𝑝𝑖𝑥𝑒𝑙𝑠 in the cross-section direction. 

Finally, it was verified for each test that the displacements calculated through the tracking in 

any direction other than z were approximately zero, all having levels around those of the 

measurement errors, mostly caused by noise. This guarantees that the specimens were only 

submitted to the uniaxial mode of resonance as designed. 

 

z 

b) 

c) 
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4.7.2. Frame Synchronization 

As pointed out before, the DAQ system records signals from the camera in real time. One of 

those signals, referred to as shutter, identifies the time during which the camera captures light 

before producing the image, generating simultaneously a 5 𝑉 constant signal. For the speed of 

420 𝑘𝑓𝑝𝑠, the shutter time is defined as 1/1,000,000 𝑠, as shown in Fig. 4.16. Once the trigger 

signal is received, the camera finishes the acquisition of the current image, and acquires one 

last image, called frame zero, which is discarded. Therefore, frame -1 is the last image in the 

final recording. 

 

Figure 4.16 Schematics showing the last acquired frames in a test and the trigger and 
recording signals. 

Since the shutter and trigger signals from Fig. 4.16 are timed by the DAQ system, each frame 

receives a time value that places them at the center of their respective 5 𝑉 signal from the 

shutter, i.e., at the halfway point of the 1/1,000,000 𝑠 time periods. Finally, to verify the 

synchronization, the frames timing is compared to the camera acquisition rate and recording 

signal. The latter, as opposed to the trigger signal form, should be constant at around 5 𝑉 and 

then become zero once frame zero is acquired. 

 

4.7.3. Laser Synchronization 

As pointed out before, the timing associated with the laser signal by the DAQ system is delayed 

with respect to the remaining signals. To correct this issue, the displacements measured through 

Trigger Shutter 

1,000,000 𝑠−1 

420,000 𝑠−1 

Rec. 
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the camera are used. Since at least part of the camera recording zone should correspond to the 

specimen portion to fall once failure happens, as it detaches from the horn-specimen system, it 

behaves like a falling rigid body, therefore, the displacements corresponding to the falling 

tracker ROIs should follow the exact same curve as the laser after a certain point, as illustrated 

by Fig. 4.17. 

 

Figure 4.17 Illustration of the laser displacement curve after synchronization with the falling 
tracker ROIs. 

For each test, the laser displacement curve is translated over the time axis until the 

displacements corresponding to the piece of specimen falling over the laser are overlapped with 

the tracker ROIs located on that same piece. Once the laser displacement curve is positioned 

as indicated in Fig. 4.17, the synchronization is done. 

 

4.7.4. Cycles Counting 

Finding a method for estimating the number of cycles for each test serves two purposes: i) 

providing evidence that their number is indeed low to support the hypothesis of negligible 

fatigue damage, and ii) defining the number of cycles for the estimated experimental 

displacement curve on the horn-specimen interface, referred to as 𝑢𝑧,𝑖𝑛𝑡(𝑡), which is used as 

boundary condition for the numerical model of the test. Given the operating principles of the 

ultrasonic testing equipment, any relevant load only starts being applied to the specimen once 

resonance is achieved, which happens when the curves acquired by the measurement devices, 

Failure 
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also referred to as response curves, assume a frequency close enough to the set machine output 

𝑓𝑜𝑢𝑡. 

In all measurements, it was observed that once the machine receives the signal to start the test, 

the response curves take between 4 and 6 𝑚𝑠 to start increasing towards the regime amplitude. 

During this initial period, the machine puts the system in resonance at a very low amplitude, 

whose magnitude is comparable to the signal noise. Indeed, during most of these 4 − 6 𝑚𝑠, the 

response curves are indistinguishable from any data recorded prior to the start signal, when the 

entire system is in rest condition. As soon as the response curves assume the output frequency 

of the machine (𝑓𝑜𝑢𝑡), signifying that the system is in resonance, the amplitude starts ramping 

up to the regime amplitude. 

To illustrate these observations, Fig. 4.18 shows the strain gauges response curve for one of 

the conducted tests, corresponding to the period between the start signal being sent to the 

testing machine and specimen failure happening. The portion of graph in red background 

represents the period before resonance is identified, being therefore excluded from the 

estimation of the number of cycles. A similar behavior is also observed for the displacement 

curves from the laser and the camera. Therefore, the number of cycles the specimen was 

subjected to until failure can potentially be estimated through the laser and each of the tracker 

ROIs as well. 

 

Figure 4.18 Normal strain in z measured on the horn, showing the period between the 
machine receiving the start signal and specimen failure being identified, highlighting with 

red background the period that is not considered for cycle counting. 

Additionally, Fig. 4.18 presents a fitting curve of sinusoidal behavior obtained through a 

nonlinear least squares method in Matlab, which is further detailed in Section 5.1. The fitting 

is conducted only on the white background portion of the graph, with the frequency of the 

sinusoidal curve being imposed as equal to the machine output. For comparison purposes, a 

Detail Discarded Period 
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sinusoidal of frequency 𝑓𝑜𝑢𝑡 and constant amplitude of value similar to the noise is extended 

over the entire discarded period, to highlight the strain gauge response curve assuming 𝑓𝑜𝑢𝑡, 

which can be observed on the zoomed detail shown on the right. Indeed, the data points only 

start taking a sinusoidal shape after the 3.5 𝑚𝑠 mark, while they only assume a frequency 

similar to 𝑓𝑜𝑢𝑡 nearly at the 4.5 𝑚𝑠 mark. 

Therefore, to define the instant from which the system assumes a resonance condition, an 

algorithm was devised to find the points that are likely peaks and valleys of each displacement 

or strain curve. This algorithm searches for a maximum and a minimum in each cycle, whose 

period is defined by 𝑓𝑜𝑢𝑡. The result of this search should look like the illustration in Fig. 4.19, 

which plots purely illustrative data to facilitate the visualization, being considerably less 

affected by noise than experimental data, as the one in Fig. 4.18. The points on Fig. 4.19 plotted 

over red background represent the data excluded from the fitting and the cycles counting 

procedure, according to the developed algorithm. 

 

Figure 4.19 Illustration of the algorithm for identification of peaks and valleys, highlighting 
in red the portion of the curve that is not considered in cycles counting.  

The algorithm evaluates from which point resonance was achieved by counting the data points 

between each peak and valley and comparing it to the theoretical value, that considers the 

output frequency and the respective measuring device acquisition rate. For example, the curve 

in Fig. 4.19 should have around 10 experimental points between each peak and valley, 

approximately the same value as the camera and the laser, by adding a reasonable tolerance, it 

is determined that the curve should have from 8 to 12 data points between each peak and valley. 

Whenever the number of points falls outside of this range, all the preceding data is taken out 

of consideration in the cycle counting, as indicated in Fig. 4.19 detail, where there are only 7 

Points Between Peak and Valley 

Detail Discarded Period 
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points between a peak and a valley. Finally, the number of valid peaks (𝑛𝑝𝑒𝑎𝑘𝑠) and valid 

valleys (𝑛𝑣𝑎𝑙𝑙𝑒𝑦𝑠) are used to calculate the number of cycles, rounded to the closest integer: 

𝑛𝑐𝑦𝑐𝑙𝑒𝑠 =
𝑛𝑝𝑒𝑎𝑘𝑠 + 𝑛𝑣𝑎𝑙𝑙𝑒𝑦𝑠 − 1

2
 (4.1) 

Since the noise and errors level does not change as the amplitude increases, this algorithm was 

verified to always be able to account for the cycles above a certain amplitude, which 

corresponds to about 50 𝜇𝑚/𝑚 for the strain gauges, 3 𝜇𝑚 for the camera, and 5 𝜇𝑚 for the 

laser. Therefore, the cycles counted by tracker ROIs near the node, such is the case for the 

graphite specimens, are often seen to measure less than half the number of cycles compared to 

the laser, the strain gauges, and the tracker ROIs far from the node. For this reason, the number 

of cycles of a test is defined as the largest obtained value among the laser, the strain gauges, 

and all the tracker ROIs, provided it does not differ too much from the values obtained in the 

remaining curves, in which case additional verification should be conducted. However, this 

was never an issue, since several curves for the same test always resulted in the same largest 

value for the number of cycles, even among the different measuring devices, e.g., laser, camera, 

and strain gauges, also indicating the reliability of the method in estimating the number of 

cycles. 
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Chapter 5 

 

5.  Numerical Modeling 
Once the UST test raw data is processed and analyzed, the next step for the material 

characterization can be pursued, which is the development of a Finite Element Model (FEM) 

simulating the test and the specimen material, whose properties will be determined through an 

optimization aiming to reproduce the displacements experimentally measured. This procedure 

will be detailed in this chapter, being subdivided as: the model setup, comprising the definition 

of boundary conditions and a material model for the specimen on LS-DYNA after qualitative 

observation of the experimental displacement behavior; the determination of the optimization 

variables and objectives in LS-OPT; the extraction of the specimen stresses and strains in each 

finite element calculated for the respective ultrasonic test once the material properties are 

optimized. 

 

5.1. FEM Definition 

Since the horn was designed to behave linear-elastically within the entire range of the machine 

possible amplitude outputs, it was not included in the FEM, in which only the specimen will 

be involved and analyzed. Moreover, given that the specimens geometries tend to be simple, 

and an optimization, mainly of material parameters, is required, plane elements were selected 
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to model it, which significantly lowers computational time. Specifically, for the cases of 

alumina and graphite specimens, both possessing circular cross-section, the axisymmetric 

formulation was applied. 

As boundary conditions, one of the specimen extremities is free, while the other, at the horn-

specimen interface, receives a displacement curve over time emulating the machine movement 

ramping up to the set output amplitude, here referred to as the boundary motion curve. This 

setup can be visualized in Fig. 5.1 through the LS-DYNA model of the hourglass graphite 

specimens with the boundary motion curve, i.e., the effective displacement being delivered to 

the specimen at the interface, indicated by 𝑢𝑧,𝑖𝑛𝑡(𝑡) = 𝛼 ∙ 𝑔(𝑡), as estimated for one of the 

conducted tests. 

 

Figure 5.1 FEM of the hourglass graphite specimens with the boundary motion curve from 
one of the tests. 

Since the horn-specimen interface geometry does not allow its displacement measurement with 

another laser, and there is not a second available high-speed camera that can reach a rate high 

enough to acquire multiple points per cycle, the boundary motion curve is approximated 

through the test measurements provided by strain gauges placed on the horn. 

However, even though the strain gauges follow both the machine output frequency and the 

amplitude increment rate at the ramp, the actual strain amplitude measured in all the conducted 

tests, both in alumina and graphite, were found to be 12% to 23% larger than expected. This is 

attributed, in part, by the adhesive between the horn and the specimen absorbing around 8% of 

𝛼 ∙ 𝑔(𝑡) 

z 
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the displacement amplitude from the horn, instead of delivering 100% of it to the specimen, as 

observed in one of the tests that had the camera recording the horn-specimen interface. 

Another contributing factor to this difference is that, to calculate the displacement arriving at 

the horn-specimen interface from the strain measurements by the strain gauges, it is assumed 

that the horn material has a perfectly linear-elastic behavior, which is a numerical 

approximation expected to have slight differences from the experimental behavior, especially 

when involving high strain rates like in the ultrasonic test. Moreover, no data in the literature 

that can be used to verify accuracy of strain gauges during the ramp was found, since ultrasonic 

testing machines are used in fatigue tests, with the only measurements available being related 

to the regime condition, and never considering the ramp at the beginning. 

Since recording the zone around the adhesive in multiple tests would mean less accurate data 

on the specimens, multiple measurements for calibration purposes were collected with only the 

horn and no specimen attached to the machine. It was noticed that the displacements obtained 

from the camera and the laser, both measuring the horn free surface, were coherent with each 

other, always having at most a ±4% difference between one another, in the several 

measurements conducted for multiple output amplitudes. The measured displacements were 

also within the expected, according to the machine set output once regime was achieved, 

staying within a similar error margin, of ± 5%. However, the strain gauges always measured 

values 8% to 19% above the expected, assuming the displacements were accurate. 

Despite having multiple contributing factors to this difference between the experimental strain 

and the theoretically estimated one, it was verified that, in all calibration measurements, the 

strain gauges curves have the expected frequency, and the form of their ramp is approximately 

linearly proportional to that of the displacements measured by the laser and the camera. 

Therefore, the boundary motion curve can be estimated through the fitting of the experimental 

strains measured on the horn, which is linearly converted into a displacement curve following 

the analytical equations for the horn-specimen system presented in Section 2.2. 

Furthermore, it was observed that, for all the conducted experiments, the displacement 𝑔(𝑡), 

as illustrated in Fig. 5.1, has a form that can be fitted by the equation: 

𝑔(𝑡) = (𝑎𝑡2 + 𝑏𝑡 + 𝑐) ∙ 𝑠𝑖𝑛(2𝜋 ∙ 𝑓𝑜𝑢𝑡 ∙ 𝑡) (5.1) 

being 𝑓𝑜𝑢𝑡 the output frequency of the ultrasonic generator, 𝑡 the time from the start of the test, 

and 𝑎, 𝑏 and 𝑐 empirical parameters resulting from the fitting of strain gauges data converted 

into a displacement curve as previously explained. The boundary motion curve, representing 
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the effective displacement received by the specimen is proportional to Eq. 5.1, being 

𝑢𝑧,𝑖𝑛𝑡(𝑡) = 𝛼 ∙ 𝑔(𝑡), with 𝛼 being a non-dimensional quantity whose exact value will be 

optimized in LS-OPT, expected to be in the range [0.75, 0.95], according to the described 

performed measurements. 

The observations relative to the boundary motion curve are confirmed by Fig. 5.2, containing 

experimental data relative to the test that had the camera recording the horn-specimen interface. 

Fig. 5.2 compares the value measured by the tracker on the specimen at the spot closest to the 

horn, which should translate into the displacement curve applied to the specimen, as indicated 

in Fig. 5.1. This curve is then compared to 𝑔(𝑡), the empirically obtained curve from the strain 

gauges placed on the horn, and the curve corrected by the multiplication to 𝛼, showing that 

𝑔(𝑡) is indeed a good approximation of the curve shape, while 𝛼 can be optimized to properly 

adjust its amplitude. This should allow the reliable identification of boundary conditions, while 

the camera can be placed elsewhere on the specimen to prioritize the quantification of material 

behavior. 

 

Figure 5.2 Comparison between the displacement curves 𝑔(𝑡), 𝛼 ∙ 𝑔(𝑡) once 𝛼 has been 

optimized, and the one measured through tracking analysis. 

Finally, the material model that should best simulate the specimens behavior should be 

selected. This task is accomplished through a qualitative observation of the specimen 

displacement curves and the choice of a material model possessing the necessary 

characteristics, potentially requiring some trial and error when it is observed that, even after 

material properties optimization, the desired result cannot be reached. 
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5.2. Parameter Optimization 

With the FEM established, the optimization of the material parameters can be achieved through 

LS-OPT. The variables to be optimized are 𝛼, as detailed in Section 5.1, relative to the 

boundary motion curve, and one or more of the chosen material model properties. For instance, 

in a linear-elastic model, the only property to be optimized is the elastic modulus, since the 

density is directly measured on the specimens, and the Poisson ratio is approximated using the 

same methods as in the specimen design, which is satisfactory, since it cannot be estimated 

from uniaxial data. However, nonlinear material models usually possess multiple variables that 

need to be optimized, as in the case of graphite, further detailed in Chapter 7. 

As optimization objective, it was established that the software should obtain the variables that 

best reproduce the displacements measured through the camera and the laser. Therefore, the 

goal was to minimize the error between the nodes numerical output displacement and the values 

experimentally measured. Particularly, only the experimental displacements from the last two 

cycles of each test are considered in the objectives, since at the beginning of the ramp, the noise 

in the measurements produces larger errors, whose influence in the results should be reduced. 

Moreover, the cycles preceding failure are the ones determining the material ultimate strength, 

being reasonable to focus on them to optimize material properties. It was also observed that 

calculating the numerical versus experimental errors between large datasets, i.e., more than one 

or two cycles, significantly increases computational time without necessarily improving the 

results. 

Since the laser is pointed at the specimen center in all tests, its results can be directly inputted 

as objective of the corresponding node. However, the camera tracker points displacements need 

to be interpolated to calculate the experimental displacements at the corresponding nodes of 

the FEM. This can be seen in the schematics of Fig. 5.3, highlighting where some of the 

graphite specimen FEM nodes are positioned in the zone recorded by the camera and relative 

to the tracker ROIs. 
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Figure 5.3 Illustration of procedure to define the experimental displacements as optimization 
objective. 

The linear interpolation method adopted for the camera measurements was selected to avoid 

redoing the FEM for each specimen, since the camera resolution, as in the physical size 

corresponding to the recorded window, is slightly different for each test, being measured only 

after the camera focus is set for the respective specimen. The same method was applied to the 

alumina specimens, the only difference being that, as pointed out in Section 4.4, the camera 

records a zone far from the specimen center, and so will be the corresponding FEM nodes. 

No other constraints are added to the optimization, since the boundary motion curve, calculated 

empirically from the experimental data, will dictate both the frequency and the ramp general 

form of the specimen resonance state. Hence, once the most accurate material model is selected, 

the variables indicating the material properties should converge to values that allow the 

reproduction of the measured resonance state on that frequency (𝑓𝑜𝑢𝑡). Otherwise, in the case 

where the material properties values do not allow resonance condition to be attained for that 

frequency of the boundary motion curve, the simulated specimen simply behaves as a rigid 

body in motion, i.e., with all its nodes showing the exact same movement as the displacement 

applied on the boundary, with the same phase, frequency, and amplitude, while the strains in 

all elements are always zero. 

Since each specimen is submitted to a different boundary motion curve, with its respective 

frequency and number of cycles, constituting essentially a different FEM for each test even if 

the material is the same, the variables cannot be optimized simultaneously for all the 

specimens. Therefore, optimization is conducted for each test independently. The material 

parameters obtained in each instance are then used to calculate the mean among the different 

tests to define the material properties. Finally, the optimizations are reconducted, this time 

fixing the material properties at the obtained mean values, and only having as variable the 𝛼 

𝛼 ∙ 𝑓(𝑡) 

z 

Laser 
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from the boundary motion curve. Hence, the only parameter unique to each specimen will be 

the one related to the respective test boundary condition since the material is the same in all 

instances. 

The need to run multiple optimizations, which include at least one per specimen plus all the 

required trial runs to find the most adequate material model, emphasizes the importance of 

simplifying the numerical model. Therefore, to minimize computational time, it was verified 

that the mesh adopted to model the analyzed specimens were not refined beyond necessary. To 

exemplify this verification, Fig. 5.4 shows the results for the graphite specimens mesh as 

presented in Fig. 5.3, measuring around 0.8 𝑚𝑚, and a more refined mesh, measuring around 

0.4 𝑚𝑚. The results in Fig. 5.4 were calculated using the nonlinear material model and 

parameters estimated in this work for graphite R4550, which will be discussed in Chapter 7. 

Both analyses consider the same boundary conditions, with the displacement applied to the 

specimen simulating the ramps observed in this work. The results are shown for the instant of 

time 𝑡𝑘 when 𝑢𝑧,𝑖𝑛𝑡(𝑡𝑘) = 𝐴𝑜𝑢𝑡 = 48 𝜇𝑚, putting the specimen under a tensile load. 

 

Figure 5.4 Comparison between longitudinal displacements and strains along the specimen 
axis calculated using two different meshes. 

The nonlinear behavior of graphite R4550, in Fig. 5.4, can be noticed through the fact that the 

displacements at the interface with the horn and at the free extremity of the specimen have 

different magnitudes from each other, i.e., 𝑈𝑓 ≠ 𝐴𝑜𝑢𝑡, as opposed to the values presented 

through the analytic equations and curves from Section 2.2, which consider a linear-elastic 

model with 𝑓𝑜𝑢𝑡 = 𝑓𝑛,𝑠, resulting in 𝑢𝑧,𝑓(𝑡) = −𝑢𝑧,𝑖𝑛𝑡(𝑡). Additionally, it demonstrates that the 
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strain on the interface with the horn is slightly above zero, which could be caused by a 

combination of the adopted nonlinear material model, and the applied boundary displacement 

being a ramp instead of regime condition. Despite these particularities caused by the nonlinear 

material model and 𝑢𝑧,𝑖𝑛𝑡(𝑡) being a ramp, both meshes produce very similar results, with the 

maximum strain 𝜀𝑚𝑎𝑥 resulting in 7120 𝜇𝑚/𝑚 for the more refined mesh, and 7119 𝜇𝑚/𝑚 

for the less refined mesh used in this work. 

 

5.3. Results Extraction and Analysis 

To verify the calculated material properties, the optimized FEM nodes displacements are 

compared to those experimentally measured through the calculation of a coefficient of 

determination, according to Eq. 5.2: 

𝑅2 = 1 −
∑(𝑢𝑒𝑥𝑝−𝑢𝑛𝑢𝑚)

2

∑(𝑢𝑒𝑥𝑝−𝑢𝑒𝑥𝑝̅̅ ̅̅ ̅̅ ̅)
2 , (5.2) 

being 𝑢𝑒𝑥𝑝 and 𝑢𝑛𝑢𝑚 the experimental and the numerical displacement, respectively, at the 

corresponding FEM node. Furthermore, rather than comparing the experimental and numerical 

results of only the two cycles preceding failure, which correspond to those considered as 

optimization objectives, the last 20 cycles for each test are applied to Eq. 5.2. By considering 

more cycles in the coefficient of determination, a more general evaluation of the numerical 

model and optimization procedure can be obtained, also providing indication of the process 

robustness in reproducing a large portion of the test despite the restricted choice of optimization 

objectives. 

With the FEM optimized and validated, the normal stress generated in each element is 

extracted, particularly the values for the highest global tensile stress achieved on that specimen 

𝜎𝑚𝑎𝑥, and its tensile strength at fracture 𝜎𝑓, which is the local nominal stress value extracted 

from the element in correspondence to the critical defect identified according to the procedure 

established in Section 3.3. By this definition, it is expected that 𝜎𝑚𝑎𝑥 ≥ 𝜎𝑓, since the element 

that achieves the highest tensile stress will not be necessarily the one to originate failure, which 

could happen in an element achieving a lower tensile stress but containing a larger defect. 

The critical defect position within the specimen is also calculated through the analysis 

conducted in VGSTUDIO, being defined as the coordinates of its geometrical center. For the 

few cases, all identified in alumina specimens, in which the critical defect was large enough to 
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occupy more than one element, it was verified that its center position on the z-axis was 

positioned in an element located on the fracture surface, being adjusted accordingly when 

necessary. 

With the successful completion of the numerical model, the material properties are defined, as 

well as the accurately estimated amplitudes of the boundary motion curve. Furthermore, the 

value for the material fracture strength 𝜎𝑓 is finally obtained, completing the required 

information for the calculation of the stress intensity factors 𝐾𝐼,𝑑, defined in Section 3.3. 

Additionally, the tensile stress 𝜎 achieved on each defect position can also be identified, 

through the extraction of the local nominal stress generated in each element, then applied to 

the same formulation for further analysis. 
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Chapter 6 

 

6.  Alumina 99.5% 
In this chapter, the parameters for micro-CT and UST test on alumina will be specified, along 

with the particularities of the analysis methods for the experimental data and the numerical 

model, followed by the results presentation. The entirety of the procedure defined for 

characterization of brittle materials was applied to 10 specimens of alumina 99.5%. 

 

6.1. Preliminary Material Characterization 

To verify the specimens conformity with the initial design parameters, a few measurements 

were conducted, more specifically to verify their density, longitudinal natural frequency, and 

elastic modulus. While the density was calculated from measurements using a precision scale 

and a caliper, the frequency and elastic modulus were obtained through IET. The results were 

obtained as follows: 

Table 6.1 Preliminary characterization of alumina specimens. 

Property Mean Standard deviation 

Density [𝑘𝑔 𝑚3⁄ ] 3969 1.3 
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Frequency [𝐻𝑧] 20362 25 

Elastic modulus [𝐺𝑃𝑎] 395.1 0.9 

 

Table 6.1 shows that the specimens have slightly higher values for all three properties when 

compared to the values adopted in the design. Nevertheless, the frequency of the specimen is 

within the ultrasonic machine operating range, which should allow the tests to be properly 

conducted. 

 

6.2. Defect Characterization Parameters 

Alumina is a relatively simple material to be scanned, since it is expected to be homogeneous 

while its component chemical elements should be able to attenuate the x-rays at a level that 

should create good contrast in the results. Particularly, the specimens geometry is not expected 

to generate excessive beam hardening, which can be eliminated with an adequate filter during 

the scan, in this case a copper filter, as shown in Table 6.2 with the other adopted test 

parameters. 

Table 6.2 CT-scanner configuration adopted for the alumina specimens. 

Parameter Set value 

Tube current [𝜇𝐴] 80 

Tube voltage [𝑘𝑉] 240 

Exposure time [𝑠] 1.0 

SOD [𝑚𝑚] 55 

SDD [𝑚𝑚] 1100 

Filter 1.5 mm Cu 

Number of projections 1600 

 

The configuration in Table 6.2 produces a resolution of 10 𝜇𝑚, which is enough to capture the 

full diameter of the specimen, and a portion of its length of around 18 𝑚𝑚 in high quality, 

from the captured span of 20.48 𝑚𝑚, since the upper and lower borders of the reconstruction 
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from cone beam CT-scanners always need to be eliminated due to errors caused by a 

phenomenon called capping artifact. Additionally, according to Section 3.3, the obtained 

resolution should be enough to reliably identify the presence of defects that respect √𝐴 ≥

40 𝜇𝑚, which is a size considerably larger than the grain sizes identified in the literature for 

alumina samples of at least 98% purity, ranging from 0.3 𝜇𝑚 to 10 𝜇𝑚 [1-3]. 

However, as observed in Subsection 4.3.1, these specimens have a large zone at their center 

that could be considered as being at risk of fracture during the UST test. Therefore, to ensure 

that the zone where the fracture would happen is scanned before the specimen failure, the 

micro-CT captured a span of at least 135 𝑚𝑚 at each specimen center, as illustrated in Fig. 

6.1, showing the final 3D reconstruction and its location on the specimen. To achieve this, each 

specimen was placed vertically on the stage and scanned 10 times, changing the stage z-

position at constant steps accordingly. When all the reconstructions are positioned in 

VGSTUDIO, they generate the 3D representation in Fig. 6.1, necessary for the accurate 

identification of the defects locations. 

 

Figure 6.1 Schematics of the scanned length of alumina specimens. 

The parameters for defect analysis were selected as described in Section 3.2, with the algorithm 

focus on void analysis, to find pores and internal cracks, deemed more prominent in a 

homogenous material. However, an inclusion analysis was also conducted to verify the need to 

consider additional types of imperfections. 

Moreover, the weights of the custom probability criterion were selected to prioritize the defect 

candidate contrast with the surrounding region, with its size, and relative gray value also being 

considered in smaller scale. Within the software, this translates into altering the factors called, 

respectively, scaled deviation, ignore small defects, voxel count, and deviation. The analysis 

results were then qualitatively observed, to ascertain that defect candidates were not being 

z 

135 mm 

135 mm 
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incorrectly included or excluded in the results, in which case the chosen weights would be 

slightly changed until most defects, specifically the largest ones, were accurately accounted 

for, following the values according to Table 6.3. Meanwhile, all the absent parameters were 

fixed at zero. 

Table 6.3 Probability factors used for defect analysis on alumina. 

Factor 
Scaled 

deviation 

Ignore small 

defects 
Voxel count Deviation Constant 

Value 1.00 [0.30, 0.50] [0.10, 0.30] [0.10, 0.30] 4.00 

 

 

6.3. Defect Characterization Results 

The internal defect analysis on alumina produced a wide variety of results, that were classified 

into three groups: pores, cracks, and inclusion. Generally, alumina specimens are characterized 

for the presence of seemingly uniformly distributed pores, which account for almost the totality 

of identified defects. They tend to be small – being all under 350 𝜇𝑚 in size (√𝐴) – while their 

shapes indicate that they might be generated by the presence of trapped gas or poor fusion 

among the particles. 5 out of the 10 analyzed specimens only presented pores in all their 

respective scanned lengths. 

The described results are illustrated through specimen number 6 on Fig. 6.2, with 6.2a showing 

the analysis on the complete scanned length and the absence of large defects, while 6.2b shows 

the defects surrounding the fracture surface after overlapping the ultrasonically tested specimen 

pieces with the original, among the defects contained between the fracture surfaces and those 

split by them, the largest one is selected as the critical. Moreover, Figs. 6.2c, and 6.2d compare 

the three observed types of pores, representing, respectively, a defect with high sphericity, a 

defect elongated on the specimen axial direction (same as the rods extrusion before sintering), 

and a defect with irregular shape. While the two formers are probably caused by gas, the latter 

might indicate poor bonding between particles, since some material seems to be present but in 

a smaller density than the surroundings, generating a zone with lower gray values than the 

material while still being higher than those caused by complete voids, like in Figs. 6.2c and 

6.2d. 
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Figure 6.2 Micro-CT data for alumina specimen 6, with (a) all the identified defects, (b) the 
defects surrounding the fracture surface, (c) a highly spheric pore, (d) an elongated pore, 

and (e) a defect likely caused by poor bonding. 

In addition, multiple severe defects were detected in other specimens, albeit in much smaller 

number, in the form of cracks. These shapes are characterized by large sizes, often above 

a) b) 

c) 

d) 

e) 

√𝐴 = 74 𝜇𝑚 

√𝐴 = 103 𝜇𝑚 

√𝐴 = 134 𝜇𝑚 
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1 𝑚𝑚, and by their propagation through well-bonded material, which might indicate their 

appearance after sintering. 4 out of the 10 analyzed specimens presented one or more crack-

type imperfections, besides pores, in their respective scanned lengths. One of these instances 

is presented in Fig. 6.3, with specimen number 5, whose analysis allowed the identification of 

two cracks, with sizes 3443 𝜇𝑚 and 1186 𝜇𝑚, respectively, with the fracture surface 

developing from the largest one, as seen in Fig. 6.3b showing the overlap between the specimen 

remaining pieces scans and the original. Meanwhile, Fig. 6.3c shows the comparison of the 

same slice taken before and after the ultrasonic test, confirming the crack being split by the 

fracture surface. 

 

Figure 6.3 Micro-CT data for alumina specimen 5, with (a) the two identified cracks with 
their respective sizes, (b) the fracture surface passing through the largest crack, and (c) the 

before and after of a fracture surface cross-section slice. 

Finally, despite the inclusion analysis having been conducted in all original scans, only one 

inclusion was found. Aside from this particularity, the relative specimen, of number 1, showed 

no cracks, only pores as its remaining imperfections. Taking advantage of the fact that this 

inclusion also happened to be specimen 1 critical defect, being seen on its fracture surface, it 

was observed in FESEM, and an Energy-Dispersive X-Ray Spectroscopy (EDS) analysis was 

conducted to identify the components present in the inclusion. Fig. 6.4 shows the defect 

analysis conducted on specimen 1, with 6.4a showing the defects in the vicinity of the fracture 

surface, all of which are pores, highlighting the only inclusion. Meanwhile, Fig. 6.4b contains 

√𝐴 = 3443 𝜇𝑚 a) 

c) b) 

√𝐴 = 1186 𝜇𝑚 
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the slice from the original scan, where the fracture surface would split the inclusion, in 

correspondence with the FESEM image in Fig. 6.4c, taken after the ultrasonic test, along with 

the results from the EDS analysis of the inclusion, showing that it was caused by an impurity 

of ferrous oxide (FeO) mixed with alumina, while the 4% of other elements are mostly carbon 

and oxygen. 

 

Figure 6.4 Experimental analysis of alumina specimen 1, the micro-CT showing (a) the 
defects surrounding the fracture surface and (b) the slice from the original scan containing 

the inclusion, and (c) the FESEM image with the EDS analysis results of the inclusion. 

Following the established methods for the identification of the critical defect and its 

classification, Table 6.4 was compiled, comparing, for each specimen, the largest defect with 

Component % weight 
FeO 51 

Al2O3 45 
Other 4 

 

a) 

b) 

c) 
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the critical defect, it also indicates that the inclusion size is comparable with the largest pores, 

while the cracks are around 10 times larger. 

Table 6.4 Defect analysis results for each alumina specimen, comparing their respective 
critical and largest defects. 

Specimen 
Critical defect 

size [𝜇𝑚] 

Critical defect 

type 

Largest defect 

size [𝜇𝑚] 

Largest defect 

type 

1 397 Inclusion The critical is also the largest. 

2 96 Pore 149 Pore 

3 107 Pore 289 Pore 

4 92 Pore 305 Pore 

5 3443 Crack The critical is also the largest. 

6 93 Pore 193 Pore 

7 3102 Crack The critical is also the largest. 

8 2714 Crack The critical is also the largest. 

9 1089 Crack 1152 Crack 

10 104 Pore 175 Pore 

 

Table 6.4 also indicates that the specimens containing exclusively pores always present larger 

defects than the one identified as critical, which is expected. Since the normal stress reaches 

different amplitudes along the specimen and, when no particularly severe imperfections are 

present, the critical defect will likely be in the higher stress zones, closer to the specimen center. 

Meanwhile, when a very large imperfection is present, the specimen could very well fail on a 

lower stress zone, such is the case for number 5, in Fig. 6.3. 

Given the variety of imperfections found on alumina specimens, concerning size, shape, and 

origin, a large scatter of fracture strength is expected as well. To visually compare the critical 

defects, their surface mesh was extracted from VGSTUDIO, being presented in Fig. 6.5, with 

6.5a showing the inclusion, from specimen 1 (in red), in scale with the pores (in green), while 

6.5b shows the inclusion in scale with the cracks (in blue). The defects view on the xy-plane 

corresponds to their respective projected areas, used to define √𝐴. 
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Figure 6.5 Alumina critical defects surface meshes, with frontal (xz-plane) and top (xy-plane) 
views, being (a) the inclusion (red) in scale with the pores (green), and (b) the inclusion (red) 

in scale with the cracks (blue). 

It can be noticed, from Fig 6.5, that the pores tend to assume one of the previously described 

shapes, even though their surfaces are often irregular. Meanwhile, the cracks are mostly penny-

shaped, although not completely flat and assuming elliptical forms, and often connected with 

neighboring pores, increasing their irregularity. The only exception being specimen 8, which 

showed ramified cracks on the fracture surface and its surroundings, as in Fig. 6.6, showing 

the 3D overlap and a vertical slice of these cracks. The critical defect, this time in red, is 

1 2 3 4 6 10 

a) 

1 5 7 8 9 

b) 
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apparently formed by multiple interconnected cracks, while the remaining highlighted 

imperfections are smaller cracks disconnected from the critical one, the pores being all 

suppressed from the graphical representation for a better visualization of the cracks. 

 

Figure 6.6 Illustration of alumina specimen 8 cracks. 

Finally, a verification using defect analysis results was conducted to collect evidence that the 

small number of cycles necessary to conduct the UST test were not likely to have caused defect 

propagation like in fatigue tests. Since the micro-CT parameters used to scan the original 

specimens and their broken pieces were the same, the defect analysis results should also be 

approximately the same for the defects in the vicinity of the piece fracture surfaces, i.e., 

excluding those that were split or went missing with eventual small fragments. 

Therefore, a defect analysis with the same parameters as the originals was conducted on the 

broken pieces scans, comparing the corresponding detected imperfections before and after the 

ultrasonic test. The defects larger than 40 𝜇𝑚 identified in both analyses were compared, as 

shown for specimen 8 in Fig. 6.7a through the plot of their sizes by their position from the 

specimen free extremity in the ultrasonic test, which then had their normal Probability 

Distribution Functions (PDF) calculated as in Fig. 6.7b. Particularly, specimen 8, also having 

a large number of cracks, as seen in Fig 6.6, that were not part of the fracture surface and were 

captured on the rescan, should provide more concrete evidence that the defects are not 

propagating due to fatigue. Indeed, the largest defects in the specimen have approximately the 

Before After 
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same sizes in both analyses, while the difference in mean size for before (𝜇𝑏) and after (𝜇𝑎) the 

ultrasonic test is below the scanning resolution of 10 𝜇𝑚.   

 

Figure 6.7 Defect analyses before and after the ultrasonic test for alumina specimen 8, with 
(a) showing the defect sizes and their positions, and (b) their size normal PDF. 

Although the scanning and analysis parameters were the same in all instances, several other 

factors can influence the results, such as the newly created fracture surfaces whose irregular 

shapes cause localized beam hardening or noise in the scans, and errors in the broken pieces 

orientation over the original during object registration. Moreover, there could be effects of 

remaining substances, that are not present in the original scans, applied to the specimens lateral 

surfaces for the tensile test, comprised by spray paint for DIC analysis, adhesives for eventual 

strain gauges and for attaching the specimen to the horn, all of which cannot be properly 

removed without causing additional damage to the fracture surfaces. 

Nevertheless, the difference in the resulting mean defect size in all instances was seen to be 

below the scanning resolution, according to Fig. 6.8, reporting the remaining specimens. 

Therefore, there is no evidence suggesting that defects might have propagated due to the cycles 

required to achieve the specimens fracture strength, indicating a possible absence of fatigue 

damage. 

b) a) 
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Figure 6.8 Comparison of normal PDF of defect sizes before and after the ultrasonic test for 
the remaining specimens. 

 

6.4. Ultrasonic Tensile Test Parameters 

The specific parameters for the UST tests on alumina are reported on Table 6.5. The selected 

output amplitude applied to the material properties measured in Section 6.1 considering a 

linear-elastic material, should achieve the indicated maximum stress amplitude at the end of 

the ramp. The output frequencies were defined by the horn signature procedure, in which the 

ultrasonic testing machine measures the horn-specimen system resonance frequency. 

Meanwhile, the camera resolution indicates the pixel size of the acquired images. 

Table 6.5 UST test parameters for alumina. 

Specimen 

Output 

frequency 𝑓𝑜𝑢𝑡 

[𝐻𝑧] 

Output 

amplitude [𝑉] 

Maximum 

stress [𝑀𝑃𝑎] 

Camera 

resolution 

[𝜇𝑚] 

1 20269 
9 547 

30.7 

2 20284 30.6 
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3 20271 29.5 

4 20324 28.9 

5 20270 28.5 

6 20332 28.9 

7 20269 28.0 

8 20329 28.9 

9 20362 28.9 

10 20387 28.9 

Mean 20310 - - 29.2 

 

Furthermore, since the camera was positioned near the specimen free extremity, to allow the 

measurement of larger displacement amplitudes, the fracture zone was unlikely to be recorded. 

Since, when failure happens, the system natural frequency suddenly changes, it is expected that 

the machine will be momentarily destabilized until it is stopped, producing peaks of stress, 

which often causes the broken piece still attached to the horn fall off due to the adhesive failure. 

When concerning a material as brittle as alumina, these sudden peaks of stress could cause not 

only failure on the adhesive, but also on other points of the specimen piece still attached to the 

machine. 

Therefore, another camera, with 30 𝑘𝑓𝑝𝑠 acquisition rate, was used to record the full specimen, 

so that the first generated fracture surface could be defined in case secondary fractures should 

occur between failure and the system complete halt, which generally takes around three or four 

cycles. The recording window by the second camera can be seen in Fig. 6.9a, which also 

indicates the zone being captured by the main camera, detailed in Section 4.4, whose frame is 

shown in Fig. 6.9b. Meanwhile, Fig. 6.9c indicates the first fracture surface to appear on the 

specimen, also marked in Fig. 6.9a. This particular specimen produced three secondary fracture 

surfaces after failure occurred, hence the need to set up a second camera. 
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Figure 6.9 Alumina data recording schematics, showing (a) second camera frame, indicating 
(b) the zone recorded by the main camera for DIC, and (c) the fracture surface. 

 

6.5. Ultrasonic Tensile Test Results 

Following the raw data analyses procedures described in Section 4.7, the displacement graphics 

for each specimen were obtained and plotted, as in Fig. 6.10 for specimen 6. Fig. 6.10 shows 

the results measured through the laser, whose position is indicated on the specimen schematics, 

and the camera, already interpolated for the 6 points in correspondence to the FEM nodes, as 

indicated in the recorded frame. 

 

Figure 6.10 Displacement results for specimen 6 showing the amplitudes at different time 
ranges up to failure. 

Fig. 6.10 shows the laser being in phase with all the camera tracker points, accordingly to the 

expected, meaning that, for each cycle, all the curves have their peaks and valleys, respectively, 

around the same instant. Fig. 6.10 also demonstrates that failure occurs around a peak of tensile 

z Fracture surface 

a) 

b) 

c) 
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stress, i.e., where the measured displacements are near a cycle valley, when, theoretically, the 

lower half of the specimen should have negative displacements and the upper half positive 

ones, as demonstrated by Fig. 4.11b, in Section 4.4. Moreover, it can be noticed that, even 

while ramping up to regime state, the displacements seem symmetrical with respect to the zero 

abscissa, with each curve in Fig. 6.10 having similar magnitudes for the maximum and 

minimum value within the same cycle. Such verifications were conducted for all tested 

specimens and, once the analysis was validated, the results could be compiled in Table 6.6. 

Table 6.6 UST test experimental results for alumina. 

Specimen 
Maximum laser 

amplitude [𝜇𝑚] 

Number of 

cycles 

Test duration 

[𝑚𝑠] 

Fracture surface 

position z [𝑚𝑚] 

1 47.0 75 3.7 76.2 

2 66.6 100 4.9 109.9 

3 52.2 68 3.4 143.0 

4 52.8 71 3.5 145.8 

5 24.9 69 3.4 57.3 

6 48.1 64 3.1 108.5 

7 17.5 33 1.6 101.6 

8 18.0 44 2.2 116.8 

9 39.1 57 2.8 140.9 

10 44.6 68 3.3 114.0 

 

Table 6.6 reports the maximum measured amplitude by the laser, with the camera 

measurements being very similar in each case, as in Fig. 6.10, since it records a zone close to 

the specimen free extremity. Moreover, the comparison between the amplitudes indicates that 

the testing machine is not able to reproduce the ramp increase rate throughout the different 

tests, particularly, specimens 3 and 5 sustained a similar number of cycles, with the latter 

achieving less than half the amplitude at the laser. Nevertheless, the machine seems to be 

capable of respecting the imposed ramp time, since all tests lasted less than 5 𝑚𝑠, while the 

theoretical regime amplitude measured by the laser should be 108 𝜇𝑚. Furthermore, the 
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boundary motion curve defined in Section 5.1 was observed to properly respect these 

particularities, especially since its general shape comes from strain gauges measurements on 

the horn. 

Finally, Table 6.6 also reports the position in z-direction of the fracture surface, with 𝑧 = 0 

corresponding to its free extremity. The fracture surface position is the same as the one 

measured for the critical defect, as defined in Section 3.3. In general, it can be said that the 

specimens that only showed pores as imperfections fail closer to the specimen center (at 𝑧 =

124.5 𝑚𝑚), i.e., at the higher stress zones, while those containing more severe flaws, are 

largely dependent on their locations. 

 

6.6. FEM Setup 

Observing the displacement curves behavior, following the one from Fig. 6.10, it was 

established that the material model best able to simulate alumina 99.5% was linear-elastic. 

Indeed, the results in Fig. 6.10 are within the expected when considering the analytical 

resonance state for the alumina specimens, demonstrated in Fig. 4.11b, in Section 4.4, which 

employs a linear-elastic material model. Although the experiment likely does not obey the 

analytical equations assumption of 𝑓𝑜𝑢𝑡 = 𝑓𝑛,ℎ = 𝑓𝑛,𝑠, causing slight changes on the amplitudes 

observed in Fig. 4.11b, the experimental curves in Fig. 6.10 are still in phase with each other, 

i.e., all their peaks and valleys happen around the same instant of time in each cycle, and they 

are also symmetrical with the zero abscissa despite the increasing amplitude of the boundary 

motion curve. Both behaviors suggest a linear response that is not dependent on the strain rate. 

Therefore, the only material property that needs to be optimized in the adopted linear-elastic 

model is the elastic modulus 𝐸, along with factor 𝛼 from the boundary motion curve. 

Meanwhile, the Poisson ratio was used as the design value of 0.26, since it cannot be estimated 

from longitudinal displacement data. The optimization objectives were grouped so that each 

measuring device would contribute equally to the variables calculation. Therefore, the laser 

measurements were attributed weight 6, while each of the nodes measured by the camera, as 

shown in Fig. 6.10 were attributed weight 1. 
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6.7. FEM Results 

To guarantee the successful optimization of the FEM, the displacements numerically obtained 

are compared to those experimentally measured, as in Fig. 6.11, representing specimen 6, also 

having their determination coefficients calculated, according to Section 5.3, as a method for 

quantitatively validating the results. It can be noticed in Fig. 6.11, through the observation of 

the last cycle before failure, that the linear-elastic material model applied to alumina is capable 

of reliably reproducing its behavior during the ultrasonic test. 

 

Figure 6.11 Comparison between the experimental displacement curves and those obtained 
through the numerical model for alumina. 

Furthermore, the optimization conducted in all specimens resulted in an elastic modulus of 

371.2 𝐺𝑃𝑎, which is 6.0 % smaller than the one measured through IET, shown in Section 6.1. 

However, this difference is expected, since experimental data from the literature suggests that 

brittle materials elastic modulus measured in dynamic non-destructive tests, such as IET, tend 

to be slightly higher than those measured in quasi-static tests, such as uniaxial compression, 

and three and four-point bending [4-6]. Although the UST test involves high strain rates, 

contrary to quasi-static tests, it also generates strains on the specimen that are considerably 

larger than those caused by the impulse from an IET method, potentially causing a similar 

effect to those of a quasi-static test. The final empirically obtained material properties are 

reported in Table 6.7. 

Table 6.7 Alumina material properties. 

Density [𝑘𝑔/𝑚3] 3969 
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Elastic modulus [𝐺𝑃𝑎] 371.2 

 

With the obtained material model, the results for each specimen could be extracted according 

to Table 6.8, showing primarily the determination coefficients indicating the model high 

accuracy for all specimens. Moreover, Table 6.8 reports their respective factor 𝛼 values, all 

within the range [0.80, 0.89], with the resulting maximum amplitude achieved by the boundary 

motion curve, corresponding to the amplitude effectively delivered to the specimen, including 

the optimized 𝛼. Another indication of the proper choice of material model and estimation of 

the optimization variables is the fact that the calculated achieved amplitude, i.e., the amplitude 

of the boundary motion curve in the last cycle, is similar to the maximum amplitude measured 

by the laser for each respective specimen, previously presented in Table 6.6, in Section 6.5. 

Considering these two quantities as estimates of 𝐴𝑜𝑢𝑡 and 𝑈𝑓, respectively, it is observed that 

𝐴𝑜𝑢𝑡 ≈ 𝑈𝑓, with 𝑈𝑓 differing at most in 5.5% from 𝐴𝑜𝑢𝑡. Meanwhile, the analytical amplitudes 

shown Fig. 4.11b, in Section 4.4, have 𝐴𝑜𝑢𝑡 = 𝑈𝑓 for a linear-elastic material, indicating that 

the differences in the experimental values for of 𝐴𝑜𝑢𝑡 and 𝑈𝑓 are likely caused by a combination 

of experimental errors, and by the analytical equations assuming 𝑓𝑜𝑢𝑡 = 𝑓𝑛,ℎ = 𝑓𝑛,𝑠 and regime 

condition. 

Table 6.8 Results for each alumina specimen extracted from the optimized FEM. 

Specimen 
Average 

𝑅2 
Factor 𝛼 

Achieved 

amplitude [𝜇𝑚] 
𝜎𝑓 [𝑀𝑃𝑎] 𝜎𝑓/𝜎𝑚𝑎𝑥  

1 0.997 0.86 49.7 203.8 0.85 

2 0.997 0.84 66.4 322.6 0.99 

3 0.997 0.86 53.4 248.6 0.95 

4 0.997 0.86 54.1 249.0 0.94 

5 0.994 0.80 26.0 85.3 0.68 

6 0.996 0.85 48.5 236.4 0.99 

7 0.986 0.85 16.8 79.5 0.97 

8 0.981 0.89 18.4 90.2 1.00 
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9 0.996 0.84 39.4 186.1 0.96 

10 0.993 0.81 47.2 232.6 1.00 

 

Table 6.8 also shows the fracture strength, corresponding to the one calculated on the critical 

defect, and its ratio to the maximum strength globally achieved on the specimen, defined as 

𝜎𝑓/𝜎𝑚𝑎𝑥. Accordingly, if a risk-volume for alumina 99.5% were to be calculated based on this 

experimental dataset, it should correspond to the volume of material withstanding at least 68% 

of the maximum stress, which is a rather low value when compared to the 90% often adopted 

in VHCF tests [7], representing further evidence to the already expected defect susceptibility 

of alumina. In this case, if the threshold for calculating the risk-volume were to be adopted as 

the lowest measured ratio 𝜎𝑓/𝜎𝑚𝑎𝑥, then it would be 𝑉 = 9817 𝑚𝑚3, while the commonly 

adopted threshold of 90% would result in 𝑉 = 5301 𝑚𝑚3, both of which are considered large 

values when conducting size effect analyses [7,8]. 

According to the supplier datasheet, the material strength value was measured through 3-point 

bending, being 490 𝑀𝑃𝑎, with no indication of testing configuration and specimen geometry. 

However, upon further contact with the supplier, updated data was obtained for the material, 

from 3-point bending tests following the norm JIS R1601:2008 [9], for 30 𝑚𝑚 and 40 𝑚𝑚 

span between supports, both concerning rectangular cross-section specimens of 3 𝑚𝑚 height 

and 4 𝑚𝑚 width. The supplier results are compared to the results obtained in the UST test in 

Table 6.9, with mean strength defined by the supplier as the specimen ultimate strength while 

the mean strength for the UST test corresponds to the fracture strength 𝜎𝑓. 

Table 6.9 Comparison of strength data and risk-volumes for alumina in different test 
configurations. 

Test configuration 
Mean strength 

[𝑀𝑃𝑎] 

Risk-volume at 

0.9 ∙ 𝜎𝑚𝑎𝑥 [𝑚𝑚3] 

Risk-volume at 

0.68 ∙ 𝜎𝑚𝑎𝑥 [𝑚𝑚3] 

UST 193.4 5301 9817 

3-point bending, 

40 𝑚𝑚 span 
340 1.2 14.2 

3-point bending, 

30 𝑚𝑚 span 
440 0.9 10.6 
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Given the relationship between risk-volume and material strength, as detailed in Section 1.2, it 

is expected that the supplier testing configuration will obtain considerably larger values for 

alumina strength. Indeed, Table 6.9 shows that the risk-volume in the UST test is over two 

orders of magnitude larger than both 3-point bending configuration. 

 

6.8. Stress Intensity Factors 

Finally, following the SIF calculation methodology defined in Section 3.3, the critical defect 

size can be quantitatively correlated with the fracture strength. Following Eq. 3.3, 𝜎𝑓√√𝐴𝑐 is 

plotted in function of √𝐴𝑐/∅, being ∅ = 10 𝑚𝑚, for the alumina specimens, resulting in Fig. 

6.12a, allowing the estimation of a fitting curve, corresponding to the function 1/𝑌. After the 

empirical estimation of 𝐾𝐼,𝑑 according to Eq. 3.2, the graphic in Fig. 6.12b is generated, 

representing SIF values that tend to be constant at 𝐶 with the critical defect size, as dictated by 

the empirical equation. 

  

Figure 6.12 Correlation between 𝜎𝑓 and √𝐴𝑐 for alumina, being (a) the raw data and the 
respective fitting, and (b) the data applied to the empirical formulation for the SIFs. The 

filled markers represent the four specimens used to calculate the constant 𝐶. 

The empirical formulation resulting in Fig. 6.12b follows Eq. 6.1, for the alumina specimens: 

𝐾𝐼,𝑑 = 2.13 ∙
1

4.19 ∙ 𝑒
0.387∙

√𝐴𝑐
∅ − 3.12 ∙ 𝑒

−65.1∙
√𝐴𝑐
∅

∙ 𝜎𝑓√√𝐴𝑐 (6.1) 

Particularly, the estimation of the constant 𝐶 = 2.13 𝑀𝑃𝑎 ∙ 𝑚1/2  only took into account 

specimens 3, 4, 6 and 10, highlighted in Fig. 6.12 through the filled markers, not considering 

a) b) 
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the specimens whose critical defects were cracks or the inclusion, given Murakami’s 

formulation limitations [10]. Furthermore, since specimen 2, although also only possessing 

pores as imperfections, resulted in a considerably higher fracture strength when compared to 

the other four, while having a similar critical defect size, it was not taken into account in this 

estimate to avoid influencing the SIF values by data that was too far from the mean. 

Considering the whole set, Eq. 6.1 resulted in a mean SIF of 2.22 𝑀𝑃𝑎 ∙ 𝑚1/2 with a standard 

deviation of 0.34 𝑀𝑃𝑎 ∙ 𝑚1/2. The obtained values, although calculated using the values for 

the critical defect size, do not translate into the critical SIF, or fracture toughness 𝐾𝐼𝑐, since 

they correspond to an empirical formulation relating the strength and critical defect size 

measured through the methods explained in this work. 

As a further comparison, the empirical formulation in Eq. 6.1 was applied to the 400 largest 

defects identified on each specimen, to calculate the SIF generated by the nominal tensile stress 

being produced at each defect position when failure happened. The graphics in Fig. 6.13 show 

the obtained results, with each specimen critical defect plotted in red. 

Particularly, this analysis is to verify that the largest value of 𝐾𝐼,𝑑 in the respective specimen 

was also caused by its critical defect, potentially validating Eq. 6.1. This does seem to be the 

case for all the specimens containing cracks (5, 7, 8, and 9), and for the specimen containing 

the inclusion (1). However, for the specimens that only presented pores (2, 3, 4, 6, and 10), 

although the value for the critical defect is generally among the highest, some cases, 

specifically specimens 3 and 4, showed SIF values up to 14% larger than their respective 

critical ones, which could cast doubt on the validity of Eq. 6.1, indicating the influence of 

factors other than the size, such as shape, distance to the material surface, and distribution 

within the material, which could cause two smaller defects close to each other to be more 

critical than if just one slightly larger defect were in that same place. 

Nevertheless, the formulation accurately predicts failure when severe defects are involved, 

which correspond to the extreme situations, where the strength levels are the lowest, while also 

providing a sufficiently good approximation in their absence. Therefore, it can still be applied 

to component design while also maintaining its simplicity, since it depends only on the defect 

and component sizes. 
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Figure 6.13 SIF at fracture on each alumina specimen for the 400 largest identified defects, 
with the critical defect being highlighted in red. 



109 
 

Alumina 99.5% 
 

 

6.9. References 

[1] T. Jiao, Y. Li, K. T. Ramesh, and A. A. Wereszczak, “High Rate Response and Dynamic 

Failure of Structural Ceramics,” Int. J. Appl. Ceram. Technol., vol. 1, no. 3, 2004. 

[2] J. Seidel, N. Claussen, and J. Rödel, “Reliability of alumina ceramics: Effect of grain 

size,” J. Eur. Ceram. Soc., vol. 15, no. 5, pp. 395–404, 1995, doi: 10.1016/0955-

2219(95)91430-V. 

[3] B. . T. and E. D. C. K.-Y. Lee, L.C.G. Cropsey, “Grain size, density, and mechanical 

properties of alumina batch-processed in a single-mode microwave cavity,” Mater. Res. 

Bull., vol. 32, no. 3, pp. 287–295, 1997. 

[4] G. Nie, Y. Bao, D. Wan, and Y. Tian, “Measurement of the high temperature elastic 

modulus of alumina ceramics by different testing methods,” Key Eng. Mater., vol. 768, 

2018, doi: 10.4028/www.scientific.net/KEM.768.24. 

[5] D. Kotsanis, P. Nomikos, and D. Rozos, “Comparison of Static and Dynamic Young’s 

Modulus of Prasinites,” p. 54, 2021, doi: 10.3390/materproc2021005054. 

[6] W. de A. Thomaz, D. Y. Miyaji, and E. Possan, “Comparative study of dynamic and 

static Young’s modulus of concrete containing basaltic aggregates,” Case Stud. Constr. 

Mater., vol. 15, 2021, doi: 10.1016/j.cscm.2021.e00645. 

[7] A. Tridello, D. S. Paolino, and M. Rossetto, “Ultrasonic VHCF tests on very large 

specimens with risk-volume up to 5000 mm3,” Appl. Sci., vol. 10, no. 7, Apr. 2020, doi: 

10.3390/app10072210. 

[8] A. P. Pagnoncelli, A. Tridello, and D. S. Paolino, “Modelling size effects for static 

strength of brittle materials,” Mater. Des., vol. 195, Oct. 2020, doi: 

10.1016/j.matdes.2020.109052. 

[9] “JIS R1601:2008 - Testing method for flexural strength (modulus of rupture) of fine 

ceramics at room temperature,” Japanese Ind. Stand. / Japanese Stand. Assoc., 2008. 

[10] Y. Murakami, Theory of elasticity and stress concentration. 2016. doi: 

10.1002/9781119274063. 

 

 



110 
 

Alumina 99.5% 
 

  



111 
 

Graphite R4550 
 

 

Chapter 7 

 

7.  Graphite R4550 
In this chapter, the parameters for micro-CT and UST test on alumina will be specified, along 

with the particularities of the analysis methods for the experimental data and the numerical 

model, followed by the results presentation. The procedure defined for characterization of 

brittle materials was successfully applied to 16 hourglass specimens of graphite R4550. 

 

7.1. Preliminary Material Characterization 

The graphite specimens were initially characterized through simple measurements, as in the 

alumina case, with its dimensions and weight being verified, resulting in the density value 

reported in Table 7.1. Additionally, the specimens longitudinal natural frequency was verified 

though IET, resulting in the mean value of 20971 𝐻𝑧, which could represent an issue since it 

is outside the machine operating range. However, the horn-specimen system frequency should 

be within the range for the test to be possible, with the horn having considerably larger mass 

and dimensions than the specimen, its frequency is expected to mostly dictate the system, 

keeping it at the desired overall value. Therefore, the only remaining concerns were the 

specimen itself not going into the resonance state and the generation of excessive tension on 

the adhesive, which, upon the tests execution, were verified not to be issues. 
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Table 7.1 Preliminary characterization of graphite specimens. 

Property Mean Standard deviation 

Density [𝑘𝑔 𝑚3⁄ ] 1830 4.6 

Frequency [𝐻𝑧] 20971 27 

 

In addition to the values in Table 7.1, the elastic modulus, considering a linear-elastic material, 

was numerically estimated through Ansys Workbench harmonic response analysis, producing 

a value of 11.8 𝐺𝑃𝑎, considerably larger than the 10.9 𝐺𝑃𝑎 used in the design. With the 

resulting density being similar to the one originally employed, the variation in elastic modulus 

is the reason for the unexpectedly high natural frequency. 

 

7.2. Defect Characterization Parameters 

Graphite caused slightly more difficulty in the configuration of the CT-scanner for the 

acquisition of good quality projections. Its relatively low density showed a tendency of causing 

noise in the final reconstructions. To avoid this, the x-ray beam was not filtered, and the 

detector was positioned very closely to the tube, with 𝑆𝐷𝐷 at only 750 𝑚𝑚, as shown in Table 

7.2. This way, the material would be able to attenuate a higher percentage of the x-rays 

intensity, improving the contrast and, therefore, reducing the noise. 

Table 7.2 CT-scanner configuration adopted for the graphite specimens. 

Parameter Set value 

Tube current [𝜇𝐴] 100 

Tube voltage [𝑘𝑉] 60 

Exposure time [𝑠] 1.0 

SOD [𝑚𝑚] 32 (64) 

SDD [𝑚𝑚] 750 

Filter none 

Number of projections 1600 (800) 
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In Table 7.2, the parameters having values between parenthesis are those that were not the same 

in the original scans and the ones conducted after the ultrasonic test. In the original scans, the 

resolution was higher, at 8.53 𝜇𝑚, with more projections, while rescans acquired half the 

number of projections and doubled 𝑆𝑂𝐷, also doubling the resolution value. This decision was 

made to reduce scanning time, since the main goal with the rescans was to define the fracture 

surface position, while the originals had high quality and resolution to allow an accurate defect 

analysis. Moreover, according to the observations in Section 3.3, the resolution from the 

original scans should provide proper identification of defects that respect √𝐴 ≥ 34.12 𝜇𝑚, still 

larger than the expected grain sizes for ultra-fine grain graphites, such as R4550, ranging from 

1 𝜇𝑚 to 30 𝜇𝑚, as pointed out by literature data [1,2]. 

Since these specimens are relatively short, at 30.9 𝑚𝑚 of total length, only one scan should be 

enough to capture the entire risk-volume, acquiring the specimen central zone, as in Fig. 7.1, 

indicating the scanned dimension. All the specimens had a length of at least 12.7 𝑚𝑚 scanned 

in high quality, allowing a reliable defect analysis with high likelihood of containing the 

fracture surface.  

 

Figure 7.1 CT-scanned portion of the graphite specimen compared to its full length. 

Once the scans were collected and the reconstructions obtained, the defect analyses, according 

to described in Section 3.2, were conducted, to verify the presence of voids and inclusions. 

Once the primary types of defects were identified through a few tentative analyses, it was 

established that all specimens would be well characterized with a void analysis using the 

custom probability criterion, whose factors weights are reported in Table 7.3. 
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Table 7.3 Probability factors used for defect analysis on graphite. 

Factor 
Scaled 

deviation 

Ignore small 

defects 
Sphericity Constant 

Value 0.50 0.50 0.50 1.00 

 

As reported in Table 7.3, showing all the factors whose weights were attributed non-zero 

values, scale deviation was adopted as 0.5, since it checks the deviation of the defect candidates 

gray levels regarding their surroundings, or the contrast levels. Moreover, the factor to ignore 

small defects was also used, to avoid selecting defects that occupy too few voxels for an 

accurate measurement, which could also cause image noise to be identified as defects. 

Finally, sphericity (Φ), also given a 0.5 weight, is calculated as the ratio between the surface 

of the smallest sphere containing the defect (𝑆𝑠) and the defect surface (𝑆𝑑), according to Eq. 

7.1. This factor was used since preliminary evaluations showed the complete absence of large 

cracks and excessively elongated pores. Therefore, its use does not incorrectly eliminate defect 

candidates, while also contributing to eliminating defect candidates that are actually noise, and 

generating smoother contours on real defects, since it treats them more like pores rather than 

cracks. 

Φ =
𝑆𝑠
𝑆𝑑

 (7.1) 

 

7.3. Defect Characterization Results 

Unlikely alumina, graphite showed no cracks or inclusions as imperfections, only pores. They 

were generally uniformly distributed and all below 120 𝜇𝑚 in size, assuming one of two 

shapes: approximately spherical, probably caused by trapped gas within the raw mixture before 

pressing, and more random shapes, in correspondence to low material density areas, where the 

x-rays attenuation is lower than the material but higher than the background, probably 

indicating poor bonding between grains. Contrary to alumina rods, graphite specimens did not 

present elongated pores in a specific direction, which is expected, since R4550 is produced 

through isostatic pressing. 

These results are exemplified by Fig. 7.2, showing specimen 12, with Fig. 7.2a corresponding 

to the defect area graphical representation on the original scan, with dimensions as in Fig. 7.1, 
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overlapped with the two broken pieces rescanned after the ultrasonic test, with the fracture 

surface generated very close to the specimen center. Moreover, Fig. 7.2b and Fig. 7.2c illustrate 

the two described types of pores found in graphite specimens. Since hourglass specimens 

considerably reduce the material risk-volume when compared to constant cross-section ones, 

all graphite specimens failed near their centers, around their halfway lengths, as shown in Fig. 

7.2a, which is also expected when considering that no particularities were identified among the 

analyzed imperfections. 

 

Figure 7.2 Micro-CT data for graphite specimen 12, showing (a) the 3D image for the 
original scan with defect analysis overlapped with the rescanned pieces, (b) a highly 

spherical pore, and (c) an irregularly shaped pore. 

Once the rescans are conducted and overlapped with the originals, the critical defect can be 

selected through the method described in Section 3.3, being illustrated for the graphite 

specimens in Fig. 7.3, showing the cross-section containing the critical defect of specimen 12. 

In Fig. 7.3, it can also be perceived that the scan is more detailed in the original, with better 

quality and sharpness, which are reduced on the rescans due to the lower resolution and number 

of acquired projections. 

√𝐴 = 83 𝜇𝑚 

√𝐴 = 60 𝜇𝑚 

 

a) 

b) 

c) 
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Figure 7.3 Graphite specimen 12 critical defect indicated in red (a) on the original scan, and 
(b) on the fracture surface. 

Table 7.4 reports the results obtained for graphite, with specimen 1 being the only one having 

its critical defect being also the largest, showing that the largest defect is almost never the 

critical. Nevertheless, this was anticipated, since the scanned material volume is expected to 

be considerably larger than the risk-volume, to guarantee that the critical defect would be 

properly analyzed. 

Table 7.4 Defect analysis results for each graphite specimen, comparing their respective 
critical and largest defects. 

Specimen Critical defect size [𝜇𝑚] Largest defect size [𝜇𝑚] 

1 112 critical = largest 

2 84 96 

3 92 98 

4 84 93 

5 86 117 

6 85 99 

7 99 105 

8 93 96 

9 89 100 

a) b) 
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10 94 105 

11 89 101 

12 85 96 

13 82 91 

14 92 101 

15 93 114 

16 84 91 

Mean 90 101 

 

Finally, all 32 fracture surfaces were observed through FESEM to verify the possibility of crack 

propagation, which could indicate fatigue. In all observations, the fracture surfaces had an 

aspect as shown in Fig. 7.4a, being impossible to determine where failure started or to identify 

its path, hence, suggesting no evidence of fatigue. Moreover, the microstructure of R4550 was 

also observed, as in Fig. 7.4b, being shown to possess the usual morphology of isostatically 

pressed graphites, according to those found in the literature [1,2]. 
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Figure 7.4 FESEM images of graphite specimen fracture surfaces, illustrating (a) their 
general aspect, and (b) their microstructure indicating filler (F), binding carbon (B), and 

void (V). 

Fig. 7.4b shows similar structures to those identified on fracture surface morphology of 

isostatic graphite for nuclear applications (SNG623) in [1], specifically: 

• the flat and smooth surfaces, corresponding to filler particles split by trans-granular 

fracture (F), in this case measuring around 10 𝜇𝑚, being within the expected range for 

ultra-fine grain graphites of 1 − 30 𝜇𝑚; 

• the rougher areas resulting from intergranular fracture, relative to either pure binding 

carbon or biding carbon attached to filler particles that were not split during fracture 

(B); 

• the voids that were produced during manufacturing or due to the dislodging of filler 

particles during failure (V), in this case too small to be identified through CT-scan, 

measuring less than 5 𝜇𝑚. 

 

7.4. Ultrasonic Tensile Test Parameters 

The specific parameters for the UST test on graphite are reported in Table 7.5, with the output 

frequencies being those measured through horn signature, corresponding to the horn-specimen 

system natural frequencies. It can be observed that, although the specimens by themselves were 

all above the machine operating frequencies, the horn-specimen system still remained within 

a) b) 

F 

V 

B 
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the desired range. Meanwhile, the output amplitude of 4 𝑉 was verified to be able to fracture 

the specimens, since it should be able to produce a normal stress amplitude of 97 𝑀𝑃𝑎, which 

is the value calculated using the updated elastic modulus of 11.8 𝐺𝑃𝑎 measured through IET, 

as detailed in Section 7.1. 

Table 7.5 UST test parameters for graphite. 

Specimen 

Output 

frequency 𝑓𝑜𝑢𝑡 

[𝐻𝑧] 

Output 

amplitude [𝑉] 

Maximum 

stress [𝑀𝑃𝑎] 

Camera 

resolution 

[𝜇𝑚] 

1 20251 

4 97 

26.6 

2 20240 27.1 

3 20251 26.3 

4 20246 27.2 

5 20165 27.1 

6 20252 27.3 

7 20238 26.7 

8 20210 27.2 

9 20180 27.2 

10 20224 27.2 

11 20194 27.2 

12 20228 27.2 

13 20187 27.2 

14 20237 27.3 

15 20231 27.3 

16 20233 27.1 

Mean 20223 - - 27.1 
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Moreover, the mean pixel size of the camera frames was measured as 27.1 𝜇𝑚, corresponding 

to a recorded length of the specimen of 13.9 𝑚𝑚, which allows the frame to be positioned 

symmetrically at the specimen center, as indicated in Fig. 7.5, showing both the camera and 

the broken specimen with its top half still attached to the horn and the bottom one laying on a 

support. This configuration will likely be able to capture the fracture surfaces in all tests, as 

indicated through the schematics showing a frame after failure occurred, in scale with the 

specimen geometry, while also being able to record relatively high displacements closer to the 

frame top and bottom extremities. 

 

Figure 7.5 Positioning of the high-speed camera on graphite specimens. 

 

7.5. Ultrasonic Tensile Test Results 

Through the analyses of the camera recordings, it was observed that none of the specimens was 

detached from the horn before failure, while the fracture surfaces were successfully captured 

in all tests. The graphics for the displacements in z-direction could be plotted to qualitatively 

evaluate their experimental behavior in search for a material model that could simulate it. 

Specifically, the evolution for specimen 16 displacement curves can be observed in Fig. 7.6a, 

as an illustration of the general behavior measured in all the conducted tests on graphite, 

demonstrating that the specimens indeed went into longitudinal resonance state despite the 

z 

5 mm 

Specimen 

Fracture surfaces 

Camera 
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difference in their IET natural frequency and the machine output frequency 𝑓𝑜𝑢𝑡. The legend 

shows the position of points whose displacements were calculated on the recorded frame, also 

corresponding to the positions of the FEM nodes, being node 9 located on the central-cross 

section. 

 

Figure 7.6 Displacements for the tracked nodes of specimen 16 at different time ranges up to 
failure, being (a) the experimental curves and (b) the simulation closest to the ideal 

resonance condition using a linear-elastic material model. 

Similarly, Fig. 7.6b plots the numerical results for the same nodes when adopting the same 

boundary conditions as in Fig. 7.6a, and defining graphite as linear-elastic. This material model 

uses the measured density value of 1830 𝑘𝑔 𝑚3⁄ , according to Section 7.1, while the adopted 

elastic modulus is 11.0 𝐺𝑃𝑎, which corresponds to the value calculated so that the simulated 

specimen would have the same natural frequency as the machine output for specimen 16, i.e., 

a) 

b) 

Experimental Displacements 

Displacements for linear-elastic material and 𝑓𝑛,𝑠 = 𝑓𝑜𝑢𝑡 
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𝑓𝑛,𝑠 = 𝑓𝑜𝑢𝑡 = 20.23 𝐻𝑧. Therefore, Fig. 7.6b is close to the ideal resonance condition, where 

the displacement node is located on the central cross-section, in this case on node 9, i.e., 

𝑢𝑧,9(𝑡) = 0, being 𝑢𝑧,𝑖(𝑡) the displacement in z over time of node 𝑖, with curves 1 to 8 being 

in counterphase with respect to curves 10 to 17. Hence, for each cycle, all the FEM nodes 

located above the displacement node have their peaks at the same time as FEM nodes located 

below it have their valleys, and vice-versa. 

Therefore, the ideal resonance condition, according to the analytical equations from Section 

2.2, should result in 𝑢𝑧,1(𝑡) = −𝑢𝑧,17(𝑡), 𝑢𝑧,2(𝑡) = −𝑢𝑧,16(𝑡), 𝑢𝑧,3(𝑡) = −𝑢𝑧,15(𝑡), 𝑢𝑧,4(𝑡) =

−𝑢𝑧,14(𝑡), 𝑢𝑧,5(𝑡) = −𝑢𝑧,13(𝑡), 𝑢𝑧,6(𝑡) = −𝑢𝑧,12(𝑡), 𝑢𝑧,7(𝑡) = −𝑢𝑧,11(𝑡), and 𝑢𝑧,8(𝑡) =

−𝑢𝑧,10(𝑡), being 𝑢𝑧,𝑖(𝑡) the displacement curve 𝑖. Although minor variations are expected on 

these equalities, e.g., 𝑢𝑧,9(𝑡) shows slight fluctuations, caused by the boundary condition 

consisting of a ramp instead of regime, and by numerical approximations used in the model, it 

is still true that 𝑢𝑧,9(𝑡) ≅ 0, as well as 𝑢𝑧,1(𝑡) ≅ −𝑢𝑧,17(𝑡), and so on. 

However, the tested specimens are expected to have 𝐸 > 11.0 𝐺𝑃𝑎, which will result in 𝑓𝑛,𝑠 >

𝑓𝑜𝑢𝑡, causing the displacement node to be located slightly above point 9, more specifically 

between nodes 9 and 10 for linear-elastic specimens with natural frequencies up to 21.5 𝑘𝐻𝑧. 

Although the difference between 𝑓𝑛,𝑠 and 𝑓𝑜𝑢𝑡 in a linear-elastic model is not enough to change 

the phases of the curves nor their individual symmetry to the zero abscissa, they do change the 

amplitudes of the curves, e.g., 𝑈𝑧,9 > 0, 𝑈𝑧,1 > 𝑈𝑧,17, and so on, being 𝑈𝑧,𝑖 the amplitude of 

curve 𝑖. 

Additionally, the experimental results in Fig. 7.6a show multiple characteristics that are likely 

caused by nonlinearities of the material. First of all, they do not suggest the existence of a 

displacement node, originally expected to be in correspondence to node 9 for the ideal 

resonance condition, or between nodes 9 and 10 in case of a linear-elastic material and a 

specimen with 𝑓𝑛,𝑠 > 𝑓𝑜𝑢𝑡, as previously explained. Among all observed results, node 8 was 

the one to have the lowest displacement amplitudes. Additionally, instead of having the curves 

above the displacement node in phase with each other, and, at the same time, in counterphase 

with those below the displacement node, as demonstrated by Fig. 7.6b, the phases in Fig. 7.6a 

seem to change slightly from one node to its neighbor, still amounting to curves 1 and 17 being 

almost in counterphase. 

Furthermore, given the UST configuration, even in the case where 𝑓𝑛,𝑠 ≠ 𝑓𝑜𝑢𝑡, each node 

displacement is expected to have the zero abscissa as axis of symmetry. However, it is observed 
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that the curves do not actually have an axis of symmetry, since they seem to shift downwards 

as their amplitudes increase. Fig. 7.6a suggests that the curves axis of symmetry is at 0 𝜇𝑚 for 

the range [0, 0.051] 𝑚𝑠, progressively decreasing until around −5 𝜇𝑚 at the range 

[5.390, 5.456] 𝑚𝑠. 

Furthermore, ultrasonic tests apply alternated tension and compression on the specimen. This 

can be observed in Fig. 7.6a through points 1 and 17. When the former assumes negative values 

and the latter positive ones, the specimen is in tension, when the reverse happens, it means 

compression is applied. With this, it can be noticed that specimen 16 breaks while being 

submitted to tension, also verified to be true for all the remaining specimens, which is both 

expected and desired. 

Finally, given the symmetry of the load caused by the longitudinal resonance condition, i.e., 

the magnitude of the load in tension and in compression is similar around the same instant of 

the ramp, resulting in 𝑚𝑎𝑥{𝑢𝑧,17} − 𝑚𝑖𝑛{𝑢𝑧,1} ≅ 𝑚𝑎𝑥{𝑢𝑧,1} − 𝑚𝑖𝑛{𝑢𝑧,17} within the same 

cycle, which is the case for Fig. 7.6b. However, the difference in displacement between nodes 

1 and 17 in Fig. 7.6a is larger in tension than in compression, i.e., 𝑚𝑎𝑥{𝑢𝑧,17} − 𝑚𝑖𝑛{𝑢𝑧,1} >

𝑚𝑎𝑥{𝑢𝑧,1} − 𝑚𝑖𝑛{𝑢𝑧,17}. Consequently, if the same force is causing larger displacements in 

tension than in compression, it likely means that R4550 has a smaller elastic modulus in tension 

than in compression. 

Through the experimental data calculation, it was also possible to obtain the results reported in 

Table 7.6. If R4550 were a linear-elastic material, in the ideal regime resonance condition, the 

laser should measure around 48 𝜇𝑚 of displacement amplitude with the zero abscissa as axis 

of symmetry. However, Table 7.6 demonstrates that the laser detected in all tests the same 

behavior noticed in Fig. 7.6a, where the displacement curves seem to progressively translate 

downwards as the amplitudes increase, causing the magnitude for minimum displacement to 

be considerably larger than that of maximum displacement. Nevertheless, even considering this 

nonlinearity, none of the tests seem to have reached the regime amplitude, which is further 

confirmed by the tests durations being all below 10 𝑚𝑠. 

Table 7.6 UST test experimental results for graphite. 

Specimen 

Laser 

maximum 

[𝜇𝑚] 

Laser 

minimum 

[𝜇𝑚] 

Number 

of cycles 

Test 

duration 

[𝑚𝑠] 

Fracture 

surface position 

z [𝑚𝑚] 
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1 22.9 -36.1 110 5.4 15.08 

2 26.8 -42.5 140 6.9 17.30 

3 21.5 -43.6 114 5.6 13.66 

4 24.5 -42.1 138 6.8 15.51 

5 24.1 -42.5 139 6.9 15.28 

6 24.0 -37.8 116 5.7 15.39 

7 23.2 -36.7 87 4.3 15.29 

8 27.7 -41.9 124 6.1 15.21 

9 29.1 -40.4 113 5.6 15.74 

10 23.8 -37.4 128 6.3 15.68 

11 25.4 -36.8 106 5.2 16.45 

12 25.1 -34.4 113 5.6 15.74 

13 25.3 -39.7 98 4.9 16.12 

14 23.1 -33.7 103 5.1 13.51 

15 23.8 -37.4 129 6.4 14.85 

16 26.9 -37.4 111 5.5 17.06 

 

Furthermore, Table 7.6 also shows that the specimens withstood at most 140 𝑐𝑦𝑐𝑙𝑒𝑠, which, 

added to low displacement amplitudes at the test beginning, makes it acceptable to assume 

fatigue damage is negligible. Finally, the fracture surface position is reported, being determined 

through the critical defect identification, considering 𝑧 = 0 at the specimen free extremity, 

where the laser is located. Remarking that the specimen center is on 𝑧 = 15.45 𝑚𝑚, all of them 

failed close to that position, which is expected, since the hourglass geometry considerably 

reduces the risk-volume when compared to constant cross-section. 
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7.6. FEM Setup 

As highlighted in Section 7.5, through the observation of the displacement curves as in Fig. 

7.6, the material model to simulate graphite R4550 should be able to reproduce the phase 

behavior of the curves, the lack of a displacement node, the vertical translation of their 

supposed axis of symmetry, and the difference in response between tension and compression. 

The two first mentioned effects are likely due to viscoelasticity, also identified in split 

Hopkinson pressure bar tests from [3], following the shear relaxation described by [4]: 

𝐺(𝑡) = 𝐺∞ + (𝐺0 − 𝐺∞)𝑒
−𝛽𝑡, (7.2) 

being 𝐺 the shear modulus at time 𝑡, 𝐺0 the short-term or instantaneous shear modulus, 𝐺∞ the 

long-term or infinite shear modulus, and 𝛽 is the decay constant. The delay caused by the 

relaxation was verified to alter the phases in the same way as in Fig. 7.6a, which also eliminates 

the existence of a node where displacements are always zero. 

However, the model described by Eq. 7.2 alone should not be able to reproduce graphite 

asymmetrical behavior in tension and compression. For this reason, the application of a 

hyperelastic model was considered, having as defining features the increase in elastic modulus 

during compression, and its decrease during tension, also proving to be effective for 

compressed expanded graphite [5] and for graphene [6,7]. Nevertheless, these changes only 

start to happen once relatively high strains are involved, above 10%, both for tension and 

compression, as in [8], which is not the case for ultrasonic tests, whose largest strains produced 

on graphite specimens could be roughly estimated through the tracker results, producing values 

between 0.5% and 1%. To allow the reproduction of this effect at low strains, a material 

allowing the setup of linear-elasticity with two elastic moduli, one for tension (𝐸𝑡) and one for 

compression (𝐸𝑐), was chosen. 

To illustrate the behavior of the adopted model, the stress-strain for the central cross-section of 

the specimen is plotted in Fig. 7.7, i.e., the section presenting the largest strain values. The 

graph corresponds to the results obtained in a simulation using the parameters of the adopted 

material model after optimization, with the displacement at the horn-specimen interface 

following the form 𝑢𝑧,𝑖𝑛𝑡(𝑡) = 𝐴𝑜𝑢𝑡 ∙ 𝑡 ∙ 10
2 ∙ 𝑠𝑖𝑛(2𝜋 ∙ 𝑓𝑜𝑢𝑡 ∙ 𝑡), for 0 ≤ 𝑡 ≤ 0.01 𝑠, 𝑓𝑜𝑢𝑡 =

20250 𝐻𝑧, and 𝐴𝑜𝑢𝑡 = 48 𝜇𝑚. Being 𝑢𝑧,𝑖𝑛𝑡(𝑡) a similar but simplified version of 𝛼 ∙ 𝑔(𝑡), as 

defined in Section 5.1, resulting in the amplitude ramping from 0 to a maximum amplitude of 

48 𝜇𝑚 (considering 𝛼 = 1), corresponding to the theoretical boundary motion curve for the 

machine output of 4 𝑉, as defined in Section 7.4, by Table 7.5. Additionally, in Fig. 7.7, the 
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stress-strain curve measured on the last cycle of this simulation was highlighted in red to show 

the hysteresis introduced by this material model, as well as its capability of generating lower 

strains in compression than in tension under a similar load magnitude. 

 

Figure 7.7 Illustration of the stress-strain curve on the cross-section considering the 
optimized FE model for the UST test on graphite R4550. 

This same model also allows the addition of viscoelasticity, by setting up values for 𝛽, and 

(𝐺0 − 𝐺∞), referred to as the shear relaxation modulus (𝐺1). With this, all the listed 

particularities in graphite behavior should be successfully simulated by the numerical model, 

through the optimization of 5 variables: factor 𝛼, from the boundary motion curve, 𝐸𝑡 and 𝐸𝑐, 

from the linear-elastic part of the model, and 𝐺1 and 𝛽, for the viscoelastic effect. Meanwhile, 

the Poisson ratio was used as 0.16, according to the literature on graphite R4550 [3], since 

changing its value within the acceptable range for this material does not significantly modify 

the results for uniaxial displacements, consequently making its optimization through the 

collected experimental data ineffective. 

Finally, as optimization objectives, the displacement values measured through the tracker and 

the laser were used, with the laser result and each valid tracker result, with each objective curve 

given weight 1 when calculating the minimum square errors during optimization. Contrary to 

alumina case, the laser influence on the material properties is smaller this time, since the 

tension-compression asymmetry and viscoelasticity are also very pronounced on the tracker 

curves. 

Furthermore, it was observed that optimization results improved by excluding all the curves 

from 6 to 10, according to Fig. 7.6, from the objectives. This improvement meant that the 

optimization variables that often did not converge were able to do so once the mentioned curves 
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were eliminated from the procedure. This action was taken due to the displacements for the 

points closer to the specimen center being smaller, and therefore tending to present higher 

percentual error, which could incorrectly affect the calculated material properties even in the 

cases when optimization could otherwise find a convergence point. 

 

7.7. FEM Results 

Once the final material properties were established through the optimization in all specimens, 

the experimental displacements can be compared to the numerical ones, as presented in Fig 

7.8, reporting specimen 16, with similar results achieved for all specimens. Fig. 7.8 indicates 

that the chosen material model and the optimized properties are capable of reliably reproducing 

graphite R4550 behavior in the UST test, simulating the effects of the tension-compression 

asymmetry and viscoelasticity. 

 

Figure 7.8 Comparison between the experimental displacement curves calculated through the 
tracker and those obtained through the numerical model for graphite. 

The properties resulting from experimental measurements and the optimization process 

described in Chapter 5 and specified in Section 7.6 for graphite R4550 are reported in Table 

7.7. The elastic moduli are 4.2% and 3.2% smaller, for tension and compression, respectively, 

than the 11.8 𝐺𝑃𝑎 calculated through IET, as in Section 7.1, which is expected given the 

nonlinearities concerning graphite behavior, also being in accordance with data from literature 

suggesting the progressive slight reduction in elastic modulus (𝐸) with the increase in strain 

[9], whose experimental data from IET resulted in 𝐸 = 11.5 𝐺𝑃𝑎. 
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Table 7.7 Graphite material properties. 

Density [𝑘𝑔/𝑚3] 1830 

Elastic modulus tension (𝐸𝑡) [𝐺𝑃𝑎] 11.31 

Elastic modulus compression (𝐸𝑐) [𝐺𝑃𝑎] 11.42 

Shear relaxation modulus (𝐺1) [𝐺𝑃𝑎] 1.83 

Decay constant (𝛽) [𝑚𝑠−1] 31.38 

 

Furthermore, the results from Table 7.7 can be compared to those from the FEM of split 

Hopkinson pressure bar tests on R4550 [3], which used a viscoelastic material, having 𝐸 =

11.5 𝐺𝑃𝑎, 𝐺1 = 1.22 𝐺𝑃𝑎, and 𝛽 = 40 𝑚𝑠−1. The large differences in shear relation modulus 

and decay constant values from the model in [3] and the model from the present work are likely 

due to the fact that no parameter optimization seems to have been conducted in the former, 

with its model also being purely viscoelastic, not considering graphite asymmetric tension-

compression behavior. 

To further demonstrate the effects of the choice in material model, the graphs in Fig. 7.9 were 

plotted to compare different simulation results with the experimental data, with Fig. 7.9a 

showing the exact same results as Fig. 7.8 excluding part of the nodes to facilitate visualization, 

presenting only the ones indicated on the corresponding camera reference frame. Fig. 7.9b and 

Fig. 7.9c both plot simulation results for purely viscoelastic material models, with the former 

considering the values for 𝐸, 𝐺1, and 𝛽 reported in [3], and the latter using the values for 𝐺1 

and 𝛽 estimated in this work, as in Table 7.7, and 𝐸 = 𝐸𝑡. Both viscoelastic simulations 

produce curves simetrically positioned according to the zero abscissa, since, in both cases, the 

numerical result for node 1 has roughly the same values for maximum and minimum 

displacements, i.e., 𝑚𝑎𝑥{𝑢𝑧,1} ≅ 𝑚𝑖𝑛{𝑢𝑧,1}, within the same cycle, which is also true for all 

the other nodes. Additionally, unlike the experimental curves, there are no differences between 

tension and compression in the numerical results, with  𝑚𝑎𝑥{𝑢𝑧,17} − 𝑚𝑖𝑛{𝑢𝑧,1} ≅

𝑚𝑎𝑥{𝑢𝑧,1} − 𝑚𝑖𝑛{𝑢𝑧,17} within the same cycle for both viscoelastic models. 
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Figure 7.9 Comparison between different material models and the experimental data: (a) the 
model and parameters obtained in this work, (b) the purely viscoelastic model and 

parameters from [3], (c) a purely viscoelastic model with parameters obtained in this work, 
(d) the linear-elastic model with asymmetrical tension-compression considering 𝐸𝑐 10% 

larger than 𝐸𝑡, and (e) the linear-elastic model using 𝐸 as calculated through IET. 

The main difference between the two sets of parameters for the viscoelastic models is the 

phases of the curves. The phases in Fig. 7.9c seem to reproduce more accurately those of the 

experimental curves, which can be observed through node 9, whose numerical curve moves 

a) 

b) c) 

d) e) 
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almost parallel to its experimental curve, lacking the downwards shift of the experimental 

curves identified in all tests, as pointed out in Fig. 7.6a, in Section 7.5. Meanwhile, the phases 

of the numerical curves in Fig. 7.9b seem to be less coherent with the experimental results, 

particularly for the nodes with lower amplitudes, such as number 9. These observations suggest 

the importance of properly estimating the viscoelastic parameters to improve the reproduction 

of the phases measured experimentally, and confirm that a purely viscoelastic model is not 

capable of generating the different responses in tension and compression, as well as the 

downwards shift of the curves. 

Finally, Fig. 7.9d and Fig. 7.9e plot the numerical results for linear-elastic models. The former 

uses the asymmetrical tension-compression model with the tensile elastic modulus 𝐸𝑡 estimated 

in this work, while 𝐸𝑐 is recalculated to be 10% larger than 𝐸𝑡, increasing their difference to 

provide a better understanding of their effects on the results. Meanwhile, Fig. 7.9e uses the 

elastic modulus measured through IET, as indicated in Table 7.1, Section 7.1. Although the 

latter creates the condition 𝑓𝑛,𝑠 > 𝑓𝑜𝑢𝑡, where the displacement node is located slightly above 

node 9, more specifically, between points 9 and 10 from Fig. 7.6b, in Section 7.5, each 

displacement curve still maintains the symmetry with respect to the zero abscissa as well as the 

phases behavior, where the nodes located above the displacement node are in counterphase 

with those located below it. 

Similarly, both elastic moduli employed in Fig. 7.9d would individually cause the condition 

𝑓𝑛,𝑠 > 𝑓𝑜𝑢𝑡, also causing the displacement node to be above node 9, with the curves 9 and 11 

being the ones with lowest amplitudes. Accordingly, nodes 1 to 9 are in counterphase with 

nodes 11 to 17. However, the curves display the same tendency of being shifted downwards 

with the increasing amplitude of the displacement on the horn-specimen interface, with the axis 

of symmetry shifting from 0, at the start of the simulation, to around −3 𝜇𝑚 for the time range 

plotted in Fig. 7.9d. Additionally, it is observed that 𝑚𝑎𝑥{𝑢𝑧,17} − 𝑚𝑖𝑛{𝑢𝑧,1} > 𝑚𝑎𝑥{𝑢𝑧,1} −

𝑚𝑖𝑛{𝑢𝑧,17} within the same cycle, however the inequality is almost imperceptible in the graph, 

since the quantity on the left is only larger by around 4 𝜇𝑚 for the plotted cycles. 

The observations on Fig. 7.9 confirm that the behavior of the phases observed in the 

experimental results can be properly simulated by using appropriate values for the viscoelastic 

parameters. However, it is necessary to add a small level of tension-compression asymmetry 

between the elastic moduli to achieve the measured shift in axis of symmetry as well as the 

difference in displacements observed in tension and compression. At the same time, the effects 
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of 𝐸𝑐 and 𝐸𝑡 on the simulation of Fig. 7.9d are not as pronounced as in the experimental results 

despite the 10% imposed difference in their values, which suggests that the combination of 

hysteresis, creep, and dynamic relaxation caused by viscoelasticity greatly accentuate their 

effects. Indeed, despite the difference between the optimized values of 𝐸𝑐 and 𝐸𝑡 being only 

1%, it is enough to reproduce the large experimental differences between the tension and 

compression stages of the cycles, while also increasing the downwards shift of the curves. 

A plausible explanation for the small change in elastic moduli could be the presence of pores 

inside the material, which are likely filled with gas, according to the internal defect 

characterization in Section 7.3. The gas trapped within them during the isostatic pressing of 

graphite could pose an additional resistance to material deformation during compression, 

explaining the slightly larger value for 𝐸𝑐. 

As for the observed drastic changes caused in the numerical results by increasing 𝐸𝑐 in just 1%, 

i.e., from Fig. 7.9c to Fig. 7.9a, it is likely due to the sudden change in the longitudinal natural 

frequency of the specimen, corresponding to a sudden increase or decrease in 𝑓𝑛,𝑠 of around 

100 𝐻𝑧 when the load goes from tension to compression, and vice-versa, respectively. 

Although Fig. 7.9d undergoes a considerably larger variation in 𝑓𝑛,𝑠, of around 1100 𝐻𝑧, it is 

possible that the application of Hooke’s law in linear-elasticity causes the strain response to be 

less influenced by these differences in elastic modulus and natural frequency for tension and 

compression, instead being governed by the inertia of the FEM nodes that are already in 

resonance. 

However, when viscous effects are added to the simulation, the movement of the nodes is 

severely damped by the time-dependent strain response, broadly observed as a lag between 

input (the load caused by resonance) and output (the nodes displacements). Since the influence 

of the inertia from Hooke’s law is now undermined by viscosity, the continuous increase and 

decrease of 𝑓𝑛,𝑠 plays a considerably larger role in the numerical response. Indeed, the stiffness 

matrix for a viscoelastic material is dependent on the strain rate, which, in the UST test’s case, 

is dependent on the natural frequency due to the exploitation of the resonance condition. Hence 

the importance of considering slightly different values for 𝐸𝑡 and 𝐸𝑐 during this numerical 

simulation to reproduce the experimental displacements, despite it likely being unnecessary 

during most structural simulations, especially considering quasi-static conditions. 

The determined material properties reported in Table 7.7 allow the calculation and extraction 

of results for each specimen, which are presented in Table 7.8. The determination coefficients 
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were calculated from the experimental and numerical displacement curves for the laser and the 

tracker points, excluding points 6 to 10, as it was done for the objectives. Furthermore, each 

specimen factor 𝛼 value is listed, all being within the range [0.79, 0.89]. The resulting 

maximum amplitude achieved by the boundary motion curve, corresponding to the amplitude 

effectively delivered to the specimen was also calculated from the optimized 𝛼, being 

symmetrical to the abscissa axis. 

Table 7.8 Results for each graphite specimen extracted from the optimized FEM. 

Specimen 
Average 

𝑅2 
Factor 𝛼 

Achieved 

amplitude 𝐴𝑜𝑢𝑡 

[𝜇𝑚] 

𝜎𝑓 [𝑀𝑃𝑎] 𝜎𝑓/𝜎𝑚𝑎𝑥 

1 0.937 0.84 32.7 50.5 1.00 

2 0.984 0.82 42.5 51.3 0.86 

3 0.984 0.87 37.4 52.6 0.91 

4 0.988 0.84 42.4 56.0 0.94 

5 0.978 0.79 42.7 55.0 0.91 

6 0.994 0.89 38.2 48.8 0.91 

7 0.994 0.87 36.7 47.2 0.91 

8 0.968 0.77 39.1 50.2 0.91 

9 0.988 0.86 42.3 59.6 1.00 

10 0.990 0.88 39.7 55.8 1.00 

11 0.995 0.89 37.8 51.1 0.96 

12 0.993 0.85 36.2 50.9 1.00 

13 0.986 0.84 43.5 57.7 0.94 

14 0.985 0.86 35.3 45.3 0.91 

15 0.992 0.84 38.0 48.7 0.91 

16 0.995 0.85 39.0 50.2 0.91 
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Finally, Table 7.8 also reports the fracture strength, i.e., the maximum nominal tensile strength 

identified in correspondence to the critical defect position, accompanied by its ratio to the 

maximum tensile strength globally achieved on the specimen, defined as 𝜎𝑓/𝜎𝑚𝑎𝑥. In this case, 

the lowest ratio was 0.86, a result in agreement with the absence of severe defects, such as 

cracks and inclusions, as those identified in alumina 99.5%. Since graphite defects, as presented 

in Section 7.3, are comprised of porosities, it stands to reason that the variability in the results 

is considerably smaller than that of alumina. Indeed, the graphite specimens showed a mean 

strength of 51.9 𝑀𝑃𝑎 with a standard deviation of 3.8 𝑀𝑃𝑎. 

To validate the obtained values of strength, they were compared to experimental values for 4-

point bending on graphite R4550 bars conducted in [9], which considered rectangular cross-

section bars of 5 𝑚𝑚 height, 10 𝑚𝑚 width, and 25 𝑚𝑚 length, with the test having a 20 𝑚𝑚 

span between supports, and a 10 𝑚𝑚 load span. The mean fracture strengths for both tests, 

corresponding to 4-point bending ultimate strength and UST fracture strength 𝜎𝑓, is presented. 

Table 7.9 also reports their respective risk-volumes considering the material being submitted 

to at least 90% of the maximum strength, as defined in [10], and the equivalent for 86%, being 

the minimum ratio 𝜎𝑓/𝜎𝑚𝑎𝑥 value obtained in the ultrasonic tests, according to Table 7.8. 

Table 7.9 Comparison of strength data and risk-volumes for graphite submitted to UST test 
and 4-point bending. 

Test configuration 
Mean strength 

[𝑀𝑃𝑎] 

Risk-volume at 

0.9 ∙ 𝜎𝑚𝑎𝑥 [𝑚𝑚3] 

Risk-volume at 

0.86 ∙ 𝜎𝑚𝑎𝑥 [𝑚𝑚3] 

UST 51.9 99.8 101.0 

4-point bending 61.2 26.3 37.6 

 

The results in Table 7.9 indicate that the strength values obtained through the UST test can be 

validated. Indeed, the differences with respect to the experimental data from 4-point bending 

can be attributed to size effect, as detailed in Section 1.2, since the risk-volume is considerably 

larger in the ultrasonic test, even when the hourglass geometry is employed, which results in 

the lowest risk-volumes amongst the usual specimen geometries for ultrasonic tests [11]. 

Furthermore, the difference in testing configuration also affects the measured strength, often 

requiring more complex size effect models to properly evaluate it, such as the one in [12], 

which considers the stress distribution inside the specimen rather than only the critical defect 

size. 
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7.8. Stress Intensity Factors 

Applying the SIF calculation methodology presented in Section 3.3, graphite specimens critical 

defect sizes were also correlated to their respective fracture strengths. Through Eq. 3.3, 

𝜎𝑓√√𝐴𝑐 is again treated as a function of √𝐴𝑐/∅. However, given the hourglass geometry, ∅ 

indicates the diameter of the cross-section where the defect is located, at the specimen center 

being ∅ = 5 𝑚𝑚. The plot of 𝜎𝑓√√𝐴𝑐 in function of √𝐴𝑐/∅ is shown in Fig. 7.10a, with the 

fitting curve corresponding to 1/𝑌. Once the values for 𝐾𝐼,𝑑, following Eq. 3.2, are empirically 

calculated, Fig. 7.10b is obtained, with the SIF values that tend to be constant with the critical 

defect size, with 𝐶 = 0.436 𝑀𝑃𝑎 ∙ 𝑚1/2. 

 

Figure 7.10 Graphical representation of correlation between 𝜎𝑓 and √𝐴𝑐 for graphite, being 
(a) the raw data and the respective fitting, and (b) applied to the empirical formulation for 

the SIFs. 

The empirical formulation for graphite specimens, resulting in Fig. 7.10b, is as follows: 

𝐾𝐼,𝑑 = 0.436 ∙
1

11.0 ∙
√𝐴𝑐
∅

+ 0.289

∙ 𝜎𝑓√√𝐴𝑐 (7.3) 

Contrary to alumina’s case, graphite specimens lower variability both in strength values and 

defect size allowed the use of the full set to calculate 𝐶, since they all respect Murakami 

conditions [13]. Moreover, the empirical fitting of  1/𝑌 results in a linear equation instead of 

an exponential with two terms. 

a) b) 
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The entire set of graphite specimens, after applied to Eq. 7.3, resulted in a mean SIF of 

0.443 𝑀𝑃𝑎 ∙ 𝑚1/2, with a standard deviation of 0.032 𝑀𝑃𝑎 ∙ 𝑚1/2. Like in the case of 

alumina, the obtained values of SIF, although calculated using the critical defect size, do not 

correspond to the fracture toughness 𝐾𝐼𝑐. Rather, the values calculated by this methodology 

relate fracture strength to defect size through an empirical formulation. This means that, if the 

data provided by this research should be used for component design, the obtained empirical 

formulation of 𝐾𝐼,𝑑 should be applied along the calculated SIF values for the critical defects, 

as well as the fracture strength information, since Eq. 7.3 is not guaranteed to be applicable to 

all types of experimental data. 

The SIFs of defects other than the critical were also calculated through Eq. 7.3. Specifically, 

the 400 largest defects of each specimen were applied to this analysis, whose objective is to 

evaluate if the maximum 𝐾𝐼,𝑑 value achieved on each defect up to the failure moment. 

However, since graphite behaves nonlinearly, the phase variation created by viscoelasticity 

makes so that the local stresses are not necessarily at their maximum value at the moment when 

failure happens. Therefore, to calculate the 𝐾𝐼,𝑑 values, the maximum nominal tensile stress 

produced on the respective defect location during the entirety of the test is extracted from the 

optimized numerical simulation, instead of considering only the one at failure, as in alumina’s 

case. 

The graphics resulting from this analysis are reported in Fig. 7.11, referring to each tested 

specimen, with their respective values concerning the critical defect plotted in red. 

Theoretically, the critical defect should produce the largest 𝐾𝐼,𝑑 in each situation, which is not 

the case. For instance, specimen 2, showed a SIF value 14.3% larger than the one calculated 

on its critical defect, corresponding to the largest error, while specimen 10 presented the 

smallest error, at 0.3%.  

On one hand, the results observed in Fig. 7.11 produce similar error values to those calculated 

for the alumina specimens that only presented pores as defects, giving evidence of the 

systematic execution of this research procedure. On the other hand, it also suggests the 

influence of factors other than defect size, such as shape, distance to the material surface and 

relative to other defects, and distribution within the specimen, whose addition to the 

formulation in Eq. 7.3 might not be possible or too complex to be applied to components 

design. 
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Figure 7.11 SIF at fracture on each graphite specimen 400 largest identified defects, 
highlighting the critical defect for each specimen in red. 
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Chapter 8 

 

8.  Final Considerations 
In this chapter, a summary of the knowledge provided by this research is presented, consisting 

of a section identifying the potential sources of error, as well as the actions taken to minimize 

or avoid them, a section summarizing the conclusions brought by this work, and, finally, a 

section about potential future research projects. 

 

8.1. Measures to Increase Reliability of Results 

To concisely convey all the critical points of the research procedure described in this thesis, 

Table 8.1 was compiled, summarizing the most important sources of error in the experimental 

and numerical procedures, as well as the measures adopted to reduce their effect, increasing 

the reliability of the results. The mentioned points are separated among the three major 

described procedures, i.e., the micro-CT scans, the UST test, and FE modeling. 

Table 8.1 Potential sources of error and measures taken to address them. 

Source of errors Measures to minimize or avoid it 

Micro-CT defect analysis 
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Scanning artifacts that could be mistaken as 

defects (either voids or inclusions). They are 

usually caused by the following: 

• presence of “dead pixels” (pixels that 

have stopped working) on the detector; 
• contrast variation between object and 

background among the different 
projections, caused by the object’s 

geometry, positioning, and material 
characteristics; 

• improper choice of scanning parameters, 
e.g., power, filter, number of 
projections. 

Following general guidelines to decrease the 

number of artifacts, e.g.: 

• conducting periodical dead pixel 
calibration on the detector, eventually 
replacing the detector when necessary; 

• finding out through initial test-runs the 
most effective way to place the object 
on the stage according to its geometry 
(centering it on the stage’s axis of 

rotation, slightly tilting the object, etc.), 
as well as determining the most 
effective scanning parameters; 

• increasing the scanning resolution since 
the magnitude of most errors is that of 
the resolution; 

• using VGSTUDIO’s artifact filters when 
necessary, i.e., for the situations in 
which artifacts cannot be avoided. 

Improper spatial orientation of the scanned 

object in VGSTUDIO, which alters all 

defect analysis results related to positions 

and projected areas. 

Use of a known geometrical element to 

improve the orientation of the scanned 

object according to the chosen global 

coordinate system, e.g., importing the 3D 

specimen geometry drawn on CAD into 

VGSTUDIO and using it as reference to 

position the scanned specimen. 

Low sharpness in the reconstruction, which 

reduces the reliability of the identified 

defect contours, affecting their calculated 

sizes. 

Reducing the contrast between object and 

background in the raw projections, often 

accomplished by simultaneously increasing 

the x-ray power and the filter capacity. 

Avoiding filters for noise reduction in 

VGSTUDIO. 

Excessive noise in the reconstruction, which 

could cause the erroneous identification of 

noisy areas as defects. However, this source 

of error is considered less critical to the 

results than low sharpness, since noise 

mistakenly identified as defects have very 

Increasing the contrast between object and 

background in the raw projections, often 

accomplished by simultaneously decreasing 

the x-ray power and the filter capacity. 

Only applying filters for noise reduction 

inside the defect analysis module, 
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small size, with a magnitude closer to that 

of the resolution. Meanwhile, the loss of 

sharpness translates into a loss of accuracy 

in the measurement of the largest defects. 

preferably the median filtering option, to 

avoid loss of sharpness. 

UST test 

Since the entire data acquisition process 

relies on proper generation and transmission 

of a trigger signal, hardware malfunctions 

will cause all data on that specimen to be 

lost. 

Conduction of a test-run before the tests to 

ensure proper hardware functioning, 

including the main computer, controlling 

software, and acquisition devices. 

Low acquisition rate of the measuring 

equipment could cause inaccuracies 

concerning the displacements amplitudes, 

since low number of datapoints per cycle 

are not guaranteed to capture their peaks 

and valleys. 

While the laser and the DAQ system are set 

to their respective maximum acquisition 

rates, corresponding to around 20 and 

around 100 datapoints per cycle 

respectively, the camera needs to find a 

compromise between frame rate and 

resolution, being set at around 22 frames per 

cycle with resolution of 24 x 512 pixels. 

The quality of the spray-painting products 

and the markings on the specimen surface 

greatly affect the tracking analysis results. 

Markings might be poorly distributed on 

certain regions, as a lack of marks prevents 

the displacements calculation, while excess 

of paint covering the specimen can prevent 

the proper assessment of the studied 

material displacements. The markings also 

could get detached from the surface due to 

the vibrations caused by the test. 

The following points should be carefully 

observed: 

• proper cleaning of the surface before 
spraying; 

• uniform spraying of the specimen, 
avoiding large portions of surface with 
both lack or excess of paint; 

• observation of the sprayed surface with 
the camera to verify its uniformity 
before attaching the specimen to the 
machine; 

• eliminating from the tracking analysis 
the zones where paint markings were 
detached during the test, as well as any 
zone showing unreasonable results. 

Specimens with curved surfaces prevent 

proper camera focus, such as for the 

The results on the graphite specimens were 

improved by prioritizing camera focus on 
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graphite specimens used in this work, whose 

hourglass curvature provides variable 

specimen surface distance from the camera, 

not allowing the entire recorded zone to be 

on focus.  

the zones with larger displacement 

amplitudes, corresponding to those more 

critical to the material parameter 

optimization. 

Uniformity of spray markings was carefully 

observed to improve the accuracy of even 

the zones of lower focus quality. 

For future tests, flat specimen designs 

should be prioritized whenever an hourglass 

profile is required. 

Constant cross-section specimens are 

allowed to have a circular cross-section, 

provided its radius is large enough so the 

recorded area is approximately flat, such 

was the case for the alumina specimens. 

Specimens can present multiple fracture 

surfaces, such as most of the alumina 

specimens in this work, preventing the 

accurate identification of the first fracture 

surface and, hence, the critical defect and 

the fracture strength. 

The adopted solution was to employ a 

second high-speed camera, capable of 

recording at least one frame per cycle, 

which was shown to be enough to identify 

in which order the fracture surfaces 

appeared. 

Numerical modeling 

Identification of the material model best 

suited for the numerical simulation of the 

tested specimens could potentially be 

inaccurate while still accurately reproducing 

the experimental displacements. While the 

displacements and strains would still be 

properly calculated by the model, the 

resulting material properties and stresses 

would be unreliable. 

Thoroughly researching the literature for 

possible explanations for the tested material 

behavior, properly justifying the potential 

choice in material model. 

Conducting simulations before optimization 

to select potential candidates for material 

models, always prioritizing the simpler 

models, e.g., linear-elastic, purely 

viscoelastic, etc. Increasing the complexity 
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of the model only after ascertaining that 

optimization cannot find proper parameter 

values for the simpler models. 

 

 

8.2. Conclusions 

The goal of this research was to establish a new experimental and numerical procedure to 

collect experimental data on brittle materials that could avoid the shortcomings and difficulties 

usually encountered in traditional test methods. The described methodology was successfully 

performed on two materials – alumina 99.5% and graphite R4550 –, being subdivided into 

three major areas: defect characterization through micro-computed tomography (micro-CT), 

measurement of uniaxial experimental behavior through ultrasonic tensile (UST) testing, and 

estimation of mechanical properties through finite element (FE) modeling and optimization. 

The analysis of the micro-CT scans provided experimental information on the population of 

internal flaws contained in the interest volume of each specimen before conducting the 

destructive test, e.g., their size, location, and probable origin. A method to identify the critical 

defect of each specimen was devised, consisting of scanning the fracture surfaces and their 

surroundings after the destructive test to select the largest defect located on the fracture zone. 

The devised method was proven to be applicable even when the fracture surfaces are missing 

fragments due to brittle materials catastrophic failure. 

The critical defect sizes are ultimately correlated to the uniaxial fracture strengths allowing the 

estimation of a stress intensity factor (SIF) empirical formulation for each respective material. 

Although these formulations provide a quantification for the relationship between global 

strength and defect size, they are only valid for components design if employed alongside the 

SIF values and the fracture strengths obtained in this work, since they do not correspond to the 

values of fracture toughness usually contained in the literature or suppliers catalogs. 

The proposed SIF formulations also represent an alternative to the often-applied size effect 

models, which solely rely on the statistical analysis of mechanical strength measured by 

varying risk-volumes of material. Moreover, while the UST test allows larger risk-volumes 

than those found in the literature for brittle materials, larger specimens require significantly 

more time for defect analysis, since multiple micro-CT scans and reconstructions are needed 
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to maintain a good resolution. In contrast, defect analysis on a larger material volume also 

provides more information on the mechanisms causing these imperfections, potentially 

contributing to improving fabrication processes. 

The defect analysis on alumina specimens showed a large variety of imperfection types, e.g., 

pores, cracks, and an inclusion, which greatly affected the UST results, with the highest 

estimated fracture strength value being four times larger than the lowest one. However, this 

also allowed the evaluation of the global resistance considering different circumstances. In 

future tests, more alumina specimens should be employed to increase the probability of 

collecting data on multiple critical defects from each category. 

The defect analysis on graphite showed only one type of imperfection, being the pores, which 

also produced fracture strength results comprised into a narrower range, with the highest 

fracture strength value being 32% larger than the lowest one. On one hand, this increases the 

reliability of the calculated fracture strength values, on the other, it does not provide 

information on imperfections that are not pores. Therefore, in future tests, the risk-volume 

should be increased, to allow a more thorough investigation of the existence of other types of 

imperfections. 

The SIF formulation for alumina was verified through its application on the 400 largest defects 

identified on each specimen, with the critical defect always generating a SIF value amongst the 

largest values achieved on that specimen. Although this formulation was more complex than 

that of graphite, it can potentially accommodate a larger variety of imperfections, since it was 

empirically obtained through the correlation between three types of imperfections and a wide 

range of fracture strengths. However, the small number of samples for each category of 

imperfection could decrease its efficiency. 

The SIF formulation for graphite is considerably simpler, given the low variety of identified 

defects, being also able to adequately correlate the defects sizes with the local nominal stress, 

as verified by its application to the 400 largest defects encountered on each specimen, all of 

which had the critical defect SIF value among the highest. However, since this formulation was 

empirically obtained considering one type of defect (pores), it might not be applicable to other 

kinds of imperfections, such as cracks and inclusions, although it will likely show higher 

reliability for predicting pores effects on fracture strength than the alumina formulation, given 

the larger number of samples for this type of imperfection. 
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The second major area of this research was the novel ultrasonic tensile test designed as an 

alternative method to estimate the quasi-static tensile strength of brittle materials, eliminating, 

or mitigating, issues commonly found in traditional test methods. The UST test relies on the 

application of a longitudinal vibration close to the natural frequency of the specimen, causing 

a resonance condition that generates the uniaxial stress required for failure. In this 

configuration, only one end of the specimen is attached to the machine with a butt-joint 

adhesive and the other is free, avoiding both the possibility of failures on the interface with 

mechanical grips, and the introduction of spurious bending stresses caused even by slight 

machine misalignments. Meanwhile, the generation of a uniaxial stress field eliminates the 

need for indirect estimation of the tensile strength from a multiaxial stress state. Finally, since 

the operating limit of the ultrasonic device is determined by ranges of frequencies and 

amplitudes, it allows testing of high-resistance brittle materials with considerably larger risk-

volumes than those found in the literature, such was the case for alumina, provided the 

specimen geometry allows the resonance condition to generate the necessary strains to cause 

failure. 

The configuration of the test control and data acquisition was proven to be reliable, with only 

one sample discarded once the final configuration was established, having a total of 26 samples 

whose tests were considered valid, between graphite and alumina specimens. The UST test 

data analysis procedure was proven to be reliable and repeatable among different specimens 

and materials, estimating the number of cycles and performing the synchronization between 

different measurement devices. 

Two devices were employed to measure the displacements of different points of the specimen 

during the UST test: a laser and a high-speed camera. The laser measures the uniaxial 

displacements at the specimen free extremity, also serving the purpose of identifying specimen 

failure. The camera is required to operate at very high acquisition speed, which reduces the size 

of the recording window, hence not allowing accurate strain analysis through digital image 

correlation. However, tracking analysis of the frames was consistently carried out among the 

different specimens, providing additional experimental displacement curves, required for 

accurate assessment of the material behavior, especially concerning the nonlinearities of 

graphite. 

Additionally, a third type of measuring device, being the strain gauges on the horn, was 

employed to estimate the boundary conditions applied to the specimen, consisting of the so-

called boundary motion curve. Although the strain gauges were not able to accurately measure 



146 
 

Final Considerations 
 

the strains generated during the ramp, they were useful to reproduce the ramp envelope, as well 

as the frequency output of the testing machine, providing the necessary boundary conditions 

for the FE model of the test. Therefore, during the numerical model optimization, a factor 

multiplying the boundary motion curve was introduced and estimated, properly adjusting the 

magnitudes of the displacements. This, however, does not invalidate the possibility of 

implementing another measuring device in the future to directly detect the displacements on 

the specimen near the interface with the horn, eliminating one variable from the optimization 

process, since the boundary motion curve would already correspond to the real magnitudes of 

the movement delivered to the specimen. 

As a consequence of the ultrasonic testing machine operating characteristics, some materials 

require specimens with complex geometries to be designed, e.g., hourglass, which can 

substantially increase their cost, especially concerning advanced ceramics that would need to 

be machined to achieve this geometry. However, many materials were shown to be capable of 

reaching their ultimate strength within the ultrasonic machine output range through constant 

cross-section specimens, such as alumina and silicon carbide, often available in suppliers 

catalogs in the form of bars and rods of variable length. Meanwhile, other brittle materials can 

be manufactured at low costs in the desired geometry through additive manufacturing, while a 

few of them are easily machinable, like isostatically pressed graphites. 

Fatigue damage caused by the UST test can be discarded after several experimental evidence. 

Firstly, the number of cycles from each test, for both graphite and alumina, was below the 

minimum necessary number to achieve regime condition, which should be around 200 cycles, 

being very low numbers when referring to fatigue tests. Moreover, since these cycles start being 

counted around the start of the ramp, a lot of them correspond to low stress levels applied to 

the specimen, being less likely to cause fatigue damage. Finally, two verifications of defect 

propagation were conducted: the field electron scanning microscope search for fatigue signs 

on graphite specimens fracture surfaces, and the comparison between alumina non-critical 

defects in the fracture surfaces vicinities before and after the destructive test. Both experimental 

observations supported the absence of fatigue damage, given the absence of defects 

propagation. 

The ultrasonic tensile test was successful in its goal of acquiring data on tensile strength data, 

with the studied materials being confirmed to have been submitted only to uniaxial loads, and 

all tested specimens failing under tensile loads. Moreover, the absence of fatigue damage is an 

indication that the estimated values of tensile strength are comparable to values that would be 
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measured in quasi-static uniaxial tensile tests with the same risk-volume of material. These two 

observations support the claim that the name “ultrasonic tensile test” was properly attributed. 

The third and last major area of this work was numerical modeling, consisting of a FE model 

of the conducted tests, simulating the specimen geometry and boundary conditions, whose goal 

is to reproduce the measured experimental displacement curves by varying material property 

values through an optimization process. This method allows the assessment of material 

behavior, that includes the numerical material model, uniaxial mechanical properties pertaining 

to the model, and estimation of the uniaxial strength of each tested specimen. Moreover, it also 

allows the optimization of the multiplying factor of the boundary motion curve, incorporating 

the difference in magnitude between the theoretical machine output and the movement being 

delivered to the specimen. 

The choice of linear-elastic material model to simulate alumina was proven accurate, with the 

parameter optimization estimating an elastic modulus within the expected. Although very 

simple, requiring the optimization of only one property, the application of this material model 

was shown to reproduce the experimentally measured displacements with high accuracy. 

Meanwhile, the calculated fracture strength data is considerably smaller than that provided by 

the supplier. Nevertheless, the large difference in their respective considered risk-volumes, can 

potentially cause this disparity in strength, according to literature information on size effect. 

In contrast to alumina, the graphite material model needed to be more complex to reproduce 

the asymmetrical tension-compression and the viscoelastic behavior, requiring the optimization 

of four properties. Nevertheless, it estimated values within the expected range for the tension 

and compression elastic moduli, considering the impulse excitation technique measurements 

and literature values for R4550. Although the difference between the two estimated elastic 

moduli is very small, at only 1%, and could be negligible in most simulations, it is required for 

the simulation of the ultrasonic test, since its combination with the rate-dependency of 

viscoelasticity is necessary for reproducing the large difference in tensile and compression 

displacements observed in the experimental resonance condition. Meanwhile, the values 

obtained for the shear relaxation modulus and the decay constant were verified to better 

reproduce the experimental displacements phases than non-optimized values found in the 

literature. However, these values were able to successfully reproduce the material experimental 

behavior, indicating their reliability for strains up to 1%, while producing narrower fracture 

strength data range than that of alumina, in line with the lower variation in identified defect 

sizes. 
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8.3. Suggestions for Future Research Works 

Suggestions for potential research projects following the work developed on this thesis can be 

divided in three main points: 

1. With the research procedure and equipment configuration being well established, new 

tests and analyses should be conducted on the two materials addressed here, i.e., 

graphite R4550 and alumina 99.5%, but with different specimen geometries, or even 

machine output (provided the number of cycles is kept below 200). Adopting different 

specimen geometries could contribute to the evaluation of datasets of different risk-

volumes, allowing statistical evaluation of material size effect on the tensile strength 

data of the UST test, also potentially providing a correlation between critical defect size 

and risk-volume. Meanwhile, the changes in machine output could slightly change the 

shape of the boundary motion curve applied to the specimen, and the resulting measured 

displacement curves, which would further confirm the obtained material models. 

Another direct consequence of increasing experimental information on the tested 

materials is the improved reliability of the SIF formulation, since its empirical nature 

implies that the larger the dataset the higher its reliability, which includes its capability 

of properly accounting for all types of internal defects and material geometries. 

2. Since it was established that the described procedure can properly characterize two 

brittle materials that present widely different behaviors, i.e., alumina and graphite, it 

should be applicable to other materials, such as those whose specimen designs are 

presented in this work, as well as any other material that shows brittle behavior. The 

introduction of a new testing methodology can enrich literature information on a wide 

range of materials whose tensile testing is difficult, also potentially providing data for 

statistical size effect analysis and SIF formulation, as mentioned in point 1. 

3. Considering that many brittle materials are employed in high temperature 

environments, it would be an interesting route to design modifications to the UST 

system, for now only applicable to ambient conditions. It would certainly be a challenge 

considering that a high temperature system would potentially require: a new attachment 

method of the specimen to the horn, since the adhesive employed here resists only up 

to 80° C; the design of a heating system; the addition of temperature measuring devices; 

the addition of a controlled atmosphere system for materials susceptible to oxygen, such 
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as graphite; the design of a cooling system for the horn, which would otherwise be 

heated through conduction. 

 

 


