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#### Abstract

Post-Quantum Cryptography has become popular in recent years due to overcoming the threat posed by Quantum Computers; the field is a branch of Cryptography and aims to provide algorithms that can secure communication even if a quantum computer is employed.

In Post-Quantum Cryptography, the research focuses on algorithms for Asymmetric Cryptography, where the Public Key and a Secret Key pair are employed to secure our data. The main focus of this thesis is Code-based Post-Quantum Cryptographic schemes; the security of such schemes is based on the NP-hardness of decoding a general linear code. The algorithms considered are LEDAcrypt and BIKE; they adopt a variant of the Classic McEliece cryptosystems based on Quasi-Cyclic Moderate Density Parity Check Codes. The scheme has three primitives for Key Generation, Encryption, and Decryption.

The Encryption and Decryption algorithms have been implemented in this thesis; exploring the efficient design of such schemes is fundamental since they require more computational capabilities than preexisting algorithms. In LEDAcrypt and BIKE, the implementation exploits the Quasi-Cyclic structure and sparsity of the matrices to accelerate the decoding while simultaneously trying to keep the total area bounded. The fundamental component of Encryption and Decryption is the multiplier for cyclic matrices. Initially, the direction of the research has been dedicated to designing an efficient multiplier with sparse cyclic matrices. The decoder and encoder have been designed such that they can adapt to the updates on the parameters and the algorithm.

The architecture that has been developed targeted both Field Programmable Gate Arrays (FPGA) and Application Specific Integrated Circuits (ASIC); the design is scalable and thus can adapt to both low-end and high-end applications. The FPGA results for the Artix-7 200 device obtained a decoder latency of 0.6 ms and resource utilization of at most $30 \%$. The ASIC design has been synthesized for the STM


FDSOI 28 nm technological node and achieved a latency of 0.15 ms and a total area of $0.09 \mu \mathrm{~m}^{2}$.

The decoder is the most critical unit for the security of the whole system since the Secret Key is fundamental in the inner computations. In the present work, a Side-channel attack that exploits the dynamic power consumption is applied to the multiplier in the decoder; the target is the Secret Key which is employed in the multiplication and results in the complete disclosing of the key. The method is applied to real and simulated measurements (from the netlist) to validate a methodology that aims to include a preliminary study of the security during the design phase.

In the last study, the multiplier is implemented as a Number Theoretic Transformbased multiplier due to the analogy between the cyclic matrix product and the cyclic convolution. The unit is fundamental for both the encryption and decryption stage of Code-based Post-Quantum schemes; in this work, has optimized it for both sparse and dense vectors to fully benefit from using the Number Theoretic Transform based multiplier. The result of such an approach has been provided for Field Programmable Gate Arrays (FPGA) and Application Specific Integrated Circuits (ASIC). In the end, it has been showing its flexibility when applied to both encryption and decryption since if we consider as a metric the product of latency and area; it is 3 to 10 times more efficient than other proposals. Moreover, such an approach's flexibility also extends to generic PQC primitives, where such a multiplier is employed.
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## Chapter 1

## Introduction

Quantum computing is considered the next big revolution in the area of computing; the concept of Quantum Computers was introduced in 1981 by the physicists Richard Feynman [4]. It was considered a method that could improve simulations of quantum systems, but recently it has become clear that its impact could be more profound on our everyday lives, since it can reduce the simulation time of complex physical systems, enabling new stages of our knowledge of the world. Despite the theoretical background that has been developed in the 80s and 90s, from a technological point of view. Quantum computing is at its early stages. However, Quantum Computing has encountered rapid advancement in recent years[5-8], thanks to contributions from a number of companies, research institutions, and governments interested in this topic.

However, the advent of quantum computers also raises significant concerns regarding the security of our data. Traditional cryptographic algorithms, such as those used in Public Key Cryptography (PKC) (or Asymmetric Cryptography), rely on the difficulty of certain mathematical problems to ensure the confidentiality and integrity of sensitive information. Quantum computers possess the ability to solve these problems exponentially faster than classical computers, rendering many conventional encryption schemes vulnerable to attacks. One of the security requirements upon which an asymmetric cryptosystem is built is the NP hardness of discovering the Secret Key (SK) from the Public Key (PK): the PK is computed by applying a one-way function to the SK , and inverting this function is computationally infeasible. One of the most widespread one-way functions used in current PKC
is based on integer factorization. Factorizing large integers is believed to be a Non-Polynomial (NP) problem with classical computers.

However, it has been demonstrated that by using Shor's algorithm [9] on a Quantum Computing, the problem reduces to polynomial time complexity. Similarly, the security of cryptographic schemes based on Elliptic Curve Cryptography (ECC) relies on the difficulty of discovering the discrete logarithm of a random elliptic curve, but this easily be solved by means of quantum computers and Shor's algorithm [9]. Quantum Computers breaks the security of all the asymmetric cryptosystems, that have been adopted to secure our data or communications.

The above threats have motivated governments and institutions to begin a migration to quantum-resistant asymmetric algorithms. The research area is known as Post-Quantum Cryptography (PQC), the field was first described by Bernstein [10]. In recent years, by recognizing the urgency and importance of this endeavor, the National Institute of Standards and Technology (NIST) initiated a comprehensive selection process in December 2016 to define new standards for Post-Quantum PKC [11]. Initially, 69 candidate cryptographic schemes were submitted, based on various approaches arising from different families of hard mathematical problems. This concerted effort underscores the pressing need to develop cryptographic schemes that can effectively mitigate the vulnerabilities introduced by quantum computers while ensuring the continued security of our communications and sensitive information, the possible issues of underlying problems has to be carefully researched since they can break the schemes.

One of these problems is that of decoding an arbitrary linear code, which in [12] has been proven to be NP-hard. The most remarkable and oldest example of cryptosystems based on such a problem, is the Classic McEliece[13], which is among the schemes admitted to the fourth round of the NIST competition [14], and is widely recognized as one of the most secure and promising solutions to the threats posed by Quantum Computers. The McEliece Cryptosystem remained unbroken for decades. Classic McEliece [15] is the cryptographic scheme submitted to the competition is based on the work of McEliece[13] and the key pair size have been adapted to the current security requirements. The work is the first-ever proposed code-based cryptosystem. The choice of the error correcting code for this purpose, McElice chose binary Goppa codes as secret keys. Despite its largely recognized security, the

McEliece scheme relying on Goppa codes has a major drawback with its very large public keys (hundreds of kilobytes).

In response to the aforementioned issues, researchers have put significant effort into the goal of reducing the public key size of McEliece-like cryptosystems. One solution in this respect consists of replacing the underlying secret error correcting code employed in the original McEliece system with a Quasi-Cyclic (QC) random or pseudorandom code [16].

The idea is that by using codes that admit a compact geometric construction, results in the implementation using less memory, with respect to unstructured large linear codes. Indeed, such an approach has been used in different NIST submissions, like LEDAcrypt [17], BIKE [18] and HQC [19], with BIKE [18] scheme still running as a finalist in the NIST competition.

In this work, we focus on the implementation of the LEDAcrypt/BIKE cryptosystem, which uses a class of state-of-the-art error correcting codes, named ModerateDensity Parity-Check (MDPC) codes. These are similar to Low-Density parity-Check codes described in [20] and [21], as the Secret Key of the asymmetric cryptographic scheme.

The secret MDPC code used in LEDAcrypt is defined by a sparse Quasi-Cyclic parity-check matrix. which was the the result of product of two sparse quasi-cyclic matrices. The additional structure enabled the use of a very efficient decoding algorithm, named $Q$-decoder, which derives from the classical Bit Flipping (BF) decoder [20]. However, the scheme was discovered to be insecure, thus the approach of BIKE has been preferred. The Q-decoder in LEDAcrypt and the BFG-Decoder in BIKE, are specifically tailored for the code structure of LEDAcrypt/BIKE, and they are significantly faster than original BF decoding on unstructured LDPC codes. LEDAcrypt was successfully admitted to the first two selection rounds of the NIST PQC competition, but it was not admitted to the third round due to the discovery a families of weak keys [22].

In this thesis, we refer to two schemes submitted to the NIST competition: LEDAcrypt and BIKE with their submission to the four round of the PQC call. It is important to remark that the initial implementation that has been provided is scalable, and adapts to all versions of LEDAcrypt and BIKE.

In LEDAcrypt and BIKE, the decoder is a fundamental component of cryptographic functions based on error-correcting codes. For this thesis, we focus on implementing the Bit Flipping-based Decoder, one of the LEDAcrypt/BIKE peculiarities since its design is fundamental to have a scheme which is secure and with a low latency. The interest in such a decoder goes beyond its cryptographic application, since efficient decoders are also required in conventional coded transmissions.

The BF decoder is implemented with an efficient polynomial multiplier, since this is the main processing unit for both encryption and decryption primitives of QCMDPC cryptosystems. The polynomial product is fundamental in all PQC primitives, including one of the winner of the selection process in Public Key Encryption [23, 24].

The design of the architecture of LEDAcrypt/BIKE considers the parameters that affect both hardware complexity and latency in polynomial multiplication. These are the length of polynomials, the number of non-zero elements, and the ring/field on which the operations are carried on.

The algorithms known in the literature for polynomial product calculation are: the Schoolbook, the Karatsuba [25] and the Schönhage-Strassen [26] methods. Because the polynomial product in LEDAcrypt/BIKE involves very large binary polynomials, the two use the aforementioned methods as follows:

- The Schoolbook algorithm is adopted in implementations of schemes based on QC-LDPC/MDPC codes [27-29]. The results showed that the reduced area and latency of the implementation of this approach strongly depends on the density of the involved matrices: the latency is low for the sparse matrix in the decoder, it becomes rather poor when the density of the matrix is increased, as in the encoder.
- The Karatsuba algorithm achieves a the lowest latency, if used to compute the polynomial products required in the encryption [30].
- The Schönhage-Strassen algorithm [31], with the Number Theoretic transform (NTT), has the lowest time complexity among the algorithms with all tyoe of vectors. Therefore, has the flexibility to be applied to both encoder and decoder.

The thesis describes a Schoolbook architecture that implement polynomial product optimized for LEDAcrypt/BIKE encoder/decoder. In addition, the security of the Schoolbook approach is studied by applying a side-channel attack to retrieve the secret key. The encoder and decoder architectures are described and compared with state-of-the-art designs. Moreover, the Schönhage-Strassen approach, despite not being the most efficient solution, is more flexible among PQC primitives.

The work is organized as follows: in Chapter II, general concepts on cryptography are presented, while in Chapter III describes the Code-based PQC in details, in Chapter IV and V the algorithms for polynomial multiplication and the architectures are described, Chapter VI presents the implementation of the decoder and encoder and finally the Conclusions are provided.

## Chapter 2

## Cryptography

The security of private messages exchanged between two parties or the integrity of a received stream of data, are ensured by Cryptography. The field of Cryptography offers methods to establish secure communication channels, safeguarding secret information from third-party access, and expose potential threats that may compromise the reliability of communication.

To protect a secret message, this is transformed into an obfuscated text, known as ciphertext. The transformation of plaintext into ciphertext, represented in Figure 2.1, relies on specific cryptographic functions with provable security through mathematical theorems. Although in theory, the message could be derived from the ciphertext through brute force or known attacks, the computational cost of such tasks renders them infeasible given current and foreseeable computing capabilities.

The study of secure cryptosystem extends beyond Mathematics and encompasses contributions from Computer Science, Electronics and Physics (Quantum Mechanics) to ensure data protection. The methods and their implementations are continuously adapted into different requirements, and their security is regularly studied to find unexpected issues.

The methods, or protocols, used to secure information between two parties can be classified into two groups of algorithms: Symmetric Cryptography, which utilizes a single Secret Key for establishing a communication between trusted parties over a secure channel, and Asymmetric Cryptography, with a Secret Key and a Public Key, to establish communication between trusted parties over an insecure channel. It also provides a secure channel or prove the identity and integrity of a message or party


Fig. 2.1 Message ubfuscation by means of a cryptographic function
involved in the communication, together with Cryptographic Hash Functions. These methods evolved over time, with the increasing size of the keys implemented to align with the computational capabilities of computers. Recently, the advent of Quantum Computers and their potential to break the currently employed Asymmetric Schemes, has prompted research into new algorithms that can provide security in the coming decades. This has led to the emergence of Post-Quantum Cryptography.

This chapter aims to provide a comprehensive overview of the current standardized cryptographic methods that have been developed over the past decades and rely on mathematically proven secure problems. The impact of Quantum Computers on these algorithms will also be examined.

### 2.1 Asymmetric Cryptography

Asymmetric Cryptography, also known as Public-Key Cryptography (PKC), is a pivotal field in cryptography, as it enables the sharing of a common secret between two unknown parties, using a pair of Secret Keys (SK) and Public Keys (PK).

For example, the exchange of a secret message between Alice and Bob using PKC operates as follows: Bob wishes to share a secret with Alice, so he selects Alice's Public Key and encrypts the message, transforming it into ciphertext. Alice receives the ciphertext and decrypts it using her Secret Key to retrieve the message sent by Bob. The asymmetry in the use of the Secret Key and the Private Key is inherited from functions, these are computationally easy to solve in one direction, but difficult to invert.

The security of the communication is guaranteed by the asymmetry inherent in the selected mathematical function: the encryption of a message into a secret using the Public Key is "easy", while making it computationally difficult to invert
or decrypt without the Secret Key. As a result, disclosing the secret message is infeasible without the Secret Key. However, careful consideration must be given to the choice of the underlying problem, as the strength of the decryption process without the Secret Key can be compromised by the availability of more powerful or efficient methods.

The most common application of an Asymmetric Cryptosystem is to share the Secret Key of a Symmetric Systems, in order to establish a communication through a symmetric secure channel. In general, symmetric cryptosystems are more efficient due to their reduced latency and are referred to as Key Encapsulation Mechanism (KEM) schemes. The second main application is in Signature Schemes that are employed to prove the identity of the parties involved in a communication. The schemes that establish an asymmetric secure channel are referred as Public Key Encryption (PKE) schemes.

The schemes are a set of primitives that are in charge of generating the key pair (Key Generation). The block diagrams for KEM and PKC are in Figures 2.2 and 2.3. Encrypt and Decrypt for PKE, Encapsulate and Decapsulate for KEM and Sign and Verify for the Signature Schemes.

The above applications result in schemes that can build on algorithms that are resistant to classical or quantum threads. Modern Cryptography researches the state-of-the-art of methods that considers only classical threats, these come from classical computer (laptops) or supercomputers. More recently, the threads posed by Quantum Computers and quantum algorithms required an additional effort to find the algorithms and protocol that best suite to achieve security. In the following sections, the most common mathematical problems and the protocols are described in order to provide and overview of the cryptosystems.

The examples of mathematical problems that are the basis of PKC schemes are briefly described to have an overview of the different algorithms that are available. In addition, KEMs/PKCs and Signature scheme are detailed in order to understand how they apply a mathematical problem to encrypt messages.

Security level The security of a cryptosystem is given as $n$-bit of security. This is referred to the $2^{n}$ number of operations that an attacker has to perform, in order to retrieve the Secret Key from the Public Key. The security level is defined assuming that the best known attack is applied. The estimate is computed by different agencies


Fig. 2.2 Block Diagram of the Key Encapsulation Mechanism schemes


Fig. 2.3 Block Diagram of the Public Key Cryptography schemes
across the world and result in the suggested parameters of the selected scheme. The recommendations require to have at least 128 bit of security.

### 2.1.1 Modern Cryptography Schemes

In Modern Cryptography, Asymmetric schemes depend on two problems: the inefficiency of factoring a large number, which is the product of two large primes (RSA[32]) and the inefficiency to solve the discrete logarithm problem, referred as Elliptic Curve Cryptography[33, 34]. The functions has been adopted for decades to secure our data.

The methods that can recover the secret message from the ciphertext are inefficient to run on a classical computer, but methods to speed-up them up are known if a quantum computer with a sufficient number of bits is available.

## RSA Cryptosystem

The RSA cryptosystem firstly appeared in 1977 and its name derived from the inventors of the scheme: Ron Rivest, Adi Shamir and Leonard Adleman[32].

In RSA, Alice would start the Key Generation, as mentioned above, with the extraction of two large prime numbers with different length, these are $p$ and $q$, which has not to he disclosed. The product of these numbers, $n=p q$, is part of the Public Key (PK), which will be transmitted to Bob. The second number
of PK is $e$, this is selected such that $1<e<\lambda(n)$ and coprime with $\lambda(n)$, with $l \lambda(n)=\operatorname{lcm}(p-1, q-1)(l c m$ is the least common multiple). The value of SK is $d=e^{-1}$.

The Encryption, on Bob's side, has in input the secret message $m$ that becomes the ciphertext $c=m^{e}(\bmod n)$.

The Decryption, which only Alice can perform, is $m=c^{d}(\bmod n)$.
The method is based on a specific group of functions referred as trapdoor oneway, which are very popular in PKC: the one-way property is useful in the encryption since it refers to a problem that is hard to invert, while the trapdoor is useful in the decryption because it can efficiently invert the function. Obviously, the trapdoor has to be only one otherwise the method is not suitable for cryptography.

## Elliptic Curve Cryptography

The use of Elliptic Curve in cryptographic systems has been firstly studied in the 80's and then applied to existing schemes to build algorithms public key cryptography.

Elliptic Curves are described with the equation:

$$
\begin{equation*}
y^{3}=x^{3}+a x+b \tag{2.1}
\end{equation*}
$$

The Elliptic Curve in Cryptography are defined over finite fields, thus, the equation becomes:

$$
\begin{equation*}
y^{3}=x^{3}+a x+b \bmod p \tag{2.2}
\end{equation*}
$$

The representation of the elliptic curves changes when only the integer ( $\bmod p$ ) coordinates are considered, Secret and Public Key, are points selected by Alice on such a curve. The search of the point associated to the Secret key is referred as the the discrete logarithm problem.

The advantage of ECC over RSA is that the size of the keys is reduced.

Elliptic Curve Diffie-Hellman The Diffie-Hellman Key Exchanged Protocol (DH)[35] paired with Elliptic Curves ensures that the secret cannot be found since it requires to solve the Discrete Logarithm Problem, there are no known methods
that can efficiently solve it. The idea is that Alice and Bob combines PK and SK and then derived a secret value which is the same between the two parties.

### 2.2 Symmetric Cryptography

The Symmetric Cryptography provides a set of algorithms that ensure a secure and efficient communication over a channel by adopting a single shared key, the Secret Key, in Figure 2.4.


Fig. 2.4 Block Diagram of a Symmetric Cryptosystem

The communication between Alice and Bob consists in ciphering (encrypting) a secret message with SK and then de-cipher (decrypting) it with the same key. The algorithms available are divided into:

- Stream Ciphers, the encryption is applied digit by digit to the secret message;
- Block Ciphers, the encryption is applied to a block of digits of the secret message.

There is a number of algorithms that has been developed for symmetric cryptography, the most popular and adopted is the Advanced Encryption Standard (AES)[36].

The AES algorithm performs a set of operations that combines matrices with the secret message and matrices with the Secret Key to perform the encryption which are then reverted in order to decrypt the message.

The algorithm security is not affected by Quantum Computers since it is enough to double the size of the keys to have a equivalent security level on Quantum Computers.

### 2.3 Post-Quantum Cryptography

Shor's Algorithm[9] running on Quantum computers can break the RSA and ECC schemes, in such a way that is not enough to increase the size of the key to have a secure system. In Post-Quantum Cryptography researches schemes that are called quantum-safe, which guarantees the 'n-bit security' of RSA and ECC, but against quantum algorithms, such as Shor's[9] and Grover's[37] Algorithms.

The field of Post-Quantum Cryptography aims to provide algorithms for Asymmetric Cryptography and Signature scheme that relies on problems that are infeasible on both Classic and Quantum Computers.

The topic has become relevant in recent years, but quantum resistant schemes have been known for years ago and rediscovered recently. In 2015, the National Institutes for Standards and Technology (NIST)[38] launched a Call for Submission for Post-Quantum Schemes and different agencies across the world warned about the need of a transition towards quantum safe algorithms.

The selection process has encountered 4 Rounds and in the end selected a winner for the PKC/KEMs and Signature schemes.

Round 1, 2 and 3 The story of the NIST PQC Standardization process started with in 2015 with the call for proposal. The first set of submission for Round 1, which included in the competition 69 schemes [39], but a set of these has been broken in the very first days and hours after being made publicly available. In the next months, the remaining schemes has been carefully studied and a subset of them admitted to Round 2.

The PKE schemes admitted to Round 2 where 17 among the initial 69, further reduced to 9 at Round 3. The schemes admitted are based on four problems that were considered the most promising ones for PQC, one can find schemes based on Lattices, Code-based schemes, Isogeny based schemes and Multivariate ones. Despite that, in the end, the Isogeny-based and Multivariate-based turned out to be insecure, while Code-based and Lattice based schemes has been admitted to the last Round[14].

Round 4: selected algorithms and finalists The final phase of the competition is Round 4. The selected candidate to be standardized for KEMs has been found in Crystals-Kyber[40], while Dilithium[41], Falcon[42] and SPHINCS+[43] have been the selected as Signatures schemes[44]. The selection process is still open for both KEMs and Signature schemes, while for KEMs there are Code-based schemes, for signatures the proposals are not diversified, a specific competition has been launched [45].

The algorithms that are still running in the NIST competition for KEMs are:

- BIKE[18]: a Code-based scheme with Moderate Density Parity Check codes, this is reduced density variant of the McEliece Cryptosystem;
- Classic Mceliece[15]: a Code-based scheme that the original MceEliece Cryptosystem, with parameters which makes it quantum safe;
- HQC[19]: a Code-based cryptosystems that proposes a different model for code-based KEMs;
- SIKE [46]: a Isogeny-based cryptosystem which appeared to be a promising candidate, but has been found that is insecure by its inventors as states in the note published on NIST website [47].

The Code-based and Lattice based schemes are the oldest and most valid options for quantum safe algorithms, they have been both described decades ago with the McEliece Cryptosystems [13] and NTRU [48].

The Code-based cryptosystem history, details and implementations are discussed in the next chapter, in the following a brief description of Lattice-based schemes is provided.

### 2.3.1 Lattice-based Schemes

The Lattice-based schemes has been developed to consider two NP-hard problems that can be described on a given lattice, this is the set of points described over a n-dimensional space, the example is in Figure 2.5, which are linear combination of the base vectors, over this space one can define:

- the Shortest Vector Problems, aims to find the shortest vector on the lattice;


Fig. 2.5 The example of a two dimensional lattice with the basis, $b_{1}$ and $b_{2}$ basis vector highlighted and the shortest vector $c$,

- the Closest Vector Problem, aims to find in the lattices the closest vector to another vector.

The Shortest Vector Problem is the basis of Lattice-based cryptography, but recently a variant of the original problem has been developed, these are referred to as Learning With Error (LWE) schemes, since the proposal is the search of a vector on a lattice which has been perturbed by noise.

Despite the LWE schemes has been selected for standardization, the Code-based schemes are still considered as an alternative method to build a secure cryptosystem.

## Code-based Schemes

The Code-based schemes are based on the NP-hard problem of decoding a general linear code. The NP-hardness has been adopted in the McEliece Cryptosystem, which has selected Goppa Codes to encrypt and decrypt the secret message. More recently, families of error correcting codes has been researched in order to lower the memory footprint of such schemes.

The detail of the Code-based schemes are described in Chapter III.

## Chapter 3

## Code-Based Post Quantum Cryptography

Error correcting codes, which are a tool in information theory, have been used for decades to transmit information over noisy channels by adding redundancy through encoding, which is later utilized by decoders to remove errors.

The first example of error correcting codes was proposed by Richard Hamming in the 1940s, the code developed is known as the Hamming code. Subsequently, several error correcting codes with varying structures, complexities, and correction capabilities have been developed, such as Reed-Solomon Codes, BCH Codes, Polar Codes, LDPC Codes, and Goppa Codes. These codes find wide applications in satellite communication, data storage, digital television protocols, and cryptography. More recently, error correcting codes have gained significance in securing data, with the rediscovery of McEliece Cryptosystems[49] based on Goppa Codes, and the successful application of LDPC[20] Codes in Quantum Key Distribution (QKD) protocols[50].

In the field of cryptography, the secret message, the plaintext, is encoded using a generator matrix into codeword, errors are intentionally introduced to obtain the ciphertext. The Decoding algorithm is then applied to recover the secret message. The security of such schemes is based on the NP-harness of the decoding a general linear code[12].

The oldest Code-based proposal iw the McEliece[49] and Niederreiter[51] Cryptosystems, and recently, variants of the method have been proposed and demonstrated promising results.

The description of Code-based Post-Quantum Cryptography ( PQC ) involves matrices, vectors, and notation specific to this chapter, which will be defined in dedicated sections in this and subsequent chapters.

### 3.1 Notations and definitions

The present section is dedicated to describe the notations and to define some concepts that are used in the present manuscript.

### 3.1.1 Constants, vector and matrices

The constants and integers are referred by letters $a$, vectors of size $1 \times m$ are defined in bold with a the row vector is:

$$
\mathbf{a}=\left[\begin{array}{llll}
a_{0} & a_{1} & \ldots & a_{m-1} \tag{3.1}
\end{array}\right]
$$

the row vector has length $m$, the column vector, of size $m \times 1$, is the transpose of $\mathbf{a}^{T}$ is:

$$
\mathbf{a}^{T}=\left[\begin{array}{c}
a_{0}  \tag{3.2}\\
a_{1} \\
\vdots \\
a_{m-1}
\end{array}\right]
$$

The elements of the vector are indexed starts from 0 . The vector can be a binary vector, with elements $a_{i}(i \in[m-1,0])$ that can be 0 or 1 . The weight of a binary vector is $a_{w}$ is the sum of the 1 a in $\mathbf{a}$.

The $n \times m$ matrix is defined with capital and bold letter $\mathbf{A}$ :

$$
\mathbf{A}=\left[\begin{array}{cccc}
a_{0,0} & a_{0,1} & \ldots & a_{0, m-1}  \tag{3.3}\\
a_{1,0} & a_{1,1} & \ldots & a_{1, m-1} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n-1,0} & a_{n-1,1} & \ldots & a_{n-1, m-1}
\end{array}\right]
$$

The square matrix has size $m \times m$, this is a circular matrix derived from vector a:

$$
\mathbf{A}=\left[\begin{array}{cccc}
a_{0} & a_{1} & \vdots & a_{m-1}  \tag{3.4}\\
a_{m-1} & a_{0} & \vdots & a_{m-2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1} & a_{2} & \vdots & a_{0}
\end{array}\right]
$$

The transpose of the matrix is $\mathbf{A}^{T}$ :

$$
\mathbf{A}^{T}=\left[\begin{array}{cccc}
a_{0} & a_{m-1} & \vdots & a_{1}  \tag{3.5}\\
a_{1} & a_{0} & \vdots & a_{2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m-1} & a_{1} & \vdots & a_{0}
\end{array}\right]
$$

There is specific case of cyclic matrix, this is the identity matrix, it is referred as $\mathbf{I}$, it is a binary matrix with the first row $\left[\begin{array}{lllll}1 & 0 & 0 & \ldots & 0\end{array}\right]$, the matrix is:

$$
\mathbf{I}=\left[\begin{array}{cccc}
1 & 0 & \vdots & 0  \tag{3.6}\\
0 & 1 & \vdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \vdots & 1
\end{array}\right]
$$

The binary matrices are associated to the weight of each column or row in matrix $\mathbf{A}$, these are a row vector, $\mathbf{a}_{\text {row }}$, and a column vector, $\mathbf{a}_{\text {column }}$, that counts the number of 1 s in each column and rows. The binary cyclic matrix $\mathbf{A}$ is regular since the weight of rows and columns is constant, the row weight it referred as $d_{A}$, the density of the matrix ( which is identical to $a_{w}$ of vector $\mathbf{a}$ ).

The block matrices with $n_{0} \times m_{0}$ are is defined by:

$$
\mathbf{B}=\left[\begin{array}{cccc}
\mathbf{A}_{0,0} & \mathbf{A}_{0,1} & \ldots & \mathbf{A}_{0, m_{0}-1}  \tag{3.7}\\
\mathbf{A}_{1,0} & \mathbf{A}_{1,1} & \ldots & \mathbf{A}_{1, m_{0}-1} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{A}_{n_{0}-1,0} & \mathbf{A}_{n_{0}-1,1} & \ldots & \mathbf{A}_{n_{0}-1, m_{0}-1}
\end{array}\right]
$$

The size of $\mathbf{B}$, considering the $m \times m$ matrix $\mathbf{A}$, is $n_{0} m \times m_{0} m$. the block matrix can be 'cyclic' too, since the property can apply to the block matrices.

The block matrix with cyclic matrices is defined as quasi-cyclic matrix, the matrix is associated to a weight matrix $w(\mathbf{B})$ with each elements $(i, j)$ that corresponds to the weight of each $\mathbf{A}_{i, j}$.

### 3.1.2 Polynomials

The polynomials are referred in a similar way as vectors, polynomial $\mathbf{a}(x)$ of degree $m$ is:

$$
\begin{equation*}
\mathbf{a}(x)=a_{0}+a_{1} x^{1}+\cdots+a_{m-1} x^{m-1} \tag{3.8}
\end{equation*}
$$

The coefficients of $\mathbf{a}(x)$ are elements $a_{i}$, these corresponds to the elements of vector a of length $m$ previously defined. Polynomials are referred by its coefficients.

### 3.1.3 Operators

addition or subtraction The addition (or subtraction) between constants, vectors and matrices of proper size is straightforward. The present work makes use of the sum between binary or integer vectors, the sum between vectors $\mathbf{a}$ and $\mathbf{b}$ is referred in two ways:

- $\mathbf{a}+\mathbf{b}$, the result is an integer vector it is performed in the integer domain;
- $\mathbf{a} \oplus \mathbf{b}$, the result is a binary vector it is performed in $G F(2)$
multiplication and correlation The multiplication (or product) between constants is $c=a b$, between vector is $\mathbf{c}=\mathbf{a b}$ is the element wise product among the elements of the vectors.

The matrix multiplication is referred to a matrix by matrix product and a vector by matrix product, the product considered are:

- the row vector a with size $1 \times m$ by the square cyclic matrix $\mathbf{B}$ (or $\mathbf{B}^{T}$ ) with size $m \times m$

$$
\begin{equation*}
\mathbf{c}=\mathbf{a B} \tag{3.9}
\end{equation*}
$$

- the square cyclic matrix $\mathbf{B}$ (or $\mathbf{B}^{T}$ ) with size $m \times m$ by the column vector $\mathbf{a}^{T}$

$$
\begin{equation*}
\mathbf{c}=\mathbf{B a} \tag{3.10}
\end{equation*}
$$

The same notation is used for multiplication that result in integer or binary vectors, the domain of the output is specified.

The correlations, which is applied over two vectors is referred as: $\mathbf{a} \star \mathbf{b}$.
transforms The transform of a vector a is referred with the capital letter $A$ (despite it is a vector it is not in bold to avoid confusion with matrix $\mathbf{A}$ ). For example, the Fourier transform of a signal store in vector $\mathbf{a}$, is:

$$
\begin{equation*}
A=\mathscr{F}(\mathbf{a}) \tag{3.11}
\end{equation*}
$$

### 3.2 McEliece Cyrptosystem

The McEliece Cryptosystem was described by Robert McEliece in 1978 [49] based on binary Goppa Codes, the scheme is suitable to exchange a secret between two parties with an asymmetric cryptosystem, this is a Public-key Encryption scheme.

The cryptosystem, RSA[32] and ECC[34][33] has been proposed in 1977 and 1986, respectively. The RSA and ECC schemes have been selected as standards for asymmetric cryptography because of their efficiency, compared to McEliece. The overcoming thread of quantum computers has a milder effect on the McEliece cryptosystem due to the NP-hardness of the decoding of a general linear code. The
surprising aspect of McEliece cryptosystem is that since 1978 only one attack has been discovered which improves brute force attack, but with an increase of the size of the secret key the attack becomes infeasible.

The method establishes a secure channel between Alice and Bob, the general idea of the scheme is in Figure 3.1, the main elements are the Encryption and Decryption, these correspond to the encoder and decoder present in a telecommunication system, the difference is that the errors are part of the encryption, thanks to the redundancy of the codeword it is possible to recover the plaintext.


Fig. 3.1 Block scheme for McElice-like crytosystem
The original method consists in three algorithms that run in polynomial time: secret key pair generation, encryption, decryption.

The cryptosystem has a set of parameters for which the security is guaranteed, these are:

- $n$ : the length of the code, which is the length of the redundant message,
- $k$ : the number redundant bit added to the message,
- $t$ : the weight of the error added to the redundant message.


### 3.2.1 Scheme algorithms

Key Pair generation The Secret Key (SK) is the binary Goppa Code capable of correcting $t$ errors with and with dimensions $n$ and $k$, the Public Key (PK) is the Generator Matrix, G, the randomly selected $\mathbf{S}$ and $\mathbf{P}$ matrices which are the nonsingular matrix with dimensions $k \times k$ and the permutation matrix with dimensions $n \times n$ respectively. The Private Key is $\hat{G}=S G P$.

The Public Key is shared by Alice to Bob.


Fig. 3.2 The example of a codeword of length $n$ with the different sections highlighted: the message is in yellow, with $n-k$ bit, the redundant part with $k$ bits, the $t$ error bit.

Encryption The secret message is $\mathbf{m}$ with length $n-k$, it is encrypt by Bob with the error vector with length $n$ and $t$ asserted bits is derived, the ciphertext is:

$$
\begin{equation*}
\mathbf{c}=\mathbf{m} \hat{\mathbf{G}}+\mathbf{e} \tag{3.12}
\end{equation*}
$$

The ciphertext is a vector of length $n$ that can be shared over an insecure channel.

Decryption The Decryption is performed by Alice in three steps:

- the inverses of $\mathbf{P}$ and $\mathbf{S}$ are computed;
- the decoding algorithm is applied to $\hat{\mathbf{c}}=\mathbf{c} * \mathbf{P}^{-1}$ and $\hat{\mathbf{m}}$ is obtained;
- the message is: $\mathbf{m}=\hat{\mathbf{m}} \mathbf{S}^{-1}$

The Decoder, with the parameters and algorithm, is designed to correct up to $t$ errors, then the failures of the decoder (referred as DFR, Decoding Failure Rate) is guaranteed to be zero, this important to consider when designing a Code-based cryptosystem since the failures of the decoder are adopted by an attacker to retrieve information on the Secret Key.

### 3.2.2 Niederreiter Cyrptosystem

The Niederreiter Cryptosystem [51], with the general idea of the scheme in Figure 3.3, is variant of the McEliece Cryptosystem, the algorithm was originally based on
generalized Reed-Solomon Codes and has been broken in [52], but the cryptosystem is secure with binary Goppa Codes since they are both based on the NP-hardness of linear codes (the equivalence of the two scheme is described in [53]), thus the method is still valid if a suitable family of codes is employed. The original proposal is based on the parity-check matrix of a linear code and not the generator matrix, as in the original McEliece scheme.


Fig. 3.3 Block scheme for Niederreiter-like crytosystem

The cryptosystem is defined by the code length, $n$, the redundancy, $k$, and the weight of the error vector, $t$.

Key Pair Generation The Secret Key is the parity check matrix of a Reed-Solomon error correcting code, $\mathbf{H}$, and the invertible matrix $\mathbf{S}$. The Public Key is matrix $\mathbf{H}^{\prime}=\mathbf{H S}$.

Encryption The encryption is performed in two steps:

- the secret message is encoded into a vector of weight $t$, the error vector $\mathbf{e}$;
- the ciphertext is $\mathbf{c}=\mathbf{e H}^{\prime}$, which is the Syndrome of the vector.

Decryption The decryption is carried on with a syndrome decoding algorithm that recovers $\mathbf{e}$ from $\mathbf{S}^{-1} \mathbf{c}$.

### 3.2.3 Limitations and attacks

The factor that limited the adoption of the McEliece cryptosystem, despite its outstanding features, is the dimensions of the keys, the value of the parameters in its original[49] form are: $n=1024$ and $k=524$ and $t=50$, with the length of the message $n-k=500$. The Generator Matrix has form $\hat{\mathbf{G}}=[\tilde{\mathbf{G}}, \mathbf{I}]$, which makes it a systematic code, thus matrix $\tilde{\mathbf{G}}$ has $524 \times(1024-524)$ binary values to be stored. The sizes are increased for the McEliece Cryptosystem adapted to modern standards, this is referred as Classic McEliece[54].

The choice of the parameters is fundamental to guarantee efficient decoding and encoding, but most important the security. The attacks applied on McEliece to derive the Secret key from the Public key are brute force kind of attacks and can be divided in two categories: syndrome decoding and information set decoding [55], the latter tries to find the low weight codewords and thus is able to reduce the complexity of the Secret key recovery. Recently, the parameters of McEliece Cryptosystem have been updated to make such algorithms infeasible, the proposal has been submitted to NIST PQC Standardization competition as Classic McEliece for PKE, while the Niederreiter scheme based on Goppa codes is considered for KEM.

The size of the key is a big limitation for McEliece adoption, thus new families of codes have been used to derive variants of McEliece, but this requires additional studies to discover new attacks and test the effect of know attacks to them. The most promising options are LDPC/MDPC codes since they seem not affected by structural attacks (as the original McEliece), while Reed Solomon codes turned out to be insecure.

### 3.3 Low-Density Parity Check Codes

The Low-Density Parity Check (LDPC) had described by Gallager in its doctoral thesis [20] with their encoding and decoding algorithm. The LDPC Codes have been rediscovered in the past decade thanks to their outstanding correcting capabilities.

The binary Low-Density Parity Check Codes are linear codes defined by two matrices: Parity Check Matrix, H, with dimensions $n \times k$, and the Generator Matrix, G.

The code is constructed with the Parity Check Matrix, a binary sparse matrix (low density) defined by a set of parity equations. The Generator Matrix, with dimensions $(n-k) \times n)$, encodes the input message, $\mathbf{m}$ with length $n-k$, into a codeword, $\mathbf{c}$ of length $n$.

$$
\begin{equation*}
\mathbf{c}=\mathbf{m G} \tag{3.13}
\end{equation*}
$$

The codewords of the code are the set of inputs that satisfy the parity check equation, the Parity Check Matrix is a linear combination of codewords.

The parameters of the LDPC code are:

- $n$, the length of the codeword;
- $k$, the number of redundant bit;
- $t$, the maximum number of errors.

The LDPC codes have additional elements that characterizes the Parity Check Matrix, this is $d_{c}$ (or $d_{r}$ ) the weight of each column (or row), this is the number of asserted bit over a column (or row). In LDPC Codes the value of $d_{c}\left(\right.$ or $\left.d_{r}\right)$ is $\ll n$.

Code Construction and Encoding The Parity Check Matrix, H, is a $k \times n$ matrix generated randomly of with a construction algorithm. The Generator Matrix is obtained from $\mathbf{H}$ by rearranging it as:

$$
\begin{equation*}
\mathbf{H}=[\mathbf{A}, \mathbf{B}] \tag{3.14}
\end{equation*}
$$

Where the sub matrix $\mathbf{A}$ is a non singular square matrix of size $k$, thus $\mathbf{B}$ is a matrix with size $k \times(n-k)$ then matrix $\mathbf{G}$ for a systematic code is $\left[\mathbf{I}_{\mathbf{n}-\mathbf{k}}, \mathbf{G}_{l}\right]$ :

$$
\begin{equation*}
\mathbf{G}_{\mathbf{I}}=\left[\mathbf{A}^{-1} \mathbf{B}\right]^{T} \tag{3.15}
\end{equation*}
$$

The Identity Matrix, $\mathbf{I}$, is a square matrix of size $n-k$ and $\mathbf{G}_{\mathbf{I}}$ is a $(n-k) \times k$ matrix.
The encoding, in details, is done as follows:

$$
\begin{equation*}
\mathbf{c}=\mathbf{m}\left[\mathbf{I}, \mathbf{G}_{l}\right]=\left[\mathbf{m}, \mathbf{m G}_{l}\right] \tag{3.16}
\end{equation*}
$$

The encryption is an additional step in cryptosystems, since it requires to intentionally flip a set of bits in the codeword, making it a ciphertext.

$$
\begin{equation*}
\mathbf{x}=\mathbf{c}+\mathbf{e} \tag{3.17}
\end{equation*}
$$

The codeword is encrypted into a ciphertext and the attacks that aims to decode it without the parity-check matrix are infeasible for the parameters of the code.

Decoding The codewords are the set of vector with length $n$ that satisfy the parity equations of the code, with the errors added to the codeword the set of parity equations have a different value. The result of the equation is the Syndrome, $\mathbf{s}$, this quantity is fundamental in the decoder side since it is used to correct the errors.

The LDPC Codes have a wide number of decoders depending on the type of error that is introduced, the one employed in cryptography is Bit Flipping Decoder, modified version of the one proposed by Gallager, since the errors are bit flips of the codeword.

The Decoder with the Bit Flipping approach two variables have to be computed:

- The Syndrome vector is computed, this is a binary vector and each entry is the result of the parity equation of the code, the vector has length $n-k$;
- The Unsatisfied Parity Check vector is computed, this is an integer vector and it counts the number of wrong equations in each value of the ciphertext is involved.

The search of the error bit to be flipped is done by looking at the Unsatisfied Parity Check vector, upe, given a threshold value, the positions which are above that threshold are more likely to be errors.

The Algorithm iteratively approximated the ciphertext to the codeword by reaching a null Syndrome:

The evaluation of the threshold depends on the variant of the Bit Flipping algorithm that is adopted, the number of errors bits in the encryption step and the function that calculates the threshold at each iteration are critical parameters in the security analysis, thus in the coding design phase they have to be considered while testing attacks running on classic and quantum algorithm.

```
Algorithm 1 Bit Flipping Decoder
Input: ciphertex \(\mathbf{x}\), vector with length \(n\); :Parity Check Matrix H, with size
\(k \times n\)
Output: error free message m, with size \((n-k)\)
```

```
\(I t=0 \quad \triangleright\) Iterations counter
```

$I t=0 \quad \triangleright$ Iterations counter
$\mathbf{s}^{(0)}=\mathbf{x H}^{T} \quad \triangleright$ Syndrome
$\mathbf{s}^{(0)}=\mathbf{x H}^{T} \quad \triangleright$ Syndrome
while $I t<I t_{\max }$ or $\mathbf{s}^{I t}=\mathbf{0}$ do
while $I t<I t_{\max }$ or $\mathbf{s}^{I t}=\mathbf{0}$ do
$\mathbf{u p c}^{I t}=\mathbf{s H} \quad \triangleright$ Unsatisfied Parity Check
$\mathbf{u p c}^{I t}=\mathbf{s H} \quad \triangleright$ Unsatisfied Parity Check
$b^{I t}=f\left(\mathbf{s}^{I t}\right) \quad \triangleright$ Compute threshold
$b^{I t}=f\left(\mathbf{s}^{I t}\right) \quad \triangleright$ Compute threshold
$P=\left\{i \in[0, n-1] \mid \rho_{i}>b\right\} \quad \triangleright$ Collect the position of the errors
$P=\left\{i \in[0, n-1] \mid \rho_{i}>b\right\} \quad \triangleright$ Collect the position of the errors
$\mathbf{x}^{I t+1}(P)=\mathbf{x}^{I t}(P) \oplus \mathbf{c}^{I t}(P) \quad \triangleright$ Flipping of error position
$\mathbf{x}^{I t+1}(P)=\mathbf{x}^{I t}(P) \oplus \mathbf{c}^{I t}(P) \quad \triangleright$ Flipping of error position
$\mathbf{s}^{(I t)}=\mathbf{x}^{I t} \mathbf{H}^{T} \quad \triangleright$ Update Syndrome
$\mathbf{s}^{(I t)}=\mathbf{x}^{I t} \mathbf{H}^{T} \quad \triangleright$ Update Syndrome
$I t=I t+1 \quad \triangleright$ Increase iterations counter
$I t=I t+1 \quad \triangleright$ Increase iterations counter
end while
end while
if $s=0$ then
if $s=0$ then
return $\mathbf{m}=\mathbf{c}(1: n-k) \quad \triangleright$ Decoding is successful
return $\mathbf{m}=\mathbf{c}(1: n-k) \quad \triangleright$ Decoding is successful
else
else
Report failure $\quad \triangleright$ Decoding has failed
Report failure $\quad \triangleright$ Decoding has failed
end if

```
    end if
```

Coding Design The design of LDPC Codes suitable for cryptography has to be both secure and efficient, the parameters that are considered during the design are the result of a trade off between the efficiency of the encoding/decoding. The most critical parameters are the number of errors introduced in the codewords and the function to evaluate the threshold since on it the correcting capabilities of the decoder are affected: it is fundamental to correct the errors in $I t_{\max }$ iterations at most and avoid decoding failures since the decoding failures give additional information to discover the parity-check matrix from the generator matrix. The constraints imposed on the coding design are different for PKEs and KEMs, the latter generates ephemeral keys used only once, while PKE has long term keys, thus a statistical analysis that exploits failures of the decoder or analysis of the power consumption/execution time of the primitives can be applied.

The LDPC may have an additional structure that reduces the encoding and decoding complexity, without deteriorating the security [18][17]: the Quasi-Cyclic construction is adopted to further reduce the memory requirements of the scheme.

In cryptographic applications, impressively low error rates (in the order of $2^{-128}$ or less) must be achieved to avoid some types of attacks that gain information on the
secret key. The design of the codes, with its parameters and decoder, is fundamental to reaching this requirement and avoid a phenomenon known as 'error floor' [56, 57].

### 3.3.1 Structured Codes: QC-LDPC/MDPC

The variants of the McEliece and Niederreiter cryptosystem proposed for PostQuantum Cryptography are based on QC-LDPC/MDPC Codes, Quasi-Cyclic LowDensity Parity-Check/Moderate-density Parity-Check Codes.

The Quasi-Cyclic matrices in LDPC Codes are referred to the structure of the Parity-check and generator matrix. The cyclic or (circulant) matrices are square matrices, the whole matrix is defined with the first row (or column) that are cyclically shifted to obtain the following row (or columns), the binary matrix $\mathbf{A}$ with size $m \times m$ :

$$
\mathbf{A}=\left[\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{m-1}  \tag{3.18}\\
a_{m-1} & a_{0} & a_{1} & \ldots & a_{m-2} \\
a_{m-2} & a_{m-1} & a_{0} & \ldots & a_{m-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{1} & a_{2} & a_{3} & \ldots & a_{0}
\end{array}\right]
$$

The matrix is regular since the weight is constant across column (and rows), this is referred as $w_{A}$, the cyclic structures allows to stored only the first column $\left[\begin{array}{lllll}a_{0} & a_{1} & a_{2} & \ldots & a_{m-1}\end{array}\right]$.

The parity-check matrix, $\mathbf{H}$, is a block matrix which is assumed to have $x \times y$ blocks:

$$
\mathbf{H}=\left[\begin{array}{ccccc}
\mathbf{H}_{0,0} & \mathbf{H}_{0,1} & \mathbf{H}_{0,2} & \ldots & \mathbf{H}_{0, y-1}  \tag{3.19}\\
\mathbf{H}_{1,0} & \mathbf{H}_{1,1} & \mathbf{H}_{1,2} & \ldots & \mathbf{H}_{1, y-1} \\
\mathbf{H}_{2,0} & \mathbf{H}_{2,1} & \mathbf{H}_{2,2} & \ldots & \mathbf{H}_{2, y-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mathbf{H}_{x-1,0} & \mathbf{H}_{0,0} & \mathbf{H}_{0,0} & \ldots & \mathbf{H}_{x-1, y-1}
\end{array}\right]
$$

The elements $H_{i, j}$ is cyclic, thus $\mathbf{H}$ is quasi-cyclic (QC), the knowledge of the firs row (or column) is enough to derive $\mathbf{H}$.

The additional interesting property of quasi-cyclic codes, as we will see in the next section, is its isomorphism with the polynomial ring $\mathbb{F}_{2}[x] /\left(x^{m}+1\right)$. The matrix $\mathbf{A}$ and the polynomials $a(x)$ with coefficients in $\mathbb{F}_{2}$ (binary coefficients) are
equivalent:

$$
\begin{equation*}
a(x)=a_{0}+a_{1} x+a_{2} x^{2}+\cdots+a_{m-1} x^{m-1} \tag{3.20}
\end{equation*}
$$

The property is important to improve in the computation and it successfully applied in modern cryptosystems. The key generation involves a matrix inversion, with the parameters of the cryptosystem it is simplified into a polynomial inversion, the multiplications in the encoder and decoder are considered as polynomial multiplication and thus the techniques known in literature are adopted to speed-up the computation.

The cryptosystems that have been proposed for Code-based Post-quantum Cryptography are BIKE and LEDAcrypt, they are variants of McEliece with QC-LDPC/MDPC Codes adopted to implement Public Key Encryption (PKE) and Key Encapsulation Mechanisms (KEM) schemes.

### 3.4 Code-based QC-LDPC schemes

The NIST competition reached its final phases of the standardization process, with Round 4, BIKE is still running to be a possible candidate for standardization, while LEDAcrypt has been found vulnerable and did not made it to Round 3 of the standardization process. The two schemes are very similar, but not identical. The primitives and parameters of the schemes are described in the following and their specifications are reported.

The primitive that implements the Key Generation, Encryption and Decryption for PKE, Encapsulation and Decapsulation for KEMs, the methods are similar to the algorithms explained before but the polynomial structure, the security requires some additional elements to take care of.

The key pair are the Parity-Check matrix and Generator matrix of a QC-LDPC/MDPC code, the parameters are the number of blocks, $n_{0}$, the size of the blocks, $p$, the density of the matrix as the number of asserted bits in the first row, $d_{h}$, and the number of errors, $t$. The code length and size of the message are derived from the previous parameters.

### 3.4.1 LEDAcrypt

The LEDAcrypt parameters are in Tables 3.1 and 3.2, these are referred to KEM primitives submitted to Round 2 of the NIST competition, the parameters are grouped per level of security.

The parity-check matrix in LEDAcrypt is matrix $\mathbf{L}$, a quasi-cyclic matrix, the result of the product $\mathbf{H Q}$, which are again quasi-cyclic matrices. The cyclic matrices are defined as:

$$
\begin{equation*}
\mathbf{H}=\left[\mathbf{H}_{0}, \mathbf{H}_{1}, \ldots, \mathbf{H}_{n_{0}-1}\right], \tag{3.21}
\end{equation*}
$$

The matrix has $n_{0}$ blocks, the density of the cyclic blocks is constant and set to $d_{H}$, which refers to the number of asserted bit in the first row of the matrix. The matrix is calculated randomly extracting a set of $d_{H}$ distinct positions for each $n_{0}$ block.

$$
\mathbf{Q}=\left[\begin{array}{cccc}
\mathbf{Q}_{0,0} & \mathbf{Q}_{0,1} & \ldots & \mathbf{Q}_{0, n_{0}-1}  \tag{3.22}\\
\mathbf{Q}_{1,0} & \mathbf{Q}_{1,1} & \ldots & \mathbf{Q}_{1, n_{0}-1} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{Q}_{n_{0}-1,0} & \mathbf{Q}_{n_{0}-1,1} & \ldots & \mathbf{Q}_{n_{0}-1, n_{0}-1}
\end{array}\right]
$$

The matrix has $n_{0} \times n_{0}$ blocks.

The matrix $\mathbf{Q}$ is associated to its density matrix, which is quasi-cyclic itself, the matrix is:

$$
\mathbf{D}(Q)=\left[\begin{array}{cccc}
d_{0} & d_{1} & \ldots & d_{n_{0}-1}  \tag{3.23}\\
d_{n_{0-1}} & d_{0} & \ldots & d_{n_{0}-2} \\
\vdots & \vdots & \ddots & \vdots \\
d_{1} & d_{n_{0}-1} & \ldots & d_{0}
\end{array}\right]
$$

The first row is $\left[\begin{array}{llll}d_{0} & d_{1} & \ldots & d_{n_{0}-1}\end{array}\right]$, referred as $\mathbf{d}_{Q}$, the sum of these elements is referred as $d_{Q}$.

The matrix is calculated by extracting $\left.\mathbf{D}_{( } Q\right)(i, j)$ distinct position for the $\mathbf{Q}(i, j)$ block, for each $(i, j)$ block with $i=0 \ldots n_{0}-1$ and $j=0 \ldots n_{0}-1$.

Decoder Efficiency and Security concerns The idea to split the parity-check matrix into $\mathbf{H}$ and $\mathbf{Q}$ was proposed in Round 1 of the LEDAcrypt submission, this for an efficient decoder: the cyclic matrix products are the core of the computation and, as it will be shown later, is the execution time of such multiplication strictly depends on the density of the matrices, with the 'factorized' version of the parity-check it is possible to compute the products with a reduced density. Unfortunately, the optimization showed weaknesses from the security point of view and thus has been dropped out from the NIST competition. The choice of the updated parameters is close to the one selected in BIKE. The details on LEDAcrypt are reported in the following since the initial study on the architectural implementation has been carried on considering LEDAcrypt, but can be extended to BIKE by changing the sizes of the parameters.

## Parameters

The value of $n_{0}$ for a given Security Level can be 2,3 and 4 , which is associated to different code length $\left(n_{0} p\right)$ and redundancy $\left(\left(n_{0}-1\right) p\right)$, despite the security being the same the length of the message to be encoded and the execution time of the decoder, can change, this allows to have a decryption with different performances but a given level of security.

The parameters referred to the submission to Round 2 of LEDAcypt for KEMs are in Table 3.1, the maximum number of iterations of the decoder is set to 5 ( $I t_{\max }$ in Algorithm 1).

The parameters referred to the submission to Round 3 of LEDAcypt for PKE and KEMs are in Table 3.2, the parity check matrix is $\mathbf{H}$ with its density $d_{H}$.

It is important to point out that the size of the block is a prime number, this choice is fundamental to have an efficient generation of the keys, but requires particular attention when implementing an efficient decoder and encoder.

The list of parameters is provided since these have been considered in the first implementation of the Decoder, the following parameters considered are derived from BIKE.

Table 3.1 Considered LEDAcrypt parameters for KEM.

| Security Level <br> (in bits) | $n_{0}$ | $m$ | $d_{H}$ | $\mathbf{d}_{Q}$ | $t$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 128 | 2 | 14,939 | 11 | $[4,3]$ | 136 |
|  | 3 | 8,269 | 9 | $[4,3,2]$ | 86 |
|  | 4 | 7,547 | 13 | $[2,2,2,1]$ | 69 |
|  | 2 | 25,693 | 13 | $[5,3]$ | 199 |
| 192 | 3 | 16,067 | 11 | $[4,4,3]$ | 127 |
|  | 4 | 14,341 | 15 | $[3,2,2,2]$ | 101 |
| 256 | 2 | 36,877 | 11 | $[7,6]$ | 267 |
|  | 3 | 27,437 | 15 | $[4,4,3]$ | 169 |
|  | 4 | 22,691 | 13 | $[4,3,3,3]$ | 134 |

## LEDAkem

The Key Encapsulation mechanism for Code-based PQC is the Niederreiter cryptosystem with QC-LDPC Codes. The scheme is in charge of encapsulating a secret string, which is later used as the key of a Symmetric Cryptosystem. The Secret Key is the Parity-Check Matrix of a QC-LDPC Code, derived as $\mathbf{L}=\mathbf{H Q}$, and the Public Key is the Generator Matrix of a QC-LDPC Code.

Key Generation The key generation has to calculate firstly the Parity-Check Matrix $\mathbf{L}$, given the parameters $n_{0}, m$ and $d_{H} / \mathbf{d}_{Q}$, the steps are:

- Calculate the asserted position in each $n_{0}$ block for matrix $\mathbf{H}$, this corresponds to calculating $d_{H}$ distinct position for each $n_{0}$ block;
- Calculate the asserted position in each $n_{0} \times n_{0}$ block for matrix $\mathbf{Q}$, this corresponds to calculating $\mathbf{d}_{Q}$ distinct position for each block;
- Calculate the product $\mathbf{H Q}$.

The result is the Quasi-Cyclic matrix $\mathbf{L}=\left[\mathbf{L}_{0}, \mathbf{L}_{1}, \ldots, \mathbf{L}_{n_{0}-1}\right]$, which has density $d_{H} * d_{Q}$.

The Generator Matrix, G,is calculated in three steps:

Table 3.2 Considered LEDAcrypt parameters for KEM and PKE submitted for Round 3.

| Security Level <br> (in bits) | $n_{0}$ | $m$ | $d_{H}$ | $t$ | $I t_{\max }$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 2 | 10,853 | 71 | 133 | 6 |
| 128 | 3 | 8,237 | 79 | 84 | 5 |
|  | 4 | 7,187 | 83 | 67 | 4 |
|  | 2 | 20,981 | 103 | 198 | 6 |
| 192 | 3 | 15,331 | 117 | 125 | 5 |
|  | 4 | 13,109 | 113 | 99 | 4 |
|  | 2 | 35,117 | 137 | 263 | 4 |
| 256 | 3 | 25,579 | 155 | 166 | 4 |
|  | 4 | 21,611 | 163 | 132 | 4 |

- Computation of the inverse of a block in $\mathbf{L}$

$$
\begin{equation*}
\mathbf{L}_{i n v}=\mathbf{L}_{n_{0}-1}^{-1} \tag{3.24}
\end{equation*}
$$

- The matrix $\mathbf{M}_{l}$ is calculated

$$
\begin{equation*}
\mathbf{M}_{l}=\mathbf{L}_{\mathbf{i n v}} *\left[\mathbf{L}_{0}, \mathbf{L}_{1}, \ldots, \mathbf{L}_{n_{0}-2}\right] \tag{3.25}
\end{equation*}
$$

to obtain a $\left(m \times m n_{0}-2\right)$ matrix

$$
\begin{equation*}
\mathbf{M}_{l}=\left[\mathbf{M}_{0}, \mathbf{M}_{1}, \ldots, \mathbf{M}_{n_{0}-2}\right] \tag{3.26}
\end{equation*}
$$

- Finally, the matrix $\mathbf{G}=\left[\mathbf{M}_{l}, \mathbf{I}\right]$, with identity matrix $m \times m$.

The Secret key is $\mathbf{L}$, the Public Key is $\mathbf{G}$.

Encapsulation The encapsulation is in charge of encoding the a secret into an error vector, e, with length $m n_{0}$ and $t$ asserted bits. The encryption computes the syndrome, s:

$$
\begin{equation*}
\mathbf{s}=\mathbf{e} \mathbf{G}^{T} \tag{3.27}
\end{equation*}
$$

Decapsulation The decapsulation is in charge of recovering the secret $\mathbf{e}$ with the Secret Key, this is achieved with:

- the value $\mathbf{s}^{\prime}=\mathbf{L}_{n_{0}-1} \mathbf{s}$;
- the decoder subroutine, with $\mathbf{L}$ and $\mathbf{s}^{\prime}$, computes $\mathbf{e}$


## LEDApkc

The Public Key Cryptography scheme with Code-based PQC is the McEliece cryptosystem with QC-LDPC Codes. The scheme is in charge of encrypting a secret string. The Secret key is the Generator Matrix of a QC-LDPC Code and the Public Key is the Parity-check Matrix of a QC-LDPC Code, $\mathbf{L}=\mathbf{H Q}$.

The algorithms of the scheme are very similar to the ones of LEDAkem.

Key Generation The Key Generation is carried on as in LEDAkem, the Secret Key is the Parity Check matrix $\mathbf{L}=\mathbf{H Q}$, the Public Key is derived from $\mathbf{M}_{l}$ by computing:

$$
\begin{equation*}
\mathbf{G}=\left[\mathbf{I}, \mathbf{M}_{l}^{T}\right] \tag{3.28}
\end{equation*}
$$

The dimension of the identity matrix is $m\left(n_{0}-1\right) \times m\left(n_{0}-1\right)$. The Generator Matrix has systematic form.

Encryption The encryption of a secret message m, with length $m\left(n_{0}-1\right)$, is carried out by computing the codeword:

$$
\begin{equation*}
\mathbf{c}=\left[\mathbf{m}, \mathbf{m} \mathbf{M}_{l}^{T}\right] \tag{3.29}
\end{equation*}
$$

the Encryption is the sum of the codeword and an error vector $\mathbf{e}$ of weight $t$ :

$$
\begin{equation*}
\mathbf{x}=\mathbf{c}+\mathbf{e} \tag{3.30}
\end{equation*}
$$

Decryption The Decryption is in charge of retrieving the secret vector $\mathbf{m}$. The same decoder subroutine of LEDAkem is run to remove the errors added to $\mathbf{c}$, the input is the secret vector $L$ and the Syndrome $\mathbf{s}=\mathbf{x H}^{T}$.

```
Algorithm 2 Q-Decoder
Input: syndrome \(\mathbf{s}\), with length \(m\left(n_{0}-1\right)\), parity-check matrix \(\mathbf{H}\), with size \(m\left(n_{0}-\right.\)
1) \(\times m n_{0}\),
sparse matrix \(\mathbf{Q}\), with size \(m n_{0} \times m n_{0}\), maximum number of
iterations \(I t_{\text {max }}\)
Output: estimated error \(\mathbf{e}\) or decoding result
```

```
\(I t=0\)
```

$I t=0$
$\triangleright$ Iteration count
$\triangleright$ Iteration count
$\mathbf{s}^{(0)}=\mathbf{s} \quad \triangleright$ Save the initial syndrome in $\mathbf{s}^{(0)}$
$\mathbf{s}^{(0)}=\mathbf{s} \quad \triangleright$ Save the initial syndrome in $\mathbf{s}^{(0)}$
$\mathbf{e}=\mathbf{0}, \tilde{\mathbf{e}}=\mathbf{0} \quad \triangleright$ approximated error $n_{0} m$
$\mathbf{e}=\mathbf{0}, \tilde{\mathbf{e}}=\mathbf{0} \quad \triangleright$ approximated error $n_{0} m$
while $I t<I t_{\max }$ or $\mathbf{s}=\mathbf{0}$ do
while $I t<I t_{\max }$ or $\mathbf{s}=\mathbf{0}$ do
$\sigma=\mathbf{s}^{T} \mathbf{H}$
$\sigma=\mathbf{s}^{T} \mathbf{H}$
$\rho=\left[\rho_{0}, \ldots, \rho_{n-1}\right]=\sigma \mathbf{Q}$
$\rho=\left[\rho_{0}, \ldots, \rho_{n-1}\right]=\sigma \mathbf{Q}$
$b=f(\mathbf{s}) \quad \triangleright$ Compute threshold
$b=f(\mathbf{s}) \quad \triangleright$ Compute threshold
$P=\left\{i \in[0, n-1] \mid \rho_{i}>b\right\}$
$P=\left\{i \in[0, n-1] \mid \rho_{i}>b\right\}$
for $i \in P$ do
for $i \in P$ do
$e_{i}=e_{i} \oplus 1 \quad \triangleright$ Update error vector estimate
$e_{i}=e_{i} \oplus 1 \quad \triangleright$ Update error vector estimate
$\tilde{\mathbf{e}}=\tilde{\mathbf{e}}+\mathbf{q}_{i}$
$\tilde{\mathbf{e}}=\tilde{\mathbf{e}}+\mathbf{q}_{i}$
end for
end for
$\mathbf{s}=\mathbf{s}^{(0)}+\mathbf{H} \tilde{\mathbf{e}}^{T} \quad \triangleright$ Update syndrome
$\mathbf{s}=\mathbf{s}^{(0)}+\mathbf{H} \tilde{\mathbf{e}}^{T} \quad \triangleright$ Update syndrome
$I t=I t+1 \quad \triangleright$ Increase iteration count
$I t=I t+1 \quad \triangleright$ Increase iteration count
end while
end while
if $\mathbf{s}=\mathbf{0}$ then
if $\mathbf{s}=\mathbf{0}$ then
return e $\triangleright$ Decoding success
return e $\triangleright$ Decoding success
else
else
Report failure $\quad \triangleright$ Decoding failure
Report failure $\quad \triangleright$ Decoding failure
end if

```
    end if
```


## Q-Decoder

The Decoder applied in Round 2 submission of LEDAcrypt is referred as Q-Decoder since it fully exploits the presence of $\mathbf{H}$ and $\mathbf{Q}$. The Algorithm is in 2, the inputs are the Syndrome, s, and the Parity-Check Matrix, H. The Decoder is a Bit Flipping Decoder where the main quantities to be computed are the Syndrome and Unsatisfied Parity Check that allows to compute the error vector applied to the codeword. The presence of $\mathbf{H}$ and $\mathbf{Q}$ is employed to compute the Unsatisfied Parity Check in two steps and it is referred to as $\rho$, instead of upc.

The function $f(\mathbf{s})$, which evaluates the Threshold $b$, is performed with the use of a Look Up table, provided as a parameter of LEDAcrypt. The LUT is structures as follows, the value of the Syndrome weight points to a specific value of the threshold.

The optimal values and the methods to derive the table have been widely described in the documentation of the scheme [17].

The decoder submitted to Round 3 computes $\rho=\mathbf{s}^{T} \mathbf{L}$.

### 3.4.2 BIKE

The BIKE scheme is a Key Encapsulation Mechanism based on QC-MDPC Codes, the proposal successfully made to Round 4 and it is a possible candidate for the standardization.

The scheme is Niederreiter-like, thus the secret key is encrypted into a syndrome, similarly to LEDAcrypt there are three main algorithms, which are reported below in their core part, that cryptosystem and a set of parameters that defines the code length, density of the matrix and number of error.

The parity-check matrix is characterized by matrix $\mathbf{H}=\left[\mathbf{H}_{0}, \mathbf{H}_{1}\right]$, which is a quasi-cyclic matrix with two blocks, the blocks of the matrix are referred by its first row, then as vectors $\mathbf{h}_{0}$ and $\mathbf{h}_{1}$.

## Parameters

The set of parameters submitted to Round 4 is in Table 3.3.
Table 3.3 BIKE parameters submitted to Round 4 and Round 3.

| Security Level <br> (in bits) | $n_{0}$ | $m$ | $d_{H}$ | $t$ | $I t_{\max }$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 128 | 2 | 12,323 | 142 | 134 | 5 |
| 192 | 2 | 24,206 | 206 | 198 | 5 |
| 256 | 2 | 40,973 | 274 | 264 | 5 |

Key Generation The Secret Key and Public Key are derived as follows:

- the Secret Key consists in the vectors $\mathbf{h}_{0}$ and $\mathbf{h}_{1}$, these are derived by extracting $d_{H}$ distinct position of each vector;
- the Public Key is derived as $\mathbf{h}=\mathbf{h}_{1} \mathbf{h}_{0}^{-1}$, the inverse and the multiplication are performed to the polynomials associated to $\mathbf{h}_{i}$.

It is worth to mention that the choice of $m$ as a prime number reduces the complexity of the polynomial inversion of $\mathbf{h}_{1}^{-1}$, the same property is applied to the matrix inversion (that has in general complexity $O\left(n^{3}\right)$ ) to have an efficient inversion.

Encapsulation The encapsulation starts by encoding the secret $\mathbf{m}$ in the error vector $\mathbf{e}=\left[\mathbf{e}_{0}, \mathbf{e}_{1}\right]$, with weight $t$. The cipertext is then obtained with:

$$
\begin{equation*}
\mathbf{c}_{0}=\mathbf{e}_{0}+\mathbf{e}_{1} \mathbf{h} \tag{3.31}
\end{equation*}
$$

The result involves again a polynomial multiplication, where the polynomials are associated to vectors $\mathbf{e}$ and $\mathbf{h}$.

The ciphertext in the original description contains a term added by the has function, this is skipped here since it is not part of the study which has been carried on.

Decapsulation The decapsulation has in input the ciphertext and the Secret Key, the main part of the primitives applied the decoding subroutine to the ciphertext and retrieves the error vector and then the secret $\mathbf{m}$.
the decoding algorithm is the Black-Gray-Flip.

## BlackGrayFlip (BGF) Decoder

The decapsulation employs a Decoder referred as BlackGrayFlip (BGF) Decoder with parameters from Table 3.3, this has been initially proposed in BIKE documentation that can be found in [18] with 'shades' of the errors instead of a single threshold, and applied to BIKE scheme. The Decoder is in charge of computing e, this is carried out by means of two support binary vectors referred as black and gray with length $2 m$.

The decoder is an iterative bit flipping decoder, which computes the syndrome, error approximation and syndrome update, the difference is in the evaluation of the threshold and the presence of a 'gray' are in the threshold, this is issued on the first
iteration of the decoder which include a further mask in the decoder. The algorithms have additional subroutines which are defined: $\operatorname{ctr}(\mathbf{H}, \mathbf{s}, j), \operatorname{ctr}(\mathbf{H}, \mathbf{s}, j)$, this computes each $i$ element of upc and the syndrome updated and error approximation are implicit in the definition; threshold (s,i), the function is a parameter of the scheme and evaluates the threshold based on the syndrome weight and the value of the iteration; functions BFIter and BFMaskedIter are defined in the following.

The algorithm in its original form from BIKE documentation appears different from a Bit Flipping Decoder, it is important to mention that the relevant computations performed in such a decoder are presented here, the Syndrome is updated with $\mathbf{s}+\mathbf{e H}^{t}$ and Unsatisfied Parity Check is computed with the function $\operatorname{ctr}$ (), despite it is not clearly expressed they are computed as polynomial multiplication.

## LEDA and BIKE: differences and similarities

The LEDAcrypt and BIKE Cryptosystems, despite being both low-density variants of the McEliece Cryptosystem, possess some differences that are summarized in the following:

- BIKE adopts QC-MDPC Codes, while LEDAcryp adopts QC-LDPC Codes: the structure of the matrices is Quasi-Cyclic, but MDPC Codes are slightly more dense then LDPC Codes. This different existed up to Round 2, while in Round 3 the Secret Key of LEDAcrypt and BIKE have similar densities.
- In LEDAcrypt more options of block lengths are proposed, introducing a further flexibility in the cryptosystem.
- The Decryption is based for both on a Bit-Flipping Decoder, but BIKE introduces a 'shade' in the type of error that is detected introducing two thresholds, while the Q-Decoder the threshold of the error detection is only one.

The similarity is in the choice of the length of polynomials, thus the blocks of the Secret Key, they have both selected length equal to prime numbers, thus comparing the Security Levels in Table 3.2 and 3.3 the value of $m$ is similar.

### 3.5 Arithmetic in Code-based PQC

The two main proposal that has been submitted for Code-based PQC scheme with QC-MDPC codes has been widely described in the previous section. The scope of the present work is to provide the implementation of such primitives, in particular of the Encoder (Encryption/Encapsulation) and Decoder (Decryption/Decapsulation).

The calculation that involves QC-MDPC codes are carried on by applying the arithmetic of polynomials, with sum, polynomial inversion and polynomial multiplication. The sum between Polynomials is a straightforward operation, while Polynomial multiplication and inversion are the most time consuming section of the computation.

The Polynomial multiplication and the proposal of an efficient decoder/encoder is provided in the next chapters, while efficient algorithms for polynomial inversions have been listed in the documentation of BIKE and LEDAcrypt.

In the following, the steps of the schemes are reported withe the arithmetic unit required.

### 3.5.1 Polynomial Sum

The Polynomial Sum or the sum between two vectors is performed as an element wise sum between the elements of the two inputs. The operation is performed for:

- Codeword Encryption with $\mathbf{c}+\mathbf{e}$;
- Syndrome Update with $\mathbf{e H}^{T}$

The sum $\mathbf{c}=\mathbf{a}+\mathbf{b}$ with vectors of length $m$ that corresponds to $\mathbf{a}=\left[\begin{array}{lllll}a_{0} & a_{1} & a_{2} & \ldots & a_{m-1}\end{array}\right]$ and $\mathbf{b}=\left[\begin{array}{lllll}b_{0} & b_{1} & b_{2} & \ldots & b_{m-1}\end{array}\right]$ is:

$$
\mathbf{c}=\left[\begin{array}{lllll}
b_{0}+a_{0} & b_{1}+a_{1} & b_{2}+a_{2} & \ldots & b_{m-1}+a_{m-1} \tag{3.32}
\end{array}\right]
$$

The sum between $b_{i}+a_{i}$ is a binary or integer sum.

### 3.5.2 Polynomial Inversion

The Polynomial inversion is $\mathbf{h}_{0}^{-1}$, in BIKE, and the cyclic matrix inversion LInv, in LEDA. The step is fundamental to computing the key pair in McEliece or Niederreter schemes.

The efficient computation of the inverse and the determinants is crucial to have an efficient generation of the keys. The computation of determinants and inverses with the conventional methods is avoided thanks to particular choices of block sizes.

The matrix inversion in LEDAcrypt is computed as a polynomial inversion for QC-LDPC Codes by considering the isomorphism between circulant matrices and finite fields. The choice of $m$ as a prime number simplifies the computation of the inverse, which is performed with Euclid's Algorithm. The Key Generation in BIKE is performed with the algorithm described in the documentation of [18].

### 3.5.3 Polynomial Multiplication

The polynomial multiplication is employed both in the encoder a decoder to perform multiplication that involves a multiplication with a quasi-cyclic matrix and polynomial multiplication. In general, three methods are known in literature to efficiently perform such products, the detail of these algorithms is provided in the next chapter.

```
Algorithm 3 BlackGrayFlip (BGF) Decoder
Input: syndrome s, with length \(m\), parity-check matrix \(\mathbf{H}\), with size \(m \times 2 m\),
        maximum number of iterations \(I t_{\max }\), grey threshold \(\tau\)
Output: estimated error \(\mathbf{e}\) or decoding result
    \(\mathbf{e}=\mathbf{0} \quad \triangleright\) Initialization of the error vector
    for \(i=0, \ldots, I t_{\max }\) do
        \(b=\) threshold \(\left(\mathbf{s}+\mathbf{e H}^{T}, i\right)\)
        \([e\), black, gray \(]=\mathrm{BFIter}\left(\mathbf{s}+\mathbf{e H}^{T}, \mathbf{e}, b, \mathbf{H}\right)\)
        if \(i=0\) then
            \(\mathbf{e}=\) BFMaskedIter \(\left(\mathbf{s}+\mathbf{e H}^{T}, \mathbf{e}\right.\), black \(\left.\left.,\left(d_{H} / 2+1\right) / 2+1, \mathbf{H}\right)\right)\)
            \(\mathbf{e}=\) BFMaskedIter \(\left(\mathbf{s}+\mathbf{e H}^{T}, \mathbf{e}\right.\), gray \(\left.\left.,\left(d_{H} / 2+1\right) / 2+1, \mathbf{H}\right)\right)\)
        end if
    end for
    if \(\mathbf{s}=\mathbf{e H}^{T}\) then
        return e \(\triangleright\) Decoding success
    else
        Report failure \(\triangleright\) Decoding failure
    end if
    function \(\operatorname{BFIter}(\mathbf{s}, \mathbf{e}, b, \mathbf{H})\)
    for \(j=1, \ldots, 2 m-1\) do
        if \(\operatorname{ctr}(\mathbf{H}, \mathbf{s}, j) \geq b\) then
            \(e_{j}=e_{j} \oplus 1\)
            black \(_{j}=1\)
        end if
        if \(\operatorname{ctr}(\mathbf{H}, \mathbf{s}, j) \geq b-\tau\) then
            \(\boldsymbol{g r a y}_{j}=1\)
        end if
    end for
    function BFMaskedIter(s, e, mask, \(b, \mathbf{H})\)
    for \(j=1, \ldots, 2 m-1\) do
        if \(\operatorname{ctr}(\mathbf{H}, \mathbf{s}, j) \geq b\) then
            \(e_{j}=e_{j} \oplus\) mask \(_{j}\)
        end if
    end for
```


## Chapter 4

## Fast Polynomial Multiplication

The chapter is dedicated to the algorithms known in literature to compute Polynomial Multiplication, this is widely present in cryptographic primitives for Post Quantum Cryptography and in Code-based PQC is particularly interesting due to the isomorphism between cyclic matrices, with block size $m \times m$, and polynomial ring $\mathbb{F}_{2}[x] /\left(x^{m}+1\right)$, such products involved large values of $m$ has binary coefficients, thus require a particular attention. The description of the most known algorithms for polynomial multiplication is provided in the following, then the comparison among the various methods are provided considering their effect on Code-based Post-Quantum Cryptography, where the specific characteristics of the variables are considered to find the best solution.

The description provides the time complexity of each algorithm, the detailed description of the hardware complexity is extensively described in the next chapter. Despite that, some consideration on this aspect can be made before looking at the final results.

The algorithms that are described are the Schoolbook, Karastuba, Toom-Cook and Schönhage Stressen algorithms.

### 4.1 Polynomial Multiplication Overview

The Multiplication Algorithms for integer and polynomials have been widely studied in the past years for large integer multiplication, which are common in cryptosystems
such as RSA. The main feature to define the effectiveness of an algorithm is the Time Complexity, which is the number of single digit addition/multiplication given the length of two operands. The Time Complexity metric is defined with the Big-O notation: gives the order of magnitude of such operation as function of the length of the polynomial. The Space Complexity, which measures the cost in terms of memory, thus the support variable to store during the computation.

The polynomial multiplication is as a carry-less integer multiplication. The equivalence between polynomials, integer, cyclic matrices is shown, together with matrix multiplication and convolution.

### 4.1.1 Schoolbook Multiplication

The Schoolbook multiplier is the simplest way to perform a multiplication, with integers it is:

|  | 1 | 1 | 4 | $\times$ |
| :--- | :--- | :--- | :--- | :--- |
|  |  | 5 | 2 |  |
|  | 2 | 2 | 8 |  |
| 5 | 6 | 0 |  |  |
| 5 | 8 | 2 | 8 |  |

The expression complicates for polynomial multiplication. The degree $n$ polynomials $\mathbf{a}(x)=a_{0}+a_{1} x^{1}+\cdots+a_{n-1} x^{n-1}$ and $\mathbf{b}(x)=b_{0}+b_{1} x^{1}+\cdots+b_{n-1} x^{n-1}$, results in a polynomial $\mathbf{c}(x)$ with degree $2 n-1$. The value of $c(x)$, with the Schoolbook method, is:

|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $a_{n-1} x^{n-1}$ | $\ldots$ | $\ldots$ | $a_{1} x^{1}$ | $a_{0} x^{0}$ | $\times$ |
|  |  | $b_{n-1} x^{n-1}$ | $\ldots$ | $\ldots$ | $b_{1} x^{1}$ | $b_{0} x^{0}$ |  |  |
|  |  |  | $b_{0} a_{n-1} x^{n-1}$ | $\ldots$ | $\ldots$ | $b_{0} a_{1} x^{1}$ | $b_{0} a_{0} x^{0}$ |  |
|  |  | $b_{1} a_{n-1} x^{n}$ | $\ldots$ | $\ldots$ | $b_{1} a_{1} x^{2}$ | $b_{1} a_{0} x^{1}$ | .$\cdot$ |  |
|  | .$\cdot$ | .$\cdot$ | .$\cdot$ | .$\cdot$ | .$\cdot$ | .$\cdot$ |  |  |
| $b_{n-1} a_{n-1} x^{2 n-1}$ | $\ldots$ | $b_{n-1} a_{1} x^{n}$ | $b_{n-1} a_{0} x^{n-1}$ |  |  |  |  |  |
| $c_{2 n-1} x^{2 n-1}$ | $\ldots$ | $c_{n} x^{n}$ | $c_{n-1} x^{n-1}$ | $\ldots$ | $c_{2} x^{2}$ | $c_{1} x^{1}$ | $c_{0} x^{0}$ |  |

The similarities between polynomials $\mathbf{a}(x)$ and $\mathbf{b}(x)$ and vectors $\mathbf{a}$ and $\mathbf{b}$, defines the convolution between a vectors $\mathbf{a}=\left[a_{n-1}, \ldots, a_{1}, a_{0}\right]$ and $\mathbf{b}=\left[a_{n-1}, \ldots, b_{1}, b_{0}\right]$
is equivalent to the polynomial multiplication in 4.2. Then, the result is $\mathbf{c}$ equivalent to $\mathbf{c}(x), c=\left[c_{2 n-1}, \ldots, c_{1}, c_{0}\right]$.

In the description, we obtain a set of $n$ polynomials referred as $\mathbf{p} \mathbf{p}_{i}=b_{i} x^{i} \times \mathbf{a}$, with $i \in 0, \ldots, n-1$, these the partial products of the multiplication.

The cyclic convolution between vectors $\mathbf{a}$ and $\mathbf{b}$, is a vector $\mathbf{c}$ with length $n$. The result is evaluated as:

| $a_{n-1}$ | $a_{n-2}$ | $\ldots$ | $a_{2}$ | $a_{1}$ | $a_{0}$ | $\times$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $b_{n-1}$ | $b_{n-2}$ | $\ldots$ | $b_{2}$ | $b_{1}$ | $b_{0}$ |  |
| $b_{0} a_{n-1}$ | $b_{0} a_{n-2}$ | $\ldots$ | $b_{0} a_{2}$ | $b_{0} a_{1}$ | $b_{0} a_{0}$ |  |
| $b_{1} a_{n-2}$ | $b_{1} a_{n-3}$ | $\ldots$ | $b_{1} a_{1}$ | $b_{1} a_{0}$ | $b_{1} a_{n-1}$ |  |
| $\vdots$ | $\vdots$ | .. | $\vdots$ | $\vdots$ | $\vdots$ |  |
| $b_{n-1} a_{0}$ | $b_{n-1} a_{n-1}$ | $\ldots$ | $b_{n-1} a_{3}$ | $b_{n-1} a_{2}$ | $b_{n-1} a_{1}$ |  |
| $c_{n-1}$ | $c_{n-2}$ | $\ldots$ | $c_{2}$ | $c_{1}$ | $c_{0}$ |  |

The result is equivalent to the product among a vector a and a cyclic matrix associated to vector $\mathbf{b}$. The cyclic matrix, as described in the previous chapter, is $\mathbf{B}$ :

$$
\mathbf{B}=\left[\begin{array}{cccc}
b_{0} & b_{1} & \ldots & b_{n-1}  \tag{4.4}\\
b_{n-1} & b_{0} & \ldots & b_{n-2} \\
\vdots & \vdots & \ddots & \vdots \\
b_{1} & b_{2} & \ldots & b_{0}
\end{array}\right]
$$

The result $\mathbf{a B}$ is the vector $\mathbf{c}$ in (4.3).
The Schoolbook multiplier evaluates the result by computing each $a_{i} b_{j}$, with $i \in(0, \ldots, n-1)$ and $j \in(0, \ldots, n-1)$, and by adding each element to obtain the desired $c_{k}$, with $k \in(0, \ldots, n-1)$ for the cyclic convolution or $k \in(0, \ldots, 2 n-1)$ for the linear convolution.

The complexity of the method is the number of integer multiplications that are going to be computed, in Schoolbook algorithm the complexity is: $O\left(n^{2}\right)$.

The Schoolbook Algorithm has the highest Time Complexity, but the Space Complexity in terms of memory is $O(n)$.

### 4.1.2 Karatsuba Multiplication

The Karatsuba Algorithm is an improvement of the Schoolbook method. The Time Complexity is reduced to $O\left(n^{\log _{2} 3}\right) \approx O\left(n^{1.585}\right)$, while the Space complexity is $O(n)$.

The multiplication between polynomials $\mathbf{a}(x)$ and $\mathbf{b}(x)$ with length $n$ is computed by firstly rewriting the two factors.

$$
\left\{\begin{align*}
\mathbf{a}(x)=\left(a_{n-1} x^{n-1}+\right. & \left.a_{n-2} x^{n-2}+\ldots a_{\lceil n / 2\rceil} x^{\lceil n / 2\rceil}\right)+  \tag{4.5}\\
& +\left(a_{\lceil n / 2\rceil-1} x^{\lceil n / 2\rceil-1}+a_{\lceil n / 2\rceil-2} x^{\lceil n / 2\rceil-2}+\ldots a_{0} x^{0}\right) \\
\mathbf{b}(x)=\left(b_{n-1} x^{n-1}+\right. & \left.b_{n-2} x^{n-2}+\ldots b_{\lceil n / 2\rceil} x^{\lceil n / 2\rceil}\right)+ \\
& +\left(b_{\lceil n / 2\rceil-1} x^{\lceil n / 2\rceil-1}+b_{\lceil n / 2\rceil-2} x^{\lceil n / 2\rceil-2}+\ldots b_{0} x^{0}\right)
\end{align*}\right.
$$

and then the polynomials are split in two intermediate polynomials, $\mathbf{a}_{0}(x), \mathbf{a}_{1}(x)$ and $\mathbf{b}_{0}(x), \mathbf{b}_{1}(x)$ :

$$
\left\{\begin{align*}
& \mathbf{a}(x)=\left(a_{n-1} x^{\lceil n / 2\rceil-1}\right.  \tag{4.6}\\
&\left.+a_{n-2} x^{\lceil n / 2\rceil-2}+\ldots a_{\lceil n / 2\rceil} x^{\lceil 0\rceil}\right) \cdot x^{\lceil n / 2\rceil}+ \\
&+\left(a_{\lceil n / 2\rceil-1} x^{\lceil n / 2\rceil-1}+a_{\lceil n / 2\rceil-2} x^{\lceil n / 2\rceil-2}+\ldots a_{0} x^{0}\right) \\
& \mathbf{b}(x)=\left(b_{n-1} x^{\lceil n / 2\rceil-1}\right.\left.+b_{n-2} x^{\lceil n / 2\rceil-2}+\ldots b_{\lceil n / 2\rceil} x^{0}\right) \cdot x^{\lceil n / 2\rceil}+ \\
&+\left(b_{\lceil n / 2\rceil-1} x^{\lceil n / 2\rceil-1}+b_{\lceil n / 2\rceil-2} x^{\lceil n / 2\rceil-2}+\ldots b_{0} x^{0}\right)
\end{align*}\right.
$$

The final form is:

$$
\left\{\begin{array}{l}
\mathbf{a}(x)=\mathbf{a}_{1}(x) \cdot x^{\lceil n / 2\rceil}+\mathbf{a}_{0}(x)  \tag{4.7}\\
\mathbf{b}(x)=\mathbf{b}_{1}(x) \cdot x^{\lceil n / 2\rceil}+\mathbf{b}_{0}(x)
\end{array}\right.
$$

The product is:

$$
\left\{\begin{align*}
\mathbf{c}(x)=\mathbf{a}_{1}(x) & \mathbf{b}_{1}(x) \cdot x^{n}+  \tag{4.8}\\
& +\left(\mathbf{a}_{1}(x) \mathbf{b}_{0}(x)+\mathbf{a}_{0}(x) \mathbf{b}_{1}(x)\right) \cdot x^{[n / 2\rceil}+ \\
& +\mathbf{a}_{0}(x) \mathbf{b}_{0}(x)
\end{align*}\right.
$$

The further improvement reduces two multiplications, $\mathbf{a}_{1}(x) \mathbf{b}_{0}(x)+\mathbf{a}_{0}(x) \mathbf{b}_{1}(x)$, to:

$$
\begin{equation*}
\mathbf{a}_{1}(x) \mathbf{b}_{0}(x)+\mathbf{a}_{0}(x) \mathbf{b}_{1}(x)=\left(\mathbf{a}_{0}+\mathbf{a}_{1}\right)\left(\mathbf{b}_{0}+\mathbf{b}_{1}\right)-\mathbf{a}_{0}(x) \mathbf{b}_{0}(x)-\mathbf{a}_{1}(x) \mathbf{b}_{1}(x) \tag{4.9}
\end{equation*}
$$

The method has a recursive form that computes the three multiplication applying Karatsuba method.

The asymptotic Time Complexity with $n$ is $O\left(n^{\log _{2} 3}\right)$ and a Space Complexity of $O(n)$.

## Toom-Cook Generalization

The Toom-Cook multiplication is a generalized formulation of the Karatsuba Algorithm. The method is referred as Toom-k, where $k$ is referred to the number of 'splits' of the polynomials $\mathbf{a}$ and $\mathbf{b}$, Karatsuba can be considered Toom-2. The additional split of the polynomials can further reduce the number of multiplications.

The Time Complexity of the method is $O\left(n^{\log (2 k-1) / \log (k)}\right)$, for 'small' $k$, with Toom-3 the result is $O\left(n^{1.46}\right)$. The increase in the $k$-splits introduces an overhead due to the increasing number of additions, which makes the method less efficient. Moreover, due to its complexity to implement Toom-Cook with bigger $k$, it is preferable to select methods that have a lower Time Complexity.

### 4.1.3 Schönhage Stressen Multiplication

The Schönhage Stressen Algorithm is for its lowest Time Complexity, it is $O(n \log (n) *$ $\log (\log (n)))$. The reduced complexity is obtained by taking advantage of the FFT efficiency. The method for the multiplication of two polynomials $\mathbf{a}(x)$ and $\mathbf{b}(x)$ of degree $n$. The resulting coefficients $(\mathbf{c}(x)$ ) of multiplication, as it is clear from Equation (4.2), are the result of a convolution among the two factors. Then, by recalling the properties of the Fourier Transform, the convolution in time domain becomes an element-wise multiplication in frequency domain. The Fourier Transform is computed with the DFT (Discrete Fourier Transform) algorithm and the inverse transform is computed with the DFT (Inverse Discrete Fourier Transform) algorithm.

Then, the polynomial multiplication is computed as:

$$
\begin{equation*}
\mathbf{c}(x)=\operatorname{IDFT}(\operatorname{DFT}(\mathbf{a}(x)) \cdot \operatorname{DFT}(\mathbf{b}(x))) \tag{4.10}
\end{equation*}
$$

The present formulation of the problem does not introduce an improvement since the Time Complexity is $O\left(n^{2}\right)$, due to use of the DFT. The method is known for the adoption of the Fast Fourier Transform, FFT. This strongly reduces the cost of the direct and inverse transforms. The equations are:

$$
\begin{equation*}
\mathbf{c}(x)=\operatorname{IFFT}(F F T(\mathbf{a}(x)) \cdot F F T(\mathbf{b}(x))) \tag{4.11}
\end{equation*}
$$

The Fast Fourier Transform algorithms is a method to compute the Fourier Transform with Time Complexity $O(n \log (n) \log (\log (n)))$.

The Schönhage Stressen method involves the use of the Number Theoretic Transform (NTT), the equivalent of Fourier Transform in finite fields. The use of the $N T T$ is motivated by the loss of precision when computing the FFT.

### 4.2 Polynomial Multiplication with QC-MDPC/LDPC Matrices

The multiplication in Code-based Post Quantum Cryptography is involved in the Encryption and Decryption primitives, with long binary/integer vector cyclic convolution with dense or sparse binary matrices with the circular structure in (4.4). In the following, the Time Complexity of the multipliers is evaluated considering the implementation of the algorithms in Post-Quantum primitives, where the algorithms are adapted to efficiently compute the variables in Encryption/Decryption.

### 4.2.1 Large and Binary/Integer Polynomial Multiplication

The cyclic multiplication in LEDAcrypt/BIKE involves a vector and a matrix, their block size is $n \times 1$ and $n \times n$ respectively, since $n \approx 10,000$ the Schönhage Stressen algorithm has the lowest time complexity.
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In the Encryption in Public Key Cryptography has $n_{0}-1$ multiplication between a vector of length $n$ and a circulant matrix with size $n \times n$, this is performed in GF (2).

The Encapsulation and the LDPC/MDPC Decoding in Decryption/Encryption have an additional feature, the multiplication is between a sparse vector (or circulant matrix) and a dense vector, the result is binary in the Encapsulation and Syndrome evaluation (in BF-Decoding) and integer in the Unsatisfied Parity Check evaluation (in BF-Decoding).

The comparison of the Time Complexity in Figure 4.1 clearly shows that the Schönhage Stressen Algorithm is suggested for the variables size in LEDAcrypt/BIKE, since the multiplication can have sparse factors, the simplification that it introduces in Schoolbook multiplier is described in the following.

The Time Complexity and Space Complexity provided for each algorithm do not include the implementation cost of each algorithm, this is measured in terms of gates that are required. The discussion on the implementation is provided in the following sections and it will be more clear that the one with the lowest 'Gate Complexity' is the Schoolbook multiplier. For this reason, the Schoolbook algorithm is applied to the convolution among vectors, with one or more input factor which is very sparse.

### 4.2.2 Sparse Polynomial multiplication in Schoolbook Multiplier

The Schoolbook multiplier for cyclic convolution is in Equation (4.3). The equation can be strongly simplified, less elements to compute, in case very few elements in a or $\mathbf{b}$ are non-zero, say that $a_{h}$ and $b_{h}$ are the number of non-zero elements in $\mathbf{a}$ and $\mathbf{b}$ respectively, and the vectors are binary.

The multiplication $n=9$ and $\mathbf{b}$ sparse. The result with factors

$$
\mathbf{a}=\left[a_{8}, a_{7}, a_{6}, a_{5}, a_{4}, a_{3}, a_{2}, a_{1}, a_{0}\right] \text { and } \mathbf{b}=\left[0,0, b_{6}, 0,0,0,0, b_{1}, b_{0}\right]
$$

is:

| $a_{8}$ | $a_{7}$ | $a_{6}$ | $a_{5}$ | $a_{4}$ | $a_{3}$ | $a_{2}$ | $a_{1}$ | $a_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |$\quad \times$

The number of elements to compute is strongly reduced, since the number of multiplication and addition becomes: $C_{m p y} / C_{a d d}=n * b_{h}$.

The additional simplification is that the sparse vector is in general a binary vector for our application, then to compute the result there is no need of the multiplier and the result $\mathbf{c}$ is the sum of cyclic shifts of the input vector $\mathbf{a}$ :

| $a_{8}$ | $a_{7}$ | $a_{6}$ | $a_{5}$ | $a_{4}$ | $a_{3}$ | $a_{2}$ | $a_{1}$ | $a_{0}$ | $\times$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| $a_{8}$ | $a_{7}$ | $a_{6}$ | $a_{5}$ | $a_{4}$ | $a_{3}$ | $a_{2}$ | $a_{1}$ | $a_{0}$ |  |
| $a_{7}$ | $a_{6}$ | $a_{5}$ | $a_{4}$ | $a_{3}$ | $a_{2}$ | $a_{1}$ | $a_{0}$ | $a_{8}$ |  |
| $a_{2}$ | $a_{1}$ | $a_{0}$ | $a_{8}$ | $a_{7}$ | $a_{6}$ | $a_{5}$ | $a_{4}$ | $a_{3}$ |  |
|  |  |  |  |  |  |  |  |  |  |
| $c_{8}$ | $c_{7}$ | $c_{6}$ | $c_{5}$ | $c_{4}$ | $c_{3}$ | $c_{2}$ | $c_{1}$ | $c_{0}$ |  |
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The reduction applies to the Decoder in LEDAcrypt/BIKE, since the multiplications involves a very sparse binary cyclic matrix, the result has to be both a binary vector and a integer vector.

The following condition that has to be handled, has a sparse vector too. Again, the simplified result assuming that $\mathbf{a}=\left[a_{8}, 0,0,0,0, a_{3}, a_{2}, 0, a_{0}\right]$, the vector $\mathbf{c}$ is:

| $a_{8}$ | 0 | 0 | 0 | 0 | $a_{3}$ | $a_{2}$ | 0 | $a_{0}$ | $\times$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| $a_{8}$ | 0 | 0 | 0 | 0 | $a_{3}$ | $a_{2}$ | 0 | $a_{0}$ |  |
| 0 | 0 | 0 | 0 | $a_{3}$ | $a_{2}$ | 0 | $a_{0}$ | $a_{8}$ |  |
| $a_{2}$ | 0 | $a_{0}$ | $a_{8}$ | 0 | 0 | 0 | 0 | $a_{3}$ |  |
|  |  |  |  |  |  |  |  |  |  |
| $c_{8}$ | $c_{7}$ | $c_{6}$ | $c_{5}$ | $c_{4}$ | $c_{3}$ | $c_{2}$ | $c_{1}$ | $c_{0}$ |  |

The number of sums is proportional to $a_{h} \times b_{h}$.
The Time Complexity reduction introduced by sparse inputs, is compared to the previous algorithm. Considering that 'sparse' means $a_{h}$ and $b_{h} \ll n$, in the comparison $a_{h}$ and $b_{h} \approx n / 100$.

The Schoolbook complexity reduction with sparse inputs is not detailed for the Toom-Cook and Karatsuba Algorithms due to their cost to implement them, as it will
be shown later it can be more convenient to adopt the Schönhage Stressen, despite its complexity, since it has, overall, the lowest Time Complexity.

## Chapter 5

## Architectures for Large Polynomial Multiplication

The Polynomial Multiplication is a fundamental step in Code-based PQC proposal submitted to NIST competition, the present chapter is dedicated to describe the architectures that computes and accelerates the large polynomial multiplication required by BIKE and LEDAcrypt. The peculiar case of QC-MDPC Codes requires an extensive architectural exploration to find a good balance between total area and execution time.

The present chapter describes two architectures that implements Schoolbook and Schönhage Stressen algorithm for binary and large polynomial multiplication. The Schoolbook algorithm is implemented and compared to designs in charge of computing the multipliers that implements the same primitives, in addition the Schönhage Stressen method has been implemented to provide a flexible multiplier that can be applied in more PQC primitives. The multipliers are tailored for Codebased PQC. The speed-up introduced exploits the sparsity of the binary vectors that are present in the MDPC/LDPC matrices. In the end, the gate complexity, presented in terms of area occupation (ASIC) or resource utilization (FPGA), and execution time are compared with the state of art of polynomial multipliers and polynomial multipliers in PQC.

The description provided in the following reports the area and execution time of Schoolbook and Schönhage Stressen for the parameters in LEDAcrypt[17], up
to Round 2, and BIKE[18], up to Round 4, Public Key Encryption (PKE) and Key Encapsulation Mechanism (KEM) schemes.

Parameters of the multiplier The polynomial multiplication is the equivalent of a vector by cyclic matrix (or cyclic matrix by vector), it is performed in the Encryption/Encapsulation and Decryption/Decapsulation primitives of BIKE/LEDAcrypt, with vectors (polynomials) of length $n$ reported in Table 5.1 for Code-based PQC with QC-MDPC codes submitted to NIST Competition during Round 2. The vector (and first row or column of the matrix) is assumed to be dense or sparse, the sparsity is referred as the number of asserted position over $n$, this is labelled as $d_{v}$ in the Table. The last parameters is the number or errors introduced, $t_{e}$, which is the second measure of 'sparsity' of the vectors that are multiplied. The first column is referred to the security category, with NIST parameters, of the lengths provided.

Table 5.1 QC-MDPC Code-based PQC crytopsystems parameters.

|  | LEDAcrypt[17] |  | BIKE[18] |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NIST Cat. | $n$ | $d_{v}$ | $t_{e}$ | $N$ | $d_{v}$ | $t_{e}$ |
| 1 | 21,701 | 71 | 130 | 12,323 | 119 | 134 |
| 3 | 37,813 | 103 | 196 | 24,659 | 206 | 199 |
| 5 | 58,171 | 137 | 262 | 40,973 | 274 | 264 |

The multiplier has to handle a series of multiplication, $c=\mathbf{a} \times C(\mathbf{b})$, these are the following:

- dense binary vector by sparse cyclic binary matrix with binary result;
- dense binary vector by sparse cyclic binary matrix with integer result
- sparse binary vector by sparse cyclic binary matrix with binary result;

The vector is a, the binary cyclic matrix is $C(\mathbf{b})$ and the result is $\mathbf{c}$.
The result of execution time, area occupation/resource utilization, is reported for different values of $n$ and the three cases of multipliers.

### 5.1 Schoolbook architecture

The Schoolbook multiplier is widely acknowledged as the algorithm with the lowest gate complexity for binary inputs, owing to its straightforward implementation, basic control of operation, and minimal hardware requirements (i.e., an accumulator and a register). The literature on the implementations for large (but not as large as in BIKE/LEDAcrypt) binary multiplication is limited, but in [58] is is showed that the lowest complexity is achieved by combining different multipliers with Schoolbook multiplier, despite that the present architecture considers a specific case of multiplication (with one term very sparse), thus the Schoolbook approach has been preferred from the beginning and then compared to the state of art of multipliers for binary polynomial product.

The Schoolbook algorithm for computing the vector by binary sparse cyclic multiplication, as described in Chapter 4, is referred to as VectorByCirculant and SparseVectorByCirculant for sparse binary vectors and binary sparse cyclic multiplication with binary/integer and binary results.

The design of an efficient architecture for computing $\mathbf{c}=\mathbf{a} \cdot C(\mathbf{b})$ requires consideration not only of the cost in terms of area and execution time, but also of the need for implementation that is immune to side-channel attacks. Such attacks exploit information on the secret key that may leak from the execution time or power consumption of the device. Achieving immunity to side-channel attacks requires a rigorous design exploration to identify and address any potential vulnerabilities in the architecture.

### 5.1.1 VectorByCirculant

The VectorByCicrculant (VbC) multiplier computes the product among a large binary vector of length $n$ and a cyclic sparse matrix with size $n \times n$, with $b_{h}$ asserted bit is each row with a Schoolbook-like algorithm. The idea is to exploit the cyclic structure of the matrix, the same approach has been applied in [59] with a Time Constant software implementation. In the following the algorithm and then the hardware implementation are going to be described.

The multiplication that is going to be addressed is $\mathbf{a} \cdot C(\mathbf{b})$. The algorithm is derived considering that $C(\mathbf{b})$ is a sparse binary matrix. The result $\mathbf{c}$ for vectors of
length $n=5$ for generic $\mathbf{a}$ and $\mathbf{b}$ is:

$$
\begin{align*}
& c_{0}=b_{0} a_{0}+b_{1} a_{4}+b_{2} a_{3}+b_{2} a_{3}+b_{1} a_{4}, \\
& c_{1}=b_{0} a_{1}+b_{1} a_{0}+b_{2} a_{4}+b_{3} a_{3}+b_{4} a_{2}, \\
& c_{2}=b_{0} a_{2}+b_{1} a_{1}+b_{2} a_{0}+b_{3} a_{4}+b_{4} a_{3},  \tag{5.1}\\
& c_{3}=b_{0} a_{3}+b_{1} a_{3}+b_{2} a_{4}+b_{3} a_{0}+b_{4} a_{1}, \\
& c_{4}=b_{0} a_{4}+b_{1} a_{3}+b_{2} a_{2}+b_{3} a_{1}+b_{4} a_{0} .
\end{align*}
$$

The result is simplified for sparse and binary $C(\mathbf{b})$, with $b_{0}$ and $b_{4}$ as asserted element (they are equal to 0 ), the vector $\mathbf{c}$ is:

$$
\begin{align*}
& c_{0}=a_{0}+a_{4}, \\
& c_{1}=a_{1}+a_{2}, \\
& c_{2}=a_{2}+a_{3},  \tag{5.2}\\
& c_{3}=a_{3}+a_{1}, \\
& c_{4}=a_{4}+a_{0} .
\end{align*}
$$

It is clear that to compute the result it is enough to sum together shifted versions of $\mathbf{a}$.

The formal description of VectorByCirculant is in Algorithm 4 and 5, the result is updated by deriving shifted versions of the input $\mathbf{a}^{i}$ by the amount $i$ given by the asserted positions in $C(\mathbf{b})$.

```
Algorithm 4 VectorbyCirculant (VbC) (binary)
Input: length \(n\) vector a, weight of \(C(\mathbf{b})\) (interpreted as the
        weight of each row and column) \(b_{h} \in[0, n-1]\), first row
        of \(C(\mathbf{b})\) represented as a list of positions \(S_{b}\) with size \(b_{h}\)
Output: length \(-n\) binary vector \(\mathbf{c}=\mathbf{a} C(\mathbf{b})\)
    \(\mathbf{c}=\mathbf{0} \quad \triangleright\) Initialized as null vector with length \(n\)
    for \(i=0\) to \(b_{h}-1\) do
        \(k=S_{b}(i)\)
        \(\mathbf{a}^{(i)}=\left[a_{k}, a_{k+1}, \cdots, a_{p-1}, a_{0}, a_{1}, \cdots, a_{k-1}\right]\)
        \(\mathbf{c}=\mathbf{c} \oplus \mathbf{a}^{(i)} \quad \triangleright\) new partial product xored with \(\mathbf{c}\)
    end for
    return \(\mathbf{c}\)
```

```
Algorithm 5 VectorbyCirculant (VbC) (integer)
Input: length \(n\) vector a, weight of \(C(\mathbf{b})\) (interpreted as the
    weight of each row and column) \(b_{h} \in[0, n-1]\), first row
        of \(C(\mathbf{b})\) represented as a list of positions \(S_{b}\) with size \(b_{h}\)
Output: length- \(n\) integer vector \(\mathbf{c}=\mathbf{a} C(\mathbf{b})\)
    \(\mathbf{c}=\mathbf{0} \quad \triangleright\) Initialized as null vector with length \(n\)
    for \(i=0\) to \(b_{h}-1\) do
        \(k=S_{b}(i)\)
        \(\mathbf{a}^{(i)}=\left[a_{k}, a_{k+1}, \cdots, a_{p-1}, a_{0}, a_{1}, \cdots, a_{k-1}\right]\)
        \(\mathbf{c}=\mathbf{c}+\mathbf{a}^{(i)} \quad \triangleright\) new partial product summed with \(\mathbf{c}\)
    end for
    return \(\mathbf{c}\)
```

The computation in example (5.2) is then performed by computing $\mathbf{a}^{(1)}=$ $\left[a_{0}, a_{1}, a_{2}, a_{3}, a_{4}\right]$ and summing it to $\mathbf{c}$, then the second vector $\mathbf{a}^{(4)}=\left[a_{4}, a_{2}, a_{3}, a_{1}, a_{0}\right]$ is derived and summed or xored again to updates $\mathbf{c}$.

The vector, a, is stored as it is, a binary sequence of 1 and 0 or (integers). The matrix has a specific format, due to the prohibitive sizes of $n \times n 5.1$ does not fit the width of the memories available in commercial FPGAs and for ASIC modules. The sparsity of the cyclic matrix reduces the memory needs, the $b_{h}$ asserted positions of the first column $C(\mathbf{b})$, then in $\mathbf{b}$ are stored.

Memories The vectors a and $\mathbf{c}$ are binary and integer, respectively. They have a matrix format with a width (in bits) that is power of 2 . Depending on the available memories and the desired execution time the vectors $\mathbf{a}$ and $\mathbf{c}$ are stored with a matrix format that matches the size of the selected memory, the size is referred as $h \times n_{b}$, with $n_{b}$ the width of the memory and $h$ its height that corresponds to $h=\left\lceil n / n_{b}\right\rceil$. The width of the memory is $n_{b}$ for binary vector, for integer vectors represented on $n_{i}$ bit the total width is $n_{b} * n_{i}$. The memory is addressed as MEM $_{\mathbf{a}}$ and MEM $_{\mathbf{c}}$ for vectors $\mathbf{a}$ and $\mathbf{c}$ respectively. The values of $n_{b}$, since it is a power of 2 , is assumed equal to $[8,16,32,64,128,256]$, while $n_{i}$ is equal to $\log _{b_{h}}$ since it is the width of the integer resulting vector, thus it is assumed that all the 1 s over a row of the result are summed and then it is at most $b_{h}$.

The memories are asyncronous in reading, while synchronous in writing. These are modeled as single or dual port SRAMs in the design.


Fig. 5.1 Memories format with the sizes specified.

The cyclic matrix $C(\mathbf{b})$, is stored as a list of asserted position in the first column of the matrix in order to reduce the memory occupation since the matrix is binary and sparse for LEDAcrypt/BIKE decoder. The memory is referred as MEM $_{\mathbf{b}}$, the positions stored can be 0 up to $n$, thus the width of the memory is $b_{w}=\log _{2}(n)$ and its height is $b_{h}$. The binary values of the $i$-th position point the first value of vector $\mathbf{a}^{i}$ in MEM $\mathbf{a}_{\mathbf{a}}$ : the row is $\left\lfloor b_{i} / n_{b}\right\rfloor$ and the column is $b_{i} \% n_{b}$ (modulo operation: $b_{i} \bmod n_{b}$ ), the two quantities are referred as ADX and Shift respectively. These are easy to compute since $n_{b}$ is a power of 2 and $b_{i}$ is a represented as a binary value: the ADX are the first $\log _{2}(h)$ bits (MSBs) and the Shift are the first $\log _{2}\left(n_{b}\right)$ bits (LSBs) of $b_{i}$.

The VectorByCirculant implementation is reported in Algorithm 6. The unit derives from memory MEM $_{\mathbf{a}}$ for the $i$-th position in MEM $_{\mathbf{b}}$ the partial product $\mathbf{a}^{(\mathbf{i})}$ to update $\mathrm{MEM}_{\mathbf{c}}$ row by row, that corresponds to the sum of partial products $\left(\mathbf{c}=\mathbf{c}+\mathbf{a}^{(i)}\right.$ in Algorithm 4 and 5).

The new row that updates MEM $_{\mathbf{c}}$ are, in general, over two rows of $\mathrm{MEM}_{\mathbf{a}}$ selected with ADX, these are saved in the variable row $_{2 n_{b}}$, the vector NewRow is mapped with Shift. The different hardware implementations that derives from Algorithm 6 depends on how these $n_{b}$ elements are obtained, the best option has to be selected considering the efficiency and security of each option.

The different options that has been studied to rotate $\mathrm{MEM}_{\mathrm{a}}$ are described and the whole architecture for the multiplier is then presented.

```
Algorithm 6 VectorbyCirculant Implementation
Input: MEM \(_{\mathbf{a}}\) with size \(h \times n_{b}\), MEM \(_{\mathbf{c}}\) with size \(b_{h} \times b_{w}\)
Output: MEM \(_{c}\) with size \(h \times n_{b}\)
    for \(i=0\) to \(b_{h}-1\) do
        \(k=b_{i}\)
        \(\mathrm{ADX}=\left\lfloor k / n_{b}\right\rfloor\)
        Shift \(=k \% n_{b}\)
        for \(j=0\) to \(h-1\) do
            \(\mathrm{ADX}=\bmod (\mathrm{ADX}+j+1), \mathrm{h})\)
            \(\operatorname{row}_{2 n_{b}}=\left[\mathrm{MEM}_{\mathbf{a}}(\mathrm{ADX}-1), \mathrm{MEM}_{\mathbf{a}}(\mathrm{ADX})\right]\)
            NewRow \(=\operatorname{row}_{2 n_{b}}\left(\right.\) Shift,Shift \(\left.+n_{b}\right)\)
            \(\operatorname{MEM}_{\mathbf{c}}(j)=\operatorname{MEM}_{\mathbf{c}}(j)+\) NewRow
        end for
    end for
    return \(\mathrm{MEM}_{\mathrm{c}}\)
```

$\mathrm{MEM}_{\mathrm{a}}$

| $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ |
| :--- | :--- | :--- | :--- |
| $a_{4}$ | $a_{5}$ | $a_{6}$ | $a_{7}$ |
| $a_{8}$ | $a_{9}$ | $a_{10}$ | $a_{11}$ |
| $a_{12}$ | $a_{13}$ | $a_{14}$ | $a_{15}$ |

(a) $\mathrm{MEM}_{\mathrm{a}}$

| $\mathrm{MEM}_{\mathrm{c}}$ |  |  |  |
| :--- | :---: | :---: | :---: |
| $c_{0}$ $c_{1}$ $c_{2}$ $c_{3}$ <br> $c_{4}$ $c_{5}$ $c_{6}$ $c_{7}$ <br> $c_{8}$ $c_{9}$ $c_{10}$ $c_{11}$ <br> $c_{12}$ $c_{13}$ $c_{14}$ $c_{15}$ |  |  |  |

(b) $\mathrm{MEM}_{\mathrm{c}}$

(c) $\mathrm{MEM}_{\mathbf{b}}$

Fig. 5.2 Memories in input to VectorByCirculant

The following examples to describe the architectures considers $n=16$ and $b_{h}=3$, the dimensions of the memories is $n_{b}=4 h=4$ and $b_{w}=\log _{2}(n)=4$, then $\mathrm{MEM}_{\mathbf{a}}$ and MEM $_{c}$ have size $4 \times 4$ and MEM $_{c}$ has size $3 \times 4$.

Rotation with Shift Register The first idea is to use shift registers to rotate the rows in $\mathrm{MEM}_{\mathbf{a}}$.

The first row of partial product $\mathbf{a}^{(0)}$ is over rows 0 and 1 of MEM $_{\mathbf{a}}$, the value of the row is given by $b_{0}=2$ in $\mathrm{MEM}_{\mathbf{b}}$, which points to row 0 (ADX) and column 2 (Shift) of $\mathrm{MEM}_{\mathbf{a}}$. Two consecutive rows are then read and loaded in a $2 n_{b}$ bit shift register, with two right shifts (two clock cycles) (the amount of the shift is 2 ) the first $n_{b}$ bits are the first row written in $\mathrm{MEM}_{\mathrm{c}}$.


Fig. 5.3 Shift Register content to rotate MEM $_{\mathbf{a}}$ by $b_{2}$

The number of clock cycles to derive a single partial product associate to position $b_{i}$ with Shift $s_{i}$ is:

$$
\begin{equation*}
T_{c l k}=h * s_{i} \tag{5.3}
\end{equation*}
$$

The option has been discarded since the execution time is proportional to the asserted position in $C(\mathbf{b})$ (the Secret Key), this makes the architecture not safe for partial key recovery attacks.

Rotation with multiplexer The rotation of a from $\mathrm{MEM}_{\mathbf{a}}$ can be computed connecting the $2 n_{b}$ register to a multiplexer that loads shift register element by element.

The rows 0 and 1 (ADX for $\mathbf{a}^{(0)}$ ) from MEM $_{\mathbf{a}}$ are loaded in two regular register with $n_{b}$ elements, $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$. The output is connected to a $2 n_{b}$ input multiplexer, the selection of the multiplexer is a counter and the output is connected to a $n_{b}$ shift register.

The selection of the multiplexer changes from Shift to Shift $+n_{b}$ (Shift=2), thus the shift register is loaded element by element to form the new row for $\mathrm{MEM}_{\mathrm{c}}$.


Fig. 5.4 Shift Register loaded with the complete row with $n_{b}$ reads from $\operatorname{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$

The number of cycles to derive the $i$-th partial product is:

$$
\begin{equation*}
T_{c l k}=h * n_{b}=n \tag{5.4}
\end{equation*}
$$

The execution time is not proportional to the the asserted bits of the Secret Key, this comes at the increased cost of resources.

Rotation with Barrel Shifter The rows of each $\mathbf{a}^{i}$ can be obtained in parallel with the use of a barrel shifter. The first row of $\mathbf{a}^{0}$ is across rows 0 and 1 from MEM $\mathbf{a}_{\mathbf{a}}$, these are loaded in $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$, their output is connected to the barrel shifter that selects the correct range for the NewRow vector. The barrel shifter is a multiplexer with $n_{b}$ input vector and a selection bit equal to 2 .

(a) Selection of a complete row with the barrel shifter

(b) Detail of the barrel shifter $\left(B S_{1}\right)$

Fig. 5.5 Register with the new row loaded in parallel.

The number of clock cycles to derive a rotated vector is:

$$
\begin{equation*}
T_{c l k}=h \tag{5.5}
\end{equation*}
$$

The barrel shifter introduces an additional cost in terms of resources, but it has been preferred due to its reduced number of cycles that is proportional to the selected parallelism.

The VectorByCirculant complete architecture and execution is described with the parameters considered in the previous example. The execution firstly loads $\mathbf{a}^{0}$ in $\operatorname{MEM}_{\mathbf{c}}$, and then updates the content with $\mathbf{a}^{1}$ and $\mathbf{a}^{3}$.

The first row $\left(\mathbf{a}^{0}\right)$ to be loaded in $\mathrm{MEM}_{\mathbf{c}}$ obtained from $\mathrm{MEM}_{\mathbf{a}}$ starts with the following content of the memories:


Fig. 5.6 Memories of VectorByCirculant with Input, Output and addressed highlighted.

The values of $\mathrm{ADX}_{c}, \mathrm{ADX}_{b}$ and $\mathrm{ADX}_{a}$ are provided by counters, the latter is loaded with ADX.

The Data Path is in Figure 5.7, it includes the registers where the rows from $\mathrm{MEM}_{\mathbf{a}}$ and $M E M_{\mathbf{c}}$ are loaded, barrel shifter and the element wise sum, the counters and the register with the position in $\mathrm{MEM}_{\mathbf{b}}$ are not depicted. The loading of $\mathbf{a}^{0}$ does not involve the content $\mathrm{MEM}_{\mathbf{c}}$, thus register $\mathrm{REG}_{\mathbf{C}}$ is at zero, the register is cleared. The value from the barrel shifter is then loaded in the output register, the row is written in $\mathrm{MEM}_{\mathbf{c}}$. Then, to update row $\mathrm{ADX}_{c}=1$, the a new row is read $\left(\mathrm{ADX}_{a}=2\right), \mathrm{REG}_{\mathbf{A}}$ and $R E G_{\mathbf{B}}$ are updated, the value shifted and then loaded in the output register.

The next $\mathbf{a}^{1}$ that updates MEM $_{c}$ is obtained in a similarly, the initial content of the memory is in Figure 5.9. The content of the registers in the Data Path for $\operatorname{ADX}_{c}=0$ and $\mathrm{ADX}_{c}=1$ is in Figures 5.16

Rotation of Vectors with Generic Length The execution of the vector rotation algorithm presents slight changes when the vector length is not a multiple of $n_{b}$. In this case, the last row of memory contains values that do not belong to the original vector $\mathbf{a}$. To address this, an additional step is required, which involves storing two


Fig. 5.7 VectorByCirculant Data Path with the control signal form $\mathrm{MEM}_{\mathbf{b}}$, the consecutive rows from $M E M_{\mathbf{a}}$ stored in $R E G_{\mathbf{A}}$ and $R E G_{\mathbf{B}}$ and the first row of $M E M_{\mathbf{c}}$ evaluated.


Fig. 5.8 Memories of VectorByCirculant with Input, Output and addressed highlighted for the writing of $\mathrm{MEM}_{\mathrm{c}}$ at $\mathrm{ADX}_{c}=1$.
partial rows in MEMc and modifying the values of Shift for the next rows of MEMa. For example, Figure 5.11 shows the vector a of length $n=13$ along with the other parameters used in the previous examples.

The total number of cycles required to fill MEMc is proportional to the number of rows in both MEMa and MEM $_{c}$. The detailed number of cycles can be computed by starting from the description of the Control Unit, which is depicted in Figure 5.13. The execution of the algorithm is organized into three phases: the initialization of ADX and Shift, the first rotation of the vector, and the subsequent rotations of the vector to obtain the result. The initialization phase loads the first value of the rotation to be performed, as highlighted by the green box in the Control Unit diagram shown in Figure 5.13. This phase involves the following state, the name of the state is the same as the command that is executed:


Fig. 5.9 Memories of VectorByCirculant with Input, Output and addressed highlighted for $\mathbf{a}^{1}$ computation.

- Start, the registers and counters are cleared ;
- Load Rotation, the $i$-th position from $\mathrm{MEM}_{\mathbf{b}}$ is loaded in Position Register, ADX ad Shift, the counter that points $\mathrm{MEM}_{\mathbf{b}}$ is incremented and the counter for MEM $_{\mathbf{a}}$ is loaded with ADX;
- Load first Row: the ADX row in $\operatorname{MEM}_{\mathbf{a}}$ is loaded in $\mathrm{REG}_{\mathbf{B}}$ and the counter of $\mathrm{ADX}_{\mathbf{a}}$ is incremented;

The states that compute the first rotation are highlighted in the orange box in Figure 5.13. This is achieved by iterating $h$ times through the following states:

- Load, the row $\mathrm{ADX}_{a}$ is loaded in $\mathrm{REG}_{\mathbf{B}}$ and its previous values moved to $\mathrm{REG}_{\mathbf{A}}$, the row $\mathrm{ADX}_{c}$ is loaded in $\mathrm{REG}_{\mathbf{C} \text {, old }}$, the counter of $\mathrm{ADX}_{\mathbf{a}}$ is incremented;
- Compute: the contents of the pair $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\boldsymbol{B}}$ is shifted and its content xores/summed up with $\mathrm{REG}_{\mathbf{C} \text {, old }}$, thus $\mathrm{REG}_{\mathbf{C} \text {,new }}$ is available in the next cycle.
- Store: $\mathrm{REG}_{\mathbf{C} \text {,new }}$ is stored in $\mathrm{MEM}_{\mathbf{c}}$ and the counter of $\mathrm{ADX}_{\mathbf{c}}$ is incremented.


Fig. 5.10 VectorByCirculant Data Path with the control signal form MEM $_{\mathbf{b}}$, the consecutive rows from $M E M_{\mathbf{a}}$ stored in $R E G_{\mathbf{A}}$ and $R E G_{\mathbf{B}}$ and the first row of $M E M_{\mathbf{c}}$ evaluated.


Fig. $5.11 \mathrm{MEM}_{\mathbf{a}}$ with a vector of length $n=13$ and padded with zeros

The state Load is dual: the first rotation assumes that the content of MEM $_{\mathbf{c}}$ is uninitialized, thus $\mathrm{REG}_{\mathbf{C}, \text { old }}$ is cleared and the shifted row is $\mathrm{REG}_{\mathbf{C} \text {,new }}$; in the next rotations $\mathrm{REG}_{\mathbf{C} \text {,old }}$ is actually loaded.

The rotation with generic $n$ requires two more states to perform the partial read:

- Partial Read, the the pair $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$ is rotated and the content and its content xores/summed up with $\mathrm{REG}_{\mathbf{C} \text {, old }}$, thus $\mathrm{REG}_{\mathbf{C} \text {, } \text { new }}$ is available in the next cycle;
- Partial Store, $\mathrm{REG}_{\mathbf{C} \text {,new }}$ is stored in $\mathrm{MEM}_{\mathbf{c}}$ and the counter of $\mathrm{ADX}_{\mathbf{c}}$ is not incremented;

The shift of the row is partial since the last row in $\mathrm{MEM}_{\mathbf{a}}$ is loaded with zeros after the $n$ values, then $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$ has only part of the new row, moreover the value of Shift is updated in next Load, Compute and Store states.

(a) Partial write in $\mathrm{MEM}_{\mathbf{c}}$, the value $c_{7}$ is not updated

(b) $\mathrm{MEM}_{\mathbf{c}}$ row is completely updated

Fig. 5.12 VectorByCirculant Data Path with the control signal form MEM $_{\mathbf{b}}$, the consecutive rows from $M E M_{\mathbf{a}}$ stored in $R E G_{\mathbf{A}}$ and $R E G_{\mathbf{b}}$ and the first row of $M E M_{\mathbf{c}}$ evaluated.


Fig. 5.13 Control Unit of VectorByCirculant

The addresses are provided by the counters that are incremented after each read/write of the given memory.

The evolution of the Control Unit when a rotation is computed is in Figure 5.14.
The total number of cycles is easily obtained considering the initial setup of the registers, load of the position from MEM $_{b}$ and the evolution in Figure 5.14:

$$
\begin{equation*}
N_{\text {cycles }}^{V b C}=1+b_{h}+3 * a_{h} * b_{h} \tag{5.6}
\end{equation*}
$$

The total execution time depends on the synthesized architecture, since the scalability of the inner units affect the maximum achievable frequency ( $f_{\max }$, found


Fig. 5.14 The time evolution of the Control Unit to compute a single row in MEM $_{\mathbf{b}}$ after the initialization steps.
from the minimum critical path $1 / T_{c l k}$ ). Then, the parameter $n_{b}$ affects both the critical path and the total number of cycles.

The total execution time is:

$$
\begin{equation*}
T_{e x}=N_{c y c l e s}^{V b C} * T_{c l k} \tag{5.7}
\end{equation*}
$$

The total area, $A$, and the frequency, $f$, are reported in Table 5.2, considering a multiplication with a binary cyclic matrix and:

- binary input vector and binary result;
- binary input vector and integer result, with integers represented on $n_{i}=4$;
- integer input vector (with $n_{i}=4$ ) and integer result (with $n_{i}=4$ ).

The considered length of the vector is $\approx 10^{4}$.
The results has been obtained with Synopsys Design Compiler and the STM FDSOI 28 nm technology. The frequency $f$ is the maximum frequency of the binary to integer multiplier.

The value of $n_{b}$ is limited to 64 bit, since it is enough to show the limitations of the previous approach. The value of $n_{b}$ is increased in the following improvements of the multiplier.

The total area, $A$, and frequency, $f$, with a logarithmic unit are provided in Table 5.3 for the STM FDSOI 28 nm technological node.

The multiplier is meant to implement a fundamental step in the QC-LDPC Decoder for Code-based PQC, the limitations that showed in [3] when implementing the

|  |  | $n_{b}$ |  |  |  |  |  |  | 1256 | 256 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A\left(\mu m^{2}\right)$ | bin to bin | 677 | 925 | 1440 | 4802 | - | - |  |  |  |
|  | bin to int | 1019 | 1598 | 2774 | 7461 | - | - |  |  |  |
|  | int to int | 1932 | 3467 | 6551 | 22033 | - | - |  |  |  |
| $f(\mathrm{MHz})$ |  | 250 | 250 | 250 | 250 | - | - |  |  |  |

Table 5.2 The synthesis results of VectorByCirculant with linear unit barrel shifter.

|  |  | $n_{b}$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 8 | 16 | 32 | 64 | 128 | 256 |  |
| $A\left(\mu m^{2}\right)$ | bin to bin | 753 | 1028 | 1566 | 2699 | 4956 | 9953 |  |
|  | bin to int | 990 | 1569 | 2774 | 7572 | 9793 | 19646 |  |
|  | int to int | 1714 | 3358 | 6350 | 16175 | 23918 | 48457 |  |
| $f(M H z)$ |  | 330 | 500 | 500 | 400 | 380 | - |  |

Table 5.3 The synthesis results of VectorByCirculant with logarithmic barrel shifter.
multipliers motivated the research on different approaches. The resource utilization is not provided in the present description, since the limitations are evident only in the ASIC implementaiton, whith the sythnesis on FPGA the resource usage is linear with $n_{b}$. The final results and comparison will be provided for bot ASIC and FPGA implementation.

Alternative Barrel Shifter: Logarithmic Rotate Unit The increase of the total area in the ASIC implementation depends on the parameter $n_{b}$, the effect of the increase of the parallelism is not bounded by the reduction in the execution time since the total area increased becomes exponential with $n_{b}$, as can be clearly seen from [3], where the architecture scaling is limited to $n_{b}=64$. Then a different approach has been implemented, this is referred as Logarithmic Rotate Unit. The example is in Figure 5.15 for $n_{b}=4$ and Shift $=2$, similarly to the examples in Figure 5.5.

The multiplexer is split over $\log _{2}(4)=2$ levels, with each level containing a two input multiplexer. The split strongly reduced the area increase, while keeping the $T_{c l k}$ equivalent to the previous approaches.

The single level of multiplexing applies a rotation by approximating the value Shift. In the example, the input is a $2 n_{b}=8$ vector with a rotation of Shift $=2_{10}=$ $10_{2}$, the value of the rotation can be $0,1,2,3$, this group of 4 number is in the first


Fig. 5.15 Logarithmic approach for the Barrel Shifter
layer divided in two option with $4 / 2=2$ elements each: selection 0 has a portion of the complete vector that contains sub-vectors corresponding to Shift $[0,1]$ and selection 1 has [2, 3], the choice depends on the binary representation of the Shift, 10 , the first bit (1) maps selection 1, then the group is again split in selection 0 [2] and selection $1=3$, the last bit, 0 , maps $g_{0}$, then the correct shift is selected. The layer of multiplexer selects a portion of the complete vector that contains the options of the group, for example with selection 0 in the first layers both $\left[a_{0}, a_{1}, a_{2}, a_{3}\right]$ and $\left[a_{1}, a_{2}, a_{3}, a_{4}\right]$ can be derived.

The same applied to a different $n_{b}$, the number of level is always $\log _{2}\left(n_{b}\right)$ and each multiplier is driven by the binary representation of Shift, with its MSB that drives the first level of multiplexer.

The logarithmic collapse unit, thanks to its efficiency in the ASIC implementation and the similar results for FPGA [? ] is considered in the next sections as the only rotate unit adopted.

Alternative $\mathbf{V b C}$ The content of $\mathrm{MEM}_{\mathbf{c}}$ can be obtained in an alternative way. Instead of reading the each row of $\mathrm{MEM}_{\mathbf{a}}$ several times, the $b_{w}$ row pair is loaded in the pair $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$, the $b_{w}$ shifts are applied completely generate one row of the result, then only one write per row is required. This idea has been discarded because the new address of $\mathrm{MEM}_{\mathbf{a}}$ has to be computed per each iteration resulting in an increase of the total number of cycles. The benefit of the following option is the
reduction of writes to the result memory that becomes read of the input memory, this may affect the dynamic power of the architecture since the number of writes is reduced.

(a) The single row of $\mathrm{MEM}_{\mathbf{c}}$ is completely evaluated before writing it in memory.

(b) The content in $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\boldsymbol{B}}$ is kept constant.

Fig. 5.16 VectorByCirculant alternatives

### 5.1.2 VectorByCirculant Pipelined

The total execution time is improved increasing the throughput at which the rows of the result are computed, in VectorByCirculant the throughput is 1 /latency. The parameter is increased by providing a pipelined VectorByCirculant. The pipelining applied is both coarse and fine grain, thus both the throughput and $T_{\text {clk }}$ are improved.

The coarse pipelining has complex Control Unit and the MEM $_{\mathbf{c}}$ must be a dual port memory.

Coarse-grained Pipeline The coarse-grained pipelining (c-pipe) has the same Data Path of VectorByCirculant, the memory include a dual port memory for $\mathrm{MEM}_{\mathbf{c}}$, while the Control Unit execution is modified to have a pipelined execution and overlap the commands.

The Control Unit execution to provide a rotated a in c-pipe VectorByCirculant is organized in the following stages:

- Stage 1: the $i$-th row is loaded from MEM $_{\mathbf{a}}$, the command is Load;
- Stage 2: the $(i+1) \% h$-th row is loaded from $\operatorname{MEM}_{\mathbf{a}}$, Load, the output from the barrel shifted computed, Cmp, that updates the row 0 in MEM $_{\mathbf{c}}$;
- Stage 3: the $(i+2) \% h$-th row is loaded from MEM $_{\mathbf{a}}$, Load, the output from the barrel shifted computed, Cmp, that updates the row 1 in MEM $_{\mathbf{c}}$ and row 0 is stored MEM $_{c}$, Store;

The execution after the first two stages, in each cycle, the Load, Cmp, and Store from VectorByCirculant are computed, thus updating MEM $_{c}$ at every clock cycle. The overhead is introduced by the first three stages before the pipelining execution can start and the last three stages to exit the pipelining execution. The time evolution is in Figure 5.17.


Fig. 5.17 The time evolution of the Control Unit for the coarse grain pipelined architecture to compute a single row in $\mathrm{MEM}_{\mathrm{c}}$ after the initialization steps.

The read/write operation from $\mathrm{MEM}_{\mathbf{c}}$ can cause a potential hazard, but the operations are performed on different rows, thus the read and write do not overlap on the same row. The Memory MEM $_{c}$ is a dual port in order to have the read and write of two different rows in the same cycle, with a single port memory it is not possible to fully benefit of the pipelined VectorbyCirculant.

The total number of cycles for the coarse pipelined architecture is computed considering the number of clock cycles to:

- read each position in $\mathrm{MEM}_{\mathbf{b}}$, which counts $b_{h}$ cycles;
- read the starting row in MEM ${ }_{\mathbf{a}}$, which counts $b_{h}$
- the two states to start and end the pipelining execution for each rotation, which counts $2 * b_{h}$;
- the rotations of MEM $\mathbf{a}_{\mathbf{a}}$, which counts $a_{h} * b_{h}$.

The overall number of cycles is:

$$
\begin{equation*}
N_{\text {cycles }}^{c-p i p e}=4 * b_{h}+a_{h} * b_{h} \tag{5.8}
\end{equation*}
$$

The total execution time is thus improved since with the same DataPath the number of cycles is reduced and $T_{c l k}$ is kept constant.

Fine-grained Pipeline The fine-grained pipeling aims to reduce the $T_{c l k}$, it required to study how the combinatorial paths are distributed over the circuit. In VectorByCirculant exists two combinatorial path:

- the first one is located between $\mathrm{REG}_{\mathbf{A}} / \mathrm{REG}_{\mathbf{B}}$ and $\mathrm{REG}_{\mathbf{C}, \mathbf{n e w}}$, it includes the barrel shifter and the sum block;
- the second one is located between $\mathrm{REG}_{\mathbf{C} \text {,old }}$ and $\mathrm{REG}_{\mathbf{C}, \text { new }}$, it include the sum block only.

Clearly, the longest path is the first one and a reduction of $T_{c l k}$ implies the use of an additional register between the barrel shifted and the sum block.

The final Data Path is in Figures 5.19, the architecture has one additional layer of registers (REG $)$ that reduces $T_{\text {clk }}$, together with the Control Unit the overall execution time of a complete cyclic multiplication is reduced by a factor of 3 .

The execution has an additional command: Loads that loads REGs. The Control Unit requires then three stages to enter the pipelining execution.

The Control Unit execution to provide a rotated a, for the fine grained pipelined VectorByCirculant is organized in the following stages:

- Stage 1: the $i$-th row is loaded from MEM $_{\mathbf{a}}$, the command is Load;
- Stage 2: the $(i+1) \% h$-th row is loaded from $\operatorname{MEM}_{\mathbf{a}}$, Load, the output from the barrel shifter is loaded, Loads;
- Stage 3: the $(i+2) \% h$-th row is loaded from $\mathrm{MEM}_{\mathbf{a}}$, Load, the output from the barrel shifter is loaded, $\operatorname{Load}_{\mathbf{S}}$, the shifted vector is summed with the row 0 from $\mathrm{MEM}_{\mathbf{c}}, \mathrm{Cmp}$;
- Stage 4: the $(i+3) \% h$-th row is loaded from MEM $_{\mathbf{a}}$, Load, the output from the barrel shifter is loaded, $\operatorname{Load}_{\mathbf{s}}$, the shifted vector is summed with the row 1 from $\mathrm{MEM}_{\mathbf{c}}$, Cmp , row 0 is stored $\mathrm{MEM}_{\mathfrak{c}}$, Store;

The execution after the first three stages, in each cycle, the Load, Shift, Cmp, and Store from VectorByCirculant are computed, thus updating MEM $_{\mathbf{c}}$ at every clock cycle. The overhead is introduced by the first three stages before the pipelining execution can start and the last three stages to exit the pipelining execution. The time evolution is in Figure 5.18.

| row in | Clock Cycle |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| $\mathrm{MEM}_{c}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 0 | Load | Shift | Cmp | Store |  |  |  |
| 1 |  | Load | Shift | Cmp | Store |  |  |
| 2 |  |  | Load | Shift | Cmp | Store |  |
| 3 |  |  |  | Load | Shift | Cmp | Store |

Fig. 5.18 The time evolution of the Control Unit for the fine grained pipelined architecture to compute a single row in $\mathrm{MEM}_{\mathrm{c}}$ after the initialization steps.

The read/write operation from $\mathrm{MEM}_{\mathbf{c}}$ are performed on different rows, thus the read and write do not overlap on the same row. The Memory $\mathrm{MEM}_{\mathrm{c}}$ is a dual port in order to have the read and write of two different rows in the same cycle, with a single port memory it is not possible to fully benefit of the pipelined VectorbyCirculant.

The total number of cycles for the coarse pipelined architecture is computed considering the number of clock cycles to:

- read each position in $\mathrm{MEM}_{\mathbf{b}}$, which counts $b_{h}$ cycles;
- read the starting row in MEM $\mathbf{a}_{\mathbf{a}}$, which counts $b_{h}$
- the three states to start and end the pipelining execution for each rotation, which counts $3 * b_{h}$;
- the rotations of MEM $_{\mathbf{a}}$, which counts $a_{h} * b_{h}$.

The total number of cycles for the coarse pipelined architecture is:

$$
\begin{equation*}
N_{\text {cycles }}^{f-\text { pipe }}=6 * b_{h}+a_{h} * b_{h} \tag{5.9}
\end{equation*}
$$

and the $T_{\text {clk }}^{f-p i p e}$ is reduced thanks to the additional registers that can cut the critical path of the architecture.

The pipelined architecture is in Figure 5.19. The split with a layer of registers depends on the factors mentioned above since at this point the throughput of the architecture is improved and the maximum clock frequency increased.

(a) $\mathrm{ADX}_{c}=0$ computed

(b) $\mathrm{ADX}_{c}=0$ available, $\mathrm{ADX}_{c}=1$ computed

(c) $\mathrm{ADX}_{c}=1$ available, $\mathrm{ADX}_{c}=2$ computed

Fig. 5.19 VectorByCirculant Pipelined Data Path with the control signal form $\mathrm{MEM}_{\mathbf{b}}$, the consecutive rows from $\mathrm{MEM}_{\mathbf{a}}$ stored in $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$ and the first row of $M E M_{\mathbf{c}}$ evaluated.

The final pipelined architecture, at the cost of a new register reduces the throughput to $1 / 3 *$ Latency, since once the pipe is filled every clock cycle a new row is provided. In the first proposal the throughput is equal to $1 /$ Latency.

The two option resulted in two designs with different maximum frequency and area, since the key aspects to compare are the total area and execution time.

|  |  | $n_{b}$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 8 | 16 | 32 | 64 | 128 | 256 |  |
| $A\left(\mu m^{2}\right)$ | bin to bin | 794 | 1057 | 1601 | 2735 | 4991 | 9992 |  |
|  | bin to int | 1032 | 1509 | 2774 | 7572 | 9728 | 19673 |  |
|  | int to int | 1745 | 3387 | 6350 | 16175 | 23946 | 48487 |  |
| $f(M H z)$ |  | 500 | 500 | 500 | 400 | 380 | 330 |  |

Table 5.4 The synthesis results of VectorByCirculant with logarithmic barrel shifter and pipelined execution.

|  |  | $n_{b}$ |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 8 | 16 | 32 | 64 | 128 | 256 |  |
|  | bin to bin | 811 | 1134 | 1766 | 2699 | 4956 | 9953 |  |
|  | bin to int | 1206 | 1838 | 3184 | 7572 | 9793 | 19646 |  |
|  | int to int | 2180 | 3733 | 6823 | 16175 | 23918 | 48457 |  |
| $f(M H z)$ |  | 735 | 617 | 500 | 400 | 380 | - |  |

Table 5.5 The synthesis results of VectorByCirculant with logarithmic barrel shifter and fine grain pipelining.

### 5.1.3 SparseVectorByCirculant

The SparseVectorByCirculant multiplier further improves the previous architecture for a sparse vector multiplied by a sparse matrix, this is another type of multiplication required in algorithms such as LEDAcrypt/BIKE.

The idea is to evaluate only the non zero positions of the resulting vector to further reduce the execution time. The algorithms is straightforward in its implementation since it is enough to combine the input positions $\mathbf{a}$ and $\mathbf{b}$. The algorithm is a further optimization of the Schoolbook algorithm.

The multiplication has sparse inputs, thus it is more convenient to store them as a list of asserted position, while the result is in general dense and then it is stored as a
conventional vector. The SparseVectorByCirculant implementation is Algorithm 7, the input sparse vectors $\mathbf{a}$ and $\mathbf{b}$ are stored in memories $\mathrm{MEM}_{\mathbf{a}}$ and $\mathrm{MEM}_{\mathbf{b}}$ as a list of asserted position, the weight of the vectors are $a_{h}$ and $b_{h}$, the positions has a value between $[0 ; n-1]$, thus $a_{w}=b_{w}=\log _{2}(n)$ is the width that memories should have to store each position. The use of an optimized module can reduce the latency of a sparse vector sparse matrix multiplication when compare to VectorByCirculant. The use of the architecture improves the total latency of VectorByCirculant up to $n_{b}=64$, since otherwise VectorByCirculant is better as can be seen in Figure ??.

```
Algorithm 7 SparseVectorbyCirculant Implementation
Input: MEM \(_{\mathbf{a}}\) with size \(a_{h} \times a_{w}\), MEM \(_{\mathbf{c}}\) with size \(b_{h} \times b_{w}\)
Output: MEM \(_{c}\) with size \(h \times n_{b}\)
    for \(i=0\) to \(b_{h}-1\) do
        for \(j=0\) to \(a_{h}-1\) do
            \(k=\left(\operatorname{MEM}_{\mathbf{a}}(\mathrm{j})+\mathrm{MEM}_{\mathbf{b}}(\mathrm{i})\right) \% n\)
            ADX \(=\left\lfloor\left(k / n_{b}\right)\right\rfloor\)
            Shift \(=k \% n_{b}\)
            NewRow \(=\mathbf{0} \quad \triangleright\) Vector of length \(n_{b}\)
            \(\operatorname{NewRow}(\) Shift \()=1 \quad \triangleright\) Value 1 in position Shift
            \(\operatorname{MEM}_{\mathbf{c}}(\) ADX \()=\) MEM \(_{\mathbf{c}}(\) ADX \()+\) NewRow
        end for
    end for
    return MEM \(_{c}\)
```

The DataPath and Control Unit of SparseVectorByCirculant are quite simple, the positions from $M E M_{\mathbf{a}}$ and $\mathrm{MEM}_{\mathbf{b}}$ are loaded in registers $\mathrm{REG}_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$. The values are combined, the modulo sum is performed, and it is stored in $\mathrm{REG}_{\mathbf{R}}$, then the ADX and Shift area easily obtained: the Shift corresponds to the $\log _{2}\left(n_{b}\right)$ LSBs of the resulting position while the other MSB bits are the ADX. Then the NewRow is the result of a decoded Shift, the ADX row in $\mathrm{MEM}_{\mathbf{c}}$ is loaded in $\mathrm{REG}_{\mathbf{C}}$, which accumulates the output of the decoder and then updates the ADX row of the memory. The Data Path is in Figure 5.20.

The Control Unit issues the command to load the positions from $\mathrm{MEM}_{\mathbf{a}}$ and $\mathrm{MEM}_{\mathbf{c}}$, Load,compute the sum, Sum, compute the modulo sum, ModSum, load the row from MEM $_{\mathbf{c}}, L_{\text {loadC }}$, update the row, UpdateC and finally store it in memory, Store. The modulo sum step is split in two cycles in order to reduce the critical path.


Fig. 5.20 The Data Path of SparseVectorByCirculant multiplier. The modular sum is in the orange box.

The total number of cycles required to compute the result is:

$$
\begin{equation*}
N_{c y c l e s}^{s V b C}=6 * a_{h} * b_{h} \tag{5.10}
\end{equation*}
$$

The Time Evolution for the pipelined execution is in Figure 5.22:

Resource sharing The improvement of the unit is to combine both VectorByCirculant and SparseVectorByCirculant in order to reuse the shift unit. The barel shifter and sum unit in VectorByCirculant can be employed to derive the value NewRow by rotating the vector $[1,0,0, \ldots, 0]$ (with length $n_{b}$ ). The Data Path can be shared between the multipliers, the values of $A D X_{C}$ is connected to $M E M_{c}$, while in $R E G_{\mathbf{A}}$ and $\mathrm{REG}_{\mathbf{B}}$ (from VectorByCirculant) the vector $[1,0,0, \ldots, 0]$ (with length $2 * n_{b}$ ) is


Fig. 5.21 Time evolution of SparseVectorByCirculant


Fig. 5.22 Time evolution of Pipelined SparseVectorByCirculant
loaded during the execution and rotated, this the additional cost of a decoder that for increasing values of $n_{b}$ can be an issue.

SparseVectorByCirculant Pipelining The pipelining can be easily applied to the present architecture executing commands in parallel. The architectures requires a Dual Port Memory for MEM $_{c}$. The final execution time is then:

$$
\begin{equation*}
N_{\text {cycles }}^{s V b C}=10 * b_{h}+a_{h} * b_{h} \tag{5.11}
\end{equation*}
$$

The Time Evolution for the pipelined execution is in Figure 5.22:

Initial optimization goal The initial goal was to optimize the execution by rearranging the computation such that each row of the result was completely computed before storing it in memory. The idea can be clearly understood by looking at the result, this is the sum of $b_{w}$ sparse vectors that ends up not to 'sum' over each row of the result memory, but they are distributed over the row are separate elements. This feature of the result is due to the presence of a sparse vector input and to the low probability of a sum to occurs.

The idea is described in Figures 5.23, with $\mathrm{MEM}_{\mathbf{a}}$ and $\mathrm{MEM}_{\mathbf{c}}$ described with dots: the input vector is very sparse, while the result is dense since it is the result of shifted version of the input (highlighted with a color corresponding to the amount of the rotation).

The initial idea was to calculate the rows $\mathrm{MEM}_{\mathbf{c}}$ bit by bit and then write it in memory, but this approach requires a preliminar study of the positions in $\mathrm{MEM}_{\mathbf{a}}$ and $\mathrm{MEM}_{\mathbf{b}}$ and then to arrange arrange the sVbC calculations such that the result is evaluated row by row, but this would have required extra time that is not balanced by the benefit of this approach: it is not possible to use the bit by bit generation of sVbC and the row by row generation of VbC .


Fig. 5.23 Memories of SparseVectorByCirculant with sparse Input, and Output with highlighted position of the asserted bits from the input.

The total area occupation and target frequency, the same as VectorBycirculant, of the module is provided in Table 5.6 considering a vector of size $\approx 10^{4}$, results has been obtained with Synopsys Design Compiler and the STM FDSOI 28nm technology.

|  |  | $n_{b}$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 8 | 16 | 32 | 64 | 128 | 256 |  |
|  |  | 812 | 952 | 1226 | 1757 | 2832 | 5131 |  |
| $A\left(\mu m^{2}\right)$ | pipeline | 880 | 1013 | 1301 | 1785 | 2899 | 5203 |  |
| $f(M H z)$ |  | 500 | 500 | 500 | 400 | 380 | 330 |  |

Table 5.6 The synthesis results of SparseVectorByCirculant with and without pipelining.

## SparseVectorByCirculant and VectorByCirculant

The use of an optimized module can reduce the latency of a sparse vector sparse matrix multiplication when compare to VectorByCirculant. The use of the non pipelined architectures improves the total latency of VectorByCirculant vs SparseVectorByCirculant up to $n_{b}=64$, since the total area is considered, the latency for a $n=12$ since otherwise VectorByCirculant is better.

### 5.2 Schönhage Stressen Architecture

The Schönhage Stressen algorithm has been implemented to compute the multiplication between a vector and a cyclic matrix, which is considered as a convolution. The 'convolution' approach is widely used in PQC primitives that involve a polynomial multiplication, the multiplier is applied to LDPC/MDPC PQC primitives in order to understand the impact on the area of the most efficient algorithms for large multiplication in the domain of Code-based Post Quantum Cryptography. The length of the polynomials involved in such algorithms $\left(n>10^{4}\right)$ suggests that the method is the best in terms of time complexity, but the architecture is more complex than the Schoolbook approach.

The Schönhage Stressen algorithm is applied to $\mathbf{a B}$, with $\mathbf{B}$ a binary cyclic and sparse matrix.

### 5.2.1 Number Theoretic Transform Computation

The transform which is applied is Fast Fourier Transform (FFT/IFFT), the Fourier Transform posses the property of the convolution in time that becomes a multiplication in frequency, the computations involves complex and floating point numbers. The Schönhage Stressen algorithm applied cyclic and polynomial multiplications applies Number Theoretic Transform, instead of the Fourier Transform: the NTT and the INTT. The benefit with the use of finite field arithmetic, which is carried on with integers, while the FFT/IFFT requires floating point arithmetic.

The Number Theoretic Transfom is introduced from the Fourier Transform, the approach of the FFT is applied to the NTT too. The Discrete Fourier Transform
(DFT) is applied to a signal $x(n)$ in time domain, this is transformed to $X(k)$ which is the expression of the input signal in frequency domain. The result is obtained with:

$$
\begin{equation*}
X(k)=\sum_{n=0}^{N-1} x(n) e^{-i 2 \pi k n / N} \tag{5.12}
\end{equation*}
$$

The NTT equation is:

$$
\begin{equation*}
X(k)=\sum_{i=0}^{N-1}\left(x(i) \cdot \alpha^{i k}\right) \bmod P \tag{5.13}
\end{equation*}
$$

In the NTT the main parameters are the modulus $P$ and radix $\alpha$, these quantities are integer numbers thus the operations are fixed point multiplication and additions.

The execution has a complexity $O\left(n^{2}\right)$, with the FFT and the Cooley-Tuckey FFT (CT-FFT) algorithm, the complexity is reduced to $O(n \log (2))$. The speed up in the Schönhage Stressen algorithm is due to the use of the FFT algorithm.

The expression in (5.13) with the CT speed up is rewritten as:

$$
\begin{align*}
X(k)= & \sum_{j=0}^{N / 2-1} x(2 j) \alpha^{(2 j) k} \bmod P \\
& +\sum_{j=0}^{N / 2-1} x(2 j+1) \alpha^{(2 j+1) k} \bmod P \tag{5.14}
\end{align*}
$$

The values of $\alpha$ and $P$ are parameters of the NTT.
The parameters and adaptation of the NTT to LEDAcrypt/BIKE sizes is described in the following.

### 5.2.2 Number Theoretic Transform parameters

The NTT applied to the vectors of LEDAcrypt/BIKE has specific requirements: the length of the vectors is not a power of 2 , in particular their length is a prime number and the result of the multiplication should be exact, since some uncertainty. In addition, the addressed multiplication is the vector by sparse cyclic matrix, thus the transform has to be applied to dense or sparse vectors.

The Direct and Inverse Number Theoretic Transform algorithm and implementation are described in the following, considering that the application is Code-based PQC the architecture that is described has the same Data Path and by changing the.

The parameters are the modulo, $P$, and the radix, $\alpha$ of the NTT and the radix $\alpha_{i n v}$ and $N_{i n v}$ for the INTT. These values are selected starting from the length of the input vector, $n$, and the maximum integer of the vector, $\max (\mathbf{a})$. The input is binary, thus $\max (\mathbf{a})=1$.

Modulus $P \quad$ The modulus of the transform for binary vectors is found by selecting a prime number $P>n$, where $n$ is the length of the binary vector, with the modulus the primitive root of unit, $r$, can be computed. The primitive $n^{\text {th }}$ root of unity. The value of $P$ si selected in the form $P=k N+1$. The modulus $P$ is computed, in general, by exhaustive search.
radix $\alpha \quad$ The value of the radix is selected starting from $P$ and $r$, such that $a=$ $r^{k} \bmod P$ and $a^{n} \bmod P=1$.

The multiplication by $\alpha^{k}$ (with $k=0, \cdot, n-1$ ) and $\bmod P$ are the equivalent of the multiplication by frequencies $e^{-i 2 \pi k / n}$, in fact the radix condition is present in the FFT, since the radix is $e^{-i 2 \pi / n}$, then in fact the value $\left(e^{-i 2 \pi / n}\right)^{n}=1$ (from the Euler's identity). The property of the frequencies that corresponds to $n$ divisions of a $2 \pi$ circle is equivalent to the $\alpha^{i} \bmod P$ operation, which rotates over the range $0, \cdot P-1$ range.

## Prime and Zero Padding

The CT-NTT has a constraint on the length of the input vectors, thus must be a power of 2, the usual sizes of vectors in LEDAcrypt/BIKE has to be properly padded to apply the transform.

The vector padding is applied to the inputs of the cyclic matrix multiplication, since the design of Code-based PQC primitive requires that the length is a prime number.

In literature a series of methods are know to efficiently handle such a condition: Radar's [60] and Bluestein's [61] algorithm can compute the CT-FFT, for length of
the signals prime number or generic; the methods can be applied to the NTT. The padding to be applied is derived starting from the cyclic multiplication in order to have the same result by multiplying bigger vectors.

The inputs has length $n$ which becomes $n^{\prime}$, the result of the cyclic multiplication is the same if the matrix vector $\mathbf{b}$ is extended with a flipped replica of itself an becomes $\mathbf{b}^{\prime}$ : this way $C\left(\mathbf{b}^{\prime}\right)\left(\mathbf{B}^{\prime}\right)$ is a cyclic matrix and contains $C(\mathbf{b})(\mathbf{B})$ in the upper left corner. The vector $\mathbf{a}$ becomes $\mathbf{a}^{\prime}$, this time it is enough to apply the zero padding to have a correct result. The value of the equation and the correctness of the result is proved in the following example, with vector length $n=5$.

Prime Padding The padding applied to the input $\mathbf{b}$ is referred as PrimePadding. The vector is $\mathbf{b}=\left[\begin{array}{lllll}0 & 0 & 1 & 0 & 1\end{array}\right]$, the corresponding cyclic matrix is:

$$
\mathbf{B}=\left[\begin{array}{lllll}
0 & 0 & 1 & 0 & 1  \tag{5.15}\\
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0
\end{array}\right]
$$

The vector $\mathbf{b}$ is extended to $\mathbf{b}^{\prime}=\left[\begin{array}{lllllllll}0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1\end{array}\right]$, with length $n^{\prime}=9$, the cyclic matrix is then:

$$
\mathbf{B}^{\prime}=\left[\begin{array}{lllllllll}
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1  \tag{5.16}\\
1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
\hdashline 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1
\end{array}\right)
$$

In general, the extension applied to the vector associated to cyclic matrix $\mathbf{B}^{\prime}$ is in Equation (5.17).

$$
\mathbf{b}^{\prime}=\left[\begin{array}{lllllllll}
b_{0} & \ldots & b_{n-1} & 0 & \ldots & 0 & b_{n-1} & \ldots & b_{1} \tag{5.17}
\end{array}\right]
$$

The value of $n^{\prime}$ is $2 * n-1$ approximated to next power of 2 value, the $n^{\prime}-2 n+1$ values wich are not $b_{i}$ are set to 0 .

Result The vector a can be padded with the method in Equation (5.17) or with zeros in Equation (5.18)

$$
\mathbf{a}^{\prime}=\left[\begin{array}{lllllllll}
a_{0} & \ldots & a_{n-1} & 0 & \ldots & 0 & 0 & \ldots & 0 \tag{5.18}
\end{array}\right]
$$

The multiplication which is performed is $\mathbf{a}^{\prime} \mathbf{B}^{\prime}$, with result $\mathbf{c}^{\prime}$, this is reduced to vector $\mathbf{c}$ by removing the last $n^{\prime}-n$ bits, as showed in Equation (5.19).

$$
\mathbf{c}^{\prime}=\left[\begin{array}{llllll}
c_{0}^{\prime} & c_{1}^{\prime} & \ldots & c_{n=1}^{\prime} & c_{n}^{\prime} & \ldots \tag{5.19}
\end{array} c_{n^{\prime}-2}^{\prime} \quad c_{n^{\prime}-1}^{\prime}\right]
$$

The result is $\mathbf{c}=\left[\begin{array}{llll}c_{0} & c_{1} & \ldots & c_{n-1}\end{array}\right]$ The choice of the padding applied to $\mathbf{a}$ does not affect the correctness of the result, but with the PrimePadding applied the result would be:

$$
\mathbf{c}^{\prime}=\left[\begin{array}{lllllllll}
c_{0} & \ldots & c_{n-1} & 0 & \ldots & 0 & c_{n-1} & \ldots & c_{1} \tag{5.20}
\end{array}\right]
$$

### 5.2.3 Number Theoretic Transform Architecture

The Number Theoretic Transform with the Cooley-Tuckey speed-up rearranges the multiplication/summation in a more efficient way, the approach, in hardware, applied a 'butterfly' unit to perform such computations, the unit is in Figures 5.24 with the basic elements of the computation highlighted: in green for the multiplication by a twiddle factor, in blue the sum and in yellow the subtraction. The unit is referred in two ways: with the inner elements highlighted, as in Figure 5.24a; with a block BU, in Figure 5.24b.

The example for a input signal $\mathbf{x}$ transformed into $\mathbf{X}$ with a $n=8$ points NTT is depicted in Figure 5.25, some elements of the BU unit are highlighted to clarify their location.


Fig. 5.24 Butterfly Unit with one multiplier (MPY), adder (ADD), subtractor (SUB).

The parallelism, in this contest, is referred to the number of BU that has been implemented.

The algorithm computes the transform of a dense input $\mathbf{x}$ stage by stage ( $s$ ) until the last stage, $m=\log _{2}(n)$. The input of NTT is in bit reverse order, thus for clarity its elements are renamed into $v_{i}(j)$, where $i$ refers to the stage and $j$ refers to the element in a stage. The output, $X$, is in natural order.

The CT-NTT pseudo code is in Algorithm 8.

```
Algorithm 8 NTT multiplier Implementation (iterative CT)
Input: signal a with length \(n=2^{m}\)
Output: the transform \(A\)
    \(A=a\)
    for \(s=1: m\) do
        \(n_{o p}=2^{s}\)
        for \(i=1: s: m\) do
            for \(j=1: n_{o p} / 2\) do
            \(T=W_{j, s} * A\left(i+j+n_{o p} / 2\right) \bmod P \quad \triangleright\) MPY
            \(U=A(i+j)\)
                \(A\left(i+j+n_{o p} / 2\right)=(U+T) \bmod P \quad \triangleright \mathrm{ADD}\)
                \(A(i+j)=(U-T) \bmod P \quad \triangleright\) SUB
            end for
        end for
    end for
```

The implementation in Algorithm 8 computes one $T$ and $U$ pair per iteration, while the architecture provided parallelize the task by computing $n_{u}=8$ elements


Fig. 5.25 NTT structure with $n=8$
per iteration. This increases the complexity of the Control Unit, since the correct addresses of input/output and constant memories has to be provided.

The CT-NTT scheme for a dense input considering 8-points is in Figure 5.26. The input is vector $\mathbf{x}$, the output is $X$. The number of stages in the example is 3 $\left(\log _{2}(8)\right)$, the transform at each stage is addressed with vector $\mathbf{v}_{i}$, with index $i$ that is referred to the the actual stage.

The transform of a dense vector with the NTT is a straightforward application of the CT Algorithm, with a progress over a single stage before moving to the next one: the value of $\mathbf{v}_{0}$ is computed, then $\mathbf{v}_{1}$ and so on. The twiddle factors are not reported in Figure 5.26, they are located in the following points:

- $s=0$, the twiddle factor is $W_{0}^{0}$ and it is multiplied by $v_{0}(1), v_{0}(3), v_{0}(5)$, $v_{0}(7)$;
- $s=1$, the twiddle factors are $W_{0}^{1}$ and $W_{2}^{1}$ multiplied by $v_{1}(2)$ and $v_{1}(3)$ then $v_{1}(6)$ and $v_{1}(7)$, respectively;
- $s=2$, the twiddle factors are $W_{0}^{2}, W_{1}^{2}, W_{2}^{2}$ and $W_{3}^{2}$ multiplied by $v_{2}(4), v_{2}(5)$, $v_{2}(6)$ and $v_{2}(7)$.


Fig. 5.26 8-points NTT with a dense input

The twiddle factors, despite being labelled in a different way, are actually the same set of values from $s=2$, since $W_{0}^{0} \equiv W_{0}^{2} \equiv W_{0}^{1}$ and $W_{2}^{2} \equiv W_{2}^{2}$.

The condition with a sparse inputs implements a different strategy in order to reduce the number of computation and avoid to compute the zeros. The sparse implementation of the NTT, with the pseudo code in Algorithm 9, schedules the operations in a different way: the single asserted bits of $\mathbf{a}$, since they are sparse, will be computed completely up to stage $s=s_{l i m}$ before moving to the next position. The transforms of each element are mixed together to have A at stage $s_{\text {lim }}$ and moved to the usual NTT algorithm from stage $s=s_{l i m+1}$. The algorithm iterates over the asserted values in $\mathbf{a}, d_{a}$, which ares stored as binary values in $\operatorname{Pos}_{a}$ and consideres as binary vectors in the algorithm. The, since a sparse value is processed the computation is a multiplication and subtraction or a copy of the input value into two outputs, this choice depends on the value assumed by the $l$ bit of $\operatorname{Pos}_{v}$ (a single row of $\mathbf{P o s}_{a}$ ), then the execution:

- with $\operatorname{Pos}_{v}(l)=1$, the single input value is multiplied by a twiddle factor and copied as it is for one output and subtracted by $P$ for the second output;
- with $\operatorname{Pos}_{v}(l)=0$, the input is copied copied in two identical outputs;

The example of a 8-point sparse NTT is in Figures 5.27 and 5.28, the execution is both sparse and dense. The example shows two conditions, with the asserted bits 'near' of 'far', independently of their distance the asserted bits are processed separately.

The examples in Figure 5.27 has $v_{0}(3)$ and $v_{0}(2)$ asserted. The element $v_{0}(2)$ is expanded, in stage $s=0$ the value is copied into $v_{1}(2)$ and $v_{1}(3)$, in stage $s=1$ $v_{1}(2)$ and $v_{1}(2)$ are multiplied by the twiddle factors $W_{1}^{0}$ and $W_{1}^{2}$, then copied into $v_{2}(2)$ and $v_{2}(3)$, the subtraction is performed $\left(P-v_{i}(j)\right)$ to store the $\bmod P$ values into $v_{2}(0)$ and $v_{2}(1)$. The process is similar for $v_{0}(3)$.

The transform at stage $s_{\text {lim }}$ is not a vector, but a set of transforms of each asserted position: for the example in Figure 5.27, with 2 asserted bit the transform stores two rows that contains the value of $\left[v_{2}(0) v_{2}(1) v_{2}(2) v_{2}(3)\right]$ for $v_{0}(2)$ and $v_{0}(3)$. The following step merges the rows in order to obtain the complete $\mathbf{v}_{s_{\text {lim }}}$ for the dense stages. The merge step is performed by mixing the resulting rows of the dense input: such rows can be summed up or alternatively concatenated. The merge in Figure 5.27 is performed by summing the $\left[v_{2}(0) v_{2}(1) v_{2}(2) v_{2}(3)\right]$ rows of the asserted bits and then concatenated to a set of zeros. The merge step for the example in Figure 5.28 is a concatenation between vector $\left[v_{2}(0) v_{2}(1) v_{2}(2) v_{2}(3)\right]$ that derives from $v_{0}(3)$ and $\left[v_{2}(4) v_{2}(5) v_{2}(6) v_{2}(7)\right]$ that derives from $v_{0}(6)$
bit-reverse order The input vector $\mathbf{x}$ is provided in 'bit-reverse order', while the output $X$ is in the linear order. The input vector is stored in natural order, thus an additional post-processing is need to 'reverse' its order.

## Modular arithmetic

The updated values store in vector $\mathbf{A}$, when computing the multiplication and addition/subtraction the additional $\bmod P$ operation is applied to have the result in the range $[0 ; P-1]$.

The definition of $\bmod P$ for integer $a$ is:

$$
\begin{equation*}
a_{P}=a \% P \tag{5.21}
\end{equation*}
$$



Fig. 5.27 8.points NTT with sparse input, asserted elements: $v_{0}(3)$ and $v_{0}(2)$.

Despite the operation requires a division, it is simplified for modular addition/subtraction between integers that are $\bmod P$, in the example the addition $c=a+b$ or $c=a-b$ :

$$
\begin{equation*}
c_{p}=c \| c-P \tag{5.22}
\end{equation*}
$$

It is enough to compare the result with $P$ and then subtract or not the modulus, this is due to the fact that $c$ is in the range $-2 P<c<2 P$, thus it is straightforward to adapt the result to $[0 ; P-1]$.

The multiplication between two integers, to be scaled in $[0 ; P-1]$ may involve divider, since the result is in $\left[0 ; P^{2}\right]$ for modulo P inputs. The idea to issue multiple times a subtraction is not feasible and the presence of a divider (hardware divider) increases the gate complexity of the whole architecture. The idea is to use a technique that reduces $c$ by exploiting other properties of the operations, these are referred as modular reduction, the most common methods are: Montgomery Reduction[62] and Barrett Reduction[63].


Fig. 5.28 8.points NTT with sparse input, asserted elements: $v_{0}(3)$ and $v_{0}(6)$.

Montgomery reduction The Montgomery reduction evaluates the modular multiplication $c=a b \bmod P$ such that the division by a generic $P$ becomes a division by $P_{s}$, which is selected to be a power of two, making the division just a set of shifts.

The multiplication with the Montgomery Reduction is performed is in Algorithm 10 , it include both the multiplication and modulo $P$ reduction.

The modular multiplication evaluated by definition has the additional cost of a divider, while the Montgomery multiplication introduces an overhead because of input and output conversion to have the Montgomery form:

$$
\begin{equation*}
a_{m}=a \cdot P_{s} b_{m}=b \cdot P_{s} c=c_{m} / P_{s} \tag{5.23}
\end{equation*}
$$

The advantage of the algorithm is the fact that the multiplications and additions/subtractions in the NTT (INTT) can be performed in Montgomery form, the distributive property is preserved, and applying the conversions only to the input and output of the transform, thus saving the cost of the input and output conversions for every multiplication. The second important advantage is that the result of the

```
Algorithm 9 sparse NTT multiplier Implementation
Input: signal a with length \(n=2^{m}\), provided by its asserted positions \(\operatorname{Pos}_{a}\left(i_{v}\right)\)
Output: the transform \(A\) of each \(\operatorname{Pos}_{a}\left(i_{v}\right)\) upt to stage \(s_{l i m}\).
    for \(i_{v}=1: d_{a}\) do
        \(\operatorname{Pos}_{v}=\operatorname{Pos}_{a}\left(i_{v}\right)\)
        for \(s=0: s_{l i m}\) do
            \(A^{\text {old }}\left(i_{v}\right)=A\left(i_{v}\right)\)
            \(n_{o p}=2^{l}\)
            for \(k=1: n_{o p}\) do
            if \(\operatorname{Pos}_{v}(s)=1\) then
                \(A\left(i_{v}, 2 k\right)=W_{s} A^{\text {old }}\left(i_{v}, k\right)\)
                \(A\left(i_{v}, 2 k+1\right)=P-W_{s} A^{\text {old }}\left(i_{v}, k\right)\)
            else
                \(A\left(i_{v}, 2 k\right)=A^{\text {old }}\left(i_{v}, k\right)\)
                \(A\left(i_{v}, 2 k+1\right)=A^{\text {old }}\left(i_{v}, k\right)\)
            end if
            end for
        end for
    end for
```

multiplications is always exact, which in the Barrett multiplication the correctness of the multiplication has to be studied.

In the present work the Montgomery multiplication is applied to compute the modular multiplication in the NTT/INTT applied to Code-based PQC.

Barrett multiplication The Barrett multiplication is performed by means of a precomputed values, which is the reciprocal of an integer.

The Barrett Reduction is in Algorithm 11

```
Algorithm 10 Montgomery Reduction
Input: integer factors of the multiplication in Montgomery form, \(a_{m}, b_{m}\);
        integer \(y_{s} \in\left[0, P_{s}-1\right]\) s.t. \(y_{s}=-1 \bmod P_{s}\);
Output: product in Montgomery form, \(c_{m}\);
```

```
\(x=a_{m} \cdot b_{m} \quad \triangleright\) Product
```

$x=a_{m} \cdot b_{m} \quad \triangleright$ Product
$x_{s}=x \bmod P_{s} \quad \triangleright$ Modular Reduction with $P_{s}$
$x_{s}=x \bmod P_{s} \quad \triangleright$ Modular Reduction with $P_{s}$
$s=\left(x_{s} \cdot y_{s}\right) \bmod P_{s}$
$s=\left(x_{s} \cdot y_{s}\right) \bmod P_{s}$
$c_{s}=(x+s \cdot P) / P_{s} \quad \triangleright$ Result modulus $P_{s}$
$c_{s}=(x+s \cdot P) / P_{s} \quad \triangleright$ Result modulus $P_{s}$
if $c_{s}<P$ then
if $c_{s}<P$ then
$c_{m}=c_{s}$
$c_{m}=c_{s}$
else
else
$c_{m}=c_{s}-P$
$c_{m}=c_{s}-P$
end if

```
    end if
```

```
Algorithm 11 Barrett Reduction
Input: result of the multiplication, \(c=a b\);
        modulus \(P\), not power of 2 ;
        integer \(k\) s.t. \(2^{k}>P\);
Output: product \(\bmod P, c_{P}=c \bmod P\);
```

```
\(n=\left\lfloor 4^{k} / P\right\rfloor \quad \triangleright\) Constant of the method
```

$n=\left\lfloor 4^{k} / P\right\rfloor \quad \triangleright$ Constant of the method
$c_{m}=c-\left\lfloor c * \frac{n}{4^{k}}\right\rfloor P$
$c_{m}=c-\left\lfloor c * \frac{n}{4^{k}}\right\rfloor P$
if $c_{m}<P$ then
if $c_{m}<P$ then
$c_{P}=c_{m}$
$c_{P}=c_{m}$
else
else
$c_{P}=c_{m}-P$
$c_{P}=c_{m}-P$
end if

```
    end if
```

The correctness of the computation depends on how the constant $n$ is approximated, thus the Montgomery multiplication is preferred.

### 5.2.4 NTT-based multiplier for Code-based PQC

The NTT-based multiplier is applied to a cyclic matrix multiplication between input vector a and cyclic matrix $C(\mathbf{b})$. The result, with the Schönhage Stressen method, transforms the vectors $\mathbf{a}$ and $\mathbf{b}$ into $\mathbf{A N T T}(\mathbf{a})$ and $\mathbf{B}=N T T(\mathbf{b})$ with the NTT algorithm. Then $\mathbf{C}=\mathbf{A} * \mathbf{B}$, is the element wise multiplication among the
transformed vectors, then the final result is $\mathbf{c}=\operatorname{INTT}(\mathbf{C})$. The vectors are padded, and bit-reversed before the NTT routine is issued, the result is linear order.

### 5.2.5 Architecture

The complete architecture computes the NTTs, Element-wise multiplication and INTT to evaluate the cyclic matrix multiplication. The multiplier has a shared DataPath and specific Control Units to perform each step of the Schönhage Stressen algorithm. The Memory is partially shared to save resources. The Control Unit is the most complex part of the multiplier due to the shared elements. There is an additional element to be included: the (Direct/Inverse) Constants Memory Management Unit which consists in two blocks connected to the main Data-Path that posses their own Memory and Control Unit.

The Complete RAM D, where the Dense NTT, Element-wise product result and the Dense INTT are stored and computed.

The Memories includes Starting ROM, Sparse RAM and Complete RAM S, these are the support memories to compute the Sparse NTT and where the transform of the sparse vector is finally stored.

The Data-Path has a parallelism of $n_{u}$, then this numer of multiplier, referred as MPY, and $n_{u}$ adders and subtractors, referred as ADD and SUB respectively, are implemented to compute at the same time $n_{u}$ elements of the transform. The arithmetic units are connected to the memories. The operands have a layer of multiplexers in order to select the correct inputs, these multiplexers are driven by a Control Unit.

The complexity of the Control Unit, with its hierarchi in Figure 5.30, is such that each step of the NTT-based multiplier has to be analyzed separately: the Sparse-NTT, the Dense-NTT and Dense-INTT, the Element wise multiplication. The Control Unit is organized in three levels: the first level controls which step of the multiplier is issued, thus the start signal is sent to the second level of Control Unit and their end signals collected; in the second level the inner steps of the multiplier are computed,tThe last level of control unit is in the Constant Management Unit, which controls the twiddle factors in input to the MPY.


Fig. 5.29 The DataPath shared between the


Fig. 5.30 Control Unit hierarchy. The Multiplier is the master CU, while the sub-CU communicate independently with the Twiddle Factor Management CUs.

## Sparse-NTT

The Sparse-NTT Control Unit transforms the sparse of a signal up to a defined stage, $s_{\text {lim }}$. The computation, as reported in Algorithm 9, is carried out by transforming the single asserted position in the input signal up to $s_{\text {lim }}$.

Input Sparse/Output Sparse The input is a set of asserted positions $\left(d_{v}\right)$, listed by their position as a binary value and the output is a set of $d_{v}$ transforms of each position up to stage $s_{l i m}$, where each transform is integer vector of length $2^{s_{l i m}}$. The transform of the whole signal, with length $n$, is a merge merge of the $d_{v}$ transforms.

Sparse NTT merged to Dense NTT The merge of the Sparse NTT into the Dense NTT transforms the $d_{v}$ rows of the transform in a vector of length $n$, which is the transform of a signal at stage $s_{\text {lim }}$. The rows of Sparse NTT points to a specific section of the complete vector, these rows are copied on a section or summed to a preexisting value in that section. The sum is performed thanks to the linearity of the transform.

Sparse Execution The single asserted positions are firstly loaded from Starting ROM (input memory of the Data Path in Figure 5.29), depicted in Figure 5.31, which is a memory with 8 rows and for each of them has the transform of a binary vector with length 8 and weight 1 , where the 1 assumes all the 8 positions of the input. For example, in row 2 there is the transform up to stage 3 of vector $[0,0,1,0,0,0,0,0]$.

| $N T T([00000001], \alpha, P)$ |
| :---: |
| $N T T([00000010], \alpha, P)$ |
| $N T T([00000100], \alpha, P)$ |
| $N T T([00001000], \alpha, P)$ |
| $N T T([00010000], \alpha, P)$ |
| $N T T([00100000], \alpha, P)$ |
| $N T T([01000000], \alpha, P)$ |
| $N T T([10000000], \alpha, P)$ |

Fig. 5.31 Input memory for the Sparse NTT execution

The position of the asserted, $\operatorname{Pos}_{a}$, input value is in binary form, thus only one row is selected from Starting ROM, these are the 'transform input' to the 8 butterfly units of the Data Path. The next stage, $s=4$, is computed by requesting the constants to the Direct/Inverse Twiddle Factor Management unit, the multiplications and then addition subtractions are computed. In the end, the content in Sparse-NTT at a given position is updated. The expansion from stage 3 to 4 doubles the size of the vector from 8 to 16 , thus from stage 4 to 5 the elements are expanded from 16 to 32 , this requires to perform run the cycles ADD/SUB and MPY two times, the double of the previous stage.

The operations of the Sparse execution involves:

- evaluate the addressed for the Starting ROM;
- evaluate the correct address of the Sparse RAM to be read and then write;
- request the twiddle factors for a given stage and range over $n$;
- issue the execution of the multiplication and addition/subtraction;


## Dense-NTT

The Dense-NTT computation takes in input a vector and schedules the operations to compute the transform, which is then stored in Complete RAM 1. The transform is evaluated from stage $s=0$ or a given stage, for example $s=s_{\text {lim }}$.

The Complete RAM is updated stage after stage, thus the single asserted elements are not expanded as in the Sparse-NTT, but the whole signal is transformed for the next stage $s+1$. There is only support memory employed to update the transform, this is updated with a parallelism of $n_{u}=8$ by evaluating 'sections' of the complete $n$ vector.

The transform of the sparse input is stored in Complete RAM 1, while the transform of the binary vector is stored in Complete RAM 2.

The computation is carried on with a parallelism equal to $n_{u}=8$ (the number of MPY). The tasks are the following:

- evaluate the addresses of the Complete RAM to be inputs of the DataPah;
- request the set of Twiddle Factors to the Twiddle Factors Unit;
- read and then write the Complete RAM;

The transforms of the input vectors is in memories Complete RAM 1 and Complete RAM 2.

## Element-wise multiplication

The intermediate step of the element-wise multiplication enables the connection between MPY inputs and the Complete RAMs with the transform of the inputs, the result is evaluates with a parallelism of $n_{u}=8$ and stored in Complete RAM (1 or 2), the results replaces the input factors in input of the MPY. The result is then transformed wit the Dense-INTT.

## Dense-INTT

The Dense-INTT computes the final transform that evaluates the product between the two input vectors.

The strategy is the same as the Dense-NTT, the inverse transform is computed from stage $s=0$ up to the end. The memory is the Complete RAM, while the twiddle factors are computed by the Inverse Twiddle Factor Management Units.

## Twiddle Factors Management

The Twiddle Factor Management Unit is organized in a Control Units and a set of Memories, this block efficiently evaluates the correct set of twiddle factors for the Dense-NTT, Sparse-NTT and INTT. Their value is precomputed and stored in the memories, thus the CU is in charge of efficiently accessing them.

The unit is organized such that the latency to provide the twiddle factors is reduce for the Sparse-NTT and Dense-NTT, since the two algorithms requests the twiddle factors with a different strategy, it was convenient to introduced both modes.

The main structure of the unit is in Figure 5.32, with the memory block organization and connections highlighted. The memory is organized in four blocks, referred as mod $i$, where $i=0, \ldots, 4$. The organizations reduced the latency for the given


Fig. 5.32 Twiddle Factors Management Units
$n_{u}=8$ parallelism. The memories are connected with a layer of multiplexers to Register File and then to a Buffer. The Control Unit has to execute the following steps when a twiddle factor request is issued:

- drive the multiplexers to collect the correct set of twiddle factors;
- fill the RF with the twiddle factors required in the next request;
- fill the BF with the content in RF for the current execution and kept until needed.

The set of twiddle factors present in BF for a NTT evaluation are, in general, required for more than one butterfly evaluation, thus the RF can be filled with the next set of factors required by the NTT.

The organization is efficient for $n_{b}=8$, the increase of the parallelism requires to consider a different organization of the twiddle factor memories.

Resource sharing The architecture is meant to implement a NTT-based multiplier and takes advantage of a resource reuse in order to reduce the total area occupation and memory requirement. The DataPath is shared among the Sparse-NTT, DenseNTT, INTT and the multipliers are shared with the previous tasks and the element wise multiplication. The Twiddle factors management unit with direct constants is


Fig. 5.33 Shared resources in NTT-based multiplier
shared between the Dense and Sparse NTT. The Complete RAMs are shared by all the tasks that are performed.

The resource sharing is summarized in Figures 5.33.

### 5.3 Results

The NTT-based multiplier has been implemented as an ASIC component, using Synopsys Design Compiler and the UMC 65 nm technology; the same architecture has also been implemented for an Artix-7 200 FPGA target, using Vivado.

### 5.3.1 ASIC Results

The ASIC synthesis results are reported in Table 5.7 and include the occupied area $A$, when the clock period is set to $t_{c k}=5 \mathrm{~ns}$ (column 3), the shortest achievable clock period $t_{c k, \text { min }}$ before obtaining a negative slack (column 4), and the occupied area $A_{f}$ when the shortest clock period is set as a constraint (column 5). The critical path, with the longest combinatorial delay, is found within the element wise multiplier and
it depends on the choice of the modulus $P$, since $P$ affects the size of the arithmetic units.

The Table also provides the percentage area and delay differences with respect to the synthesis case with clock period set to 5 ns : for a large $N^{\prime}$, the feasible increment of the clock frequency is higher than the corresponding area penalty.

| $N^{\prime}$ | $N$ | $A$ <br> $\left(\mu m^{2}\right)$ | $t_{c k, \text { min }}$ <br> $(n s)$ | $A_{f}$ <br> $\left(\mu m^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 32,768 | 12,323 | 94,315 | $3.3(-34 \%)$ | $128,497(+36 \%)$ |
| 65,536 | 21,701 | 95,543 | $3.5(-30 \%)$ | $113,344(+18 \%)$ |
|  | 24,659 |  |  |  |
| 131,072 | 37,813 | 124,639 | $3.7(-24 \%)$ | $139,719(+7 \%)$ |
|  | 40,973 |  |  |  |
| 58,171 |  |  |  |  |

Table 5.7 ASIC synthesis results for the UMC 65 nm technology. $d_{v}=10$. Percentage delay and area values are given with respect to the reference synthesis with constraint $t_{c p}=5 \mathrm{~ns}$.

It is worth mentioning that the area occupation is referred to a flexible kind of polynomial multiplier that performs the product of binary vectors and computes the result either in $\mathbb{G F}(2)$ or in the integer field.

### 5.3.2 FPGA Results

The FPGA synthesis results are reported in Table 5.8 for several choices of the input vector length $(N)$, while the density of the vector is set $d_{v}=10$. The critical path has been set to 10 ns in order to enable a fair comparison against published implementations, where the same constraint was imposed. It has been verified that the effect of the density on the number of required resources is negligible. In the Table, $n^{\prime}$ is the length of the input vector extended with PrimePadding. Columns 2-6 provide the required number of hardware resources, namely Look-Up Tables (LUT), Flip-Flops (FF), Block RAMs (BRAM), and arithmetic processing units (DSP). It is worth noting that the number of BRAMs increases almost linearly with $n^{\prime}$, whereas the amount of allocated logic elements (LUTs and FFs) is sub-linear with $n^{\prime}$, leading to hardware utilization improvement.

| $n^{\prime}$ | $n$ | LUT | FF | BRAM | DSP | Latency <br> $(m s)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 32,768 | 12,323 | 5396 | 3774 | 52 | 40 | 2 |
| 65,536 | 21,701 | 6259 | 4053 | 100 | 40 | 4.3 |
| 131,072 | 34,659 |  |  |  |  |  |
| 40,973 <br> 58,171 | 7062 | 4358 | 199 | 40 | 9.1 |  |

Table 5.8 FPGA resource utilization with Artix-7 200. The operating frequency is set to 100 MHz and $d_{v}=10$.

### 5.3.3 Latency

The multiplier latency is reported in Table 5.9 in terms of number of clock cycles, for a few choices of vector length and sparsity. The last two columns also show the latency value in ms, assuming for each case the corresponding highest clock frequency in the ASIC and FPGA synthesis. From Table 5.9, it can be noticed that the latency scales linearly with $n^{\prime}$, while it scales logarithmically with the matrix density.

| $n^{\prime}$ | $d_{v}$ | Clock cycles | Time $(m s)$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  | ASIC | FPGA |
| 32,768 | 10 | 207 k | 0.83 | 2 |
|  | 100 | 226 k | 0.90 | 2.2 |
|  | 1000 | 244 k | 0.97 | 2.4 |
|  | $\approx N^{\prime}$ | 261 k | 1 | 2.6 |
| 65,536 | 10 | 437 k | 1.7 | 4.4 |
|  | 100 | 474 k | 1.9 | 4.7 |
|  | 1000 | 512 k | 2 | 5.1 |
|  | $\approx N^{\prime}$ | 565 k | 5.6 |  |
| 131,072 | 10 | 919 k | 3.4 | 9.2 |
|  | 100 | 996 k | 3.7 | 1 |
|  | 1000 | 1 M | 3.7 | 1 |
|  | $\approx N^{\prime}$ | 1.2 M | 4.4 | 1.2 |

Table 5.9 The execution time with different length $N^{\prime}$ and density $\left(d_{v}\right)$. The results are provided in terms of both number of clock cycles and $m s$, assuming the largest achievable clock frequency.

### 5.4 Side-Channel Attack on VectorByCirculant

The VectorByCirculant architecture has been developed in order to achieve a reduced execution time and area occupation, the execution has been organized such the execution time does not depend on the secret key, the architecture is safe towards attacks that analyzed the total execution time of the multiplier to obtain more information about the matrix the SK. The immunity towards Side-channel attacks has to be studied by considering leakage of information from the dynamic power consumption during the execution of a primitive or its electromagnetic radiations of the device.

The present work analyzes the dynamic power consumption of the post-synthesis design in order to predict possible weaknesses resulting from information leaked by the architecture during the execution of a primitive that involves the Secret Key in the computation, which is the case of the LDPC Decoder in LEDAcrypt/BIKE. The study presents an initial study of the device in charge of evaluating a multiplication, the approach is similar to the work presented in [64], which has been applied to the cryptosystem in [59]. The attack is based on the simulated power consumption of the multiplier, which is later validated considering a real device.

The Side-Channel Attacks based on the power consumption of a device recorded during the execution of a primitive that involves the secret key in the computation, the power consumption is recorded, this is referred as power trace, over a time span and then processed with method in order to retrieved some information. In literature, there are few types of know attacks suitable:

- the Single Power Analysis (SPA), only one power trace is derived,
- the Differential Power Analysis (DPA), analyzes the difference of a set of power traces,

The goal of such studies is to identify a behaviour or pattern that is typical of some secret key. The present research considered an attack which is a further improvement of DPA and SPA, this is the Correlation Power Analysis (CPA) attack, which has been extensively described in [65]. The method is applied to the VectorByCirculant multiplier, the power traces resulting from dynamic power consumption $\left(P_{d y n}\right)$. The LDPC Decoder employes a multiplier in which an input is the Secret Key, thus both the Syndrome and the Unsatisfied Parity Check vectors computation can be targeted to retrieve $\mathbf{H}$.

The Secret Key is a set of $d_{H}$ positions, the developed algorithm iteratively selects these position that are correlated to the power traces that has been derived. The complexity of the search is linear with the density of the code, with BIKE[18]/LEDAcrypt[17] the value of $d_{H}$ is $10^{2}$.

The method has two main elements to be set-up:

- the first step is to select a target for the attacks, this is referred as intermediate value, this corresponds to the updated result in the VectorByCirculant architecture ad has been selected since include the information from the input, which is supposed to be random and the secret key;
- the transitions that occur on the intermediate value are modeled with the Hamming Distance (HD) [65], which measures the difference between two consecutive values.

The model is fundamental for the following steps that are issues, but firstly the power consumption is derived.

The attack is referred as Correlation Power Attacks because the modeled power consumption (due to transitions) is correlated with the actual power consumption of the device while a primitive is executed, the set of positions that are correlated to the power consumption are processed and the Secret Key is derived.

## Power Traces Derivation

The power consumption is the power consumed by the device during the execution of a multiplication, this is referred as power trace, this is obtained by executing a multiplication with VectorByCirculant between a dense and sparse vector (the first row of cyclic matrix), these have been obtained with a post-synthesis simulation of the multiplier netlist. The sparse vector, in Code-based PQC is the Secret Key.

The netlist has been synthesized with Synopsys Design Compiler, the node is the UMC CMOS 65 nm technology. The netlist, the Standard Delay Format (.sdf) file are obtained with Synopsys Design Compiler and will feed the developed methodology.

The power trace is derived by running the the VectorByCirculant algorithm with the secret key vector as a constant input, while the input message is a random message, the transitions that occurs during the execution of the algorithm in each gate
of the netlist, the switching activity, are derived with QuestaSim by Mentor Graphics. The result is the Value Dump Change (.vcd) file, with contains the information of the switching activity. This corresponds to a single power trace.

The last step involves with Synopsys PrimeTime with the so called Time Based Power Analysis, is executed and the single power trace computed. An example of power trace is shown in Figure 5.34 from [1].

The methodology is organized in various step, since the number of power traces to be computed can be large, the process has been automatized with a Python script in order to run the tools required by each step with a random input dense vector. In particular the Simulation Script derives the switching activity with QuestaSim and the Power Script derives the simulated power trace of the netlist with Synopsys PrimeTime.

The visual representation of the method in in Figure 5.35


Fig. 5.34 The Power Trace derived with Synopsys Prime time during the execution of a complete product [1].

The power prediction is computed as described in [65] with the hamming distance model. The power prediction is evaluated considering two consecutive values loaded in $\mathrm{REG}_{C}$, new, the values has been selected since it includes both the information on the input vector and on the asserted position (the Secret Key), the consecutive values are organized in two matrices $\mathbf{I V}_{1}$ and $\mathbf{I V}_{2}$ (intermediate values), which contains over the columns all the possible inputs of the Barrel Shifter, while on the columns all the possible values that the asserted position can assume. The modeled power is then matrix PT (predicted power) which corresponds to the hamming distance between $\mathbf{I V}_{1}$ and $\mathbf{I V}_{2}$.

The correlation combines the predicted power with the simulated power, for each point of PT, these are referred as correlation traces, $\mathbf{C P}$, have been computed with the Pearson's Correlation coefficient described in [65]:


Fig. 5.35 The netlist, .sdf and technological node files are the inputs of both QuestaSim and Prime Time, the .vdc file, containing the information on the switching activity, is derived from a random input provided in the test bench.

$$
\begin{equation*}
C P_{i, j}=\frac{\sum_{n=1}^{N}\left(P M_{n, i}-P M_{i}\right) \cdot\left(P T_{n, j}\right)-P T_{j}}{\sqrt{\sum_{n=1}^{N}\left(\sum_{n=1}^{N}\left(P M_{n, i}-P M_{i}\right)^{2} \cdot \sum_{n=1}^{N}\left(P T_{n, j}-P T_{j}\right)^{2}\right.}} \tag{5.24}
\end{equation*}
$$

The value $P M_{n, i}$ of the modeled power refers to the point $n, i$ of matrix $\mathbf{P M}$, while the value $P M_{i}$ is the average over one row $i$, thus for a single asserted position. The matrix $C P$ has the rows associated to an asserted position, while the column are associated to the value the input vector can assume.

The Figure 5.36 shows the format of a single correlation trace, over one row of matrix $\mathbf{C P}$. The vector shows the presence of a peak, which is referred as the is the Correlation Peak.


Fig. 5.36 Correlation trace corresponding to asserted value 11 in the SK. The dashed box highlights the correlation peak[1].

The peak is, in general, not unique but associated to a set of position, in order to select the correct one an algorithm for the key recovery has to be run.

## Secret Key Recovery

The CPA attack involves one last step with an algorithm that selects the position among the candidates and then recovers the whole sparse vector (stored in $\mathrm{MEM}_{b}$, value $C(\mathbf{b})$ in Algorithm 4). In general, the candidate position values coming out from the CPA algorithm are associated to correlation traces that shows a peak with a high correlation, thus close to 1 . However, more than one positions for each iteration may be found, this is inherited by the rotational nature of the VectorByCirculant algorithm.

In particular, the first position in $C(\mathbf{b})$ requires to select the correct position among various candidates. The correct value has to be computed from the first peak, over the column, that appears, this corresponds to the first peak in time. The selection of the second position is simpler, only one trace presents a peak, thus there is only one possible candidate. On the contrary, the third position is selected among different candidate positions, as the first one. This time, one can have two possible scenarios: three or two candidates. In the second case, the candidates are $C(\mathbf{b}(2)$ and $C\left(\mathbf{b}(3)\right.$. The candidates are three if $C\left(\mathbf{b}(2)-C\left(\mathbf{b}(1)\right.\right.$ is a multiple of $n_{b}$, with $C(\mathbf{b}(1)<C(\mathbf{b}(2)$. In this case the candidates are $C(\mathbf{b}(1), C(\mathbf{b}(2)$ and $C(\mathbf{b}(3)$, then the position is found by exclusion.
the other condition, the $i-t h$ (with $4 \leq i \leq b_{H}$ ) asserted bit approximated by the CPA attack corresponds requires to select between $C(\mathbf{b}(i)$ and $C(\mathbf{b}(i-1)$, and the correct position is found by exclusion since the other candidates has already appeared.

In the end, the attack turn out to be successful and the position of the asserted bits in SK is guessed. This makes the VectorbyCirculant multiplier not safe against such attacks.

## Threshold frequency limit detection

The attack on the architecture is successful for the weaknesses of the implementation and because the operating frequency at which the power consumption has been 'measured' is the maximum achievable. The total power is the sum of static and dynamic power, $P_{\text {static }}$ and $P_{d y n}$, but for high values of operating frequency this is driven by the dynamic power, the same attack is implemented by considering
different operating frequency, this is meant to find the limit of the CPA attack presented in the previous paragraphs. In particular, the goal is to find the minimum operating frequency for which there correlation peak is not evident.

The study on this limit is motivated by the fact that the $P_{d y n}$ of the correlation traces strongly depends on the operating frequency. If the dynamic power has a contribution too small, it is not possible to compute a reliable correlation value because of the limitation in the representation of the measured power.

The results shown in Figure 5.37 from [1] have been obtained guessing the second value of the key and represent the behaviour of the correlation peak of the correct key as a function of the operating frequency.


Fig. 5.37 The plot shows the value for correlation peaks associated to correct key value, in blue, and the average value that is assume by the correlation associated to wrong keys.

The blue curve is associated the maximum value the correlation assumes and found in the correct key, this is directly proportional to the frequency, as expected. The orange curve shows the difference between the correlation peak in the correct key and the highest correlation value found from all the wrong key values. If the difference is $>0$, the attack is feasible and provided the correct key in SK. Alternatively, if the difference is $<0$ the highest correlation value corresponds to a incorrect set of positions. In the Figure, the threshold is around 400 kHz but since the data has been 'measured' from an ideal device, it is clear that in a real case this value would be higher.

### 5.4.1 Results validation and conclusions

The Simulated power for the CPA attack can be applied also with measured power, then to validate the results obtained previously with 'ideal' measures, the same approach has been followed has been on a real implementation of the multiplier.

VirtLab board [66][67] has been employed to conduct the study. The board is equipped with a Cyclone 10 LP 10CL025YE144C8G FPGA and an STM32L496VET6 microcontroller. The multiplier architecture has been synthesized and then implemented on the Cyclone 10 FPGA, while the microcontroller stimulates the circuit and it can collect the measures of the power consumption of the device, by working as a Digital Storage Oscilloscope (DSO). The maximum DSO sampling frequency is limited to 500 kHz , thus the working frequency of the multiplier to 250 kHz in order to record two samples per clock cycle and to stay below the Shannon limit. The attack, due to such limitations, turned out to be unsuccessful and the SK has not been found, since the maximum working frequency is lower than the previously found threshold. The same study should be carried out with a device that has not such limitations. In the end, the validation consists in applying the same methodology previously explained on samples that are derived from a real device, with the additional difficulty of adopting 'real measurements'.

The proposed method of analysis is useful to prevent the security issues of an architecture during the design phase by identifying the effects of a CPA attack on a PQC multipler. The method can be applied to the whole decoder and for different types of Side-channel attacks. The future work will be dedicated to make the architecture immune to this type of attacks. The development of a secure architecture is at the cost of an increase total area or power consumption or execution: the most common approach is to mask the computations that involve the SK, this way the information that leaks is not the secret one.

## Chapter 6

## Decryption and Encryption in QC-MDPC Codes for PQC

The multiplier suitable for Code-based Post-Quantum Cryptography with QC-MDPC or LDPC codes is a fundamental part of the Encoder and Decoder algorithms of BIKE and LEDAcrypt schemes.

The multiplier which is adopted mostly in the decoder is the Schoolbook multiplier, while in the Encoder the choice depends on the scheme which is adopted: with PKE the encryption is a dense multiplication, both the vector and the matrix are dense, with KEM encapsulation the multiplication is sparse, thus the use of the Schoolbook multiplier is applied and compared to state-of-art implementations.

The encoder and decoder has additional elements that perform the sum between two vector and evaluates the approximated error vector, the additional arithmetic units are described and designed targeting an efficient decoder/encoder.

Moreover, the multipliers previously described in the previous section are applied to provide an efficient encoder/decoder and a flexible multiplier for a variety of PQC primitives, by optimizing their use in the QC-MDPC schemes.

The chapter is organizes as follows: the encoder, applied to encryption and encapsulation, and the decoder, applied to decryption and decapsulation, are described and their results in terms of area an execution time are provided for both FPGA and ASIC implementation, in the end the NTT-multiplies is applied to Code-based PQC in order to prove its feasibility without a degradation of the overall execution time
and area occupation, when considering the multiplier to be applied to a variaty of cases.

### 6.1 Encryption and encapsulation

The McElice cryptosystem in LEDAcrypt suite adopts QC-LDPC Codes for Public Key Encryption, the computation involves a cyclic multiplication and a sum. The dense cyclic matrix is $\mathbf{M}_{l}$, the result of $\mathbf{L}_{n_{0}-1}^{-1} \mathbf{L}$, the density of such a matrix is ( $d_{H}+$ $\left.d_{Q}\right)\left(d_{H}+d_{Q}\right)$ with parameters in Round 2 from Table 3.1 or $d_{H} d_{H}$ with parameters in Round 3 from table 3.2, in both cases is referred as $d_{M}$. The VectorByCirculant, with binary input and output, unit is applied to compute the product $\mathbf{m} \mathbf{M}_{l}^{T}$, the codeword is then summed to the error vector, $\mathbf{e}$, which has been previously derived as a sequence of $t$ positions.

The LEDAkem and BIKE schemes, which are meant for Key Encapsulation Mechanism perform the multiplication by sparse vector $\mathbf{e}$, with weight $t$, and a dense cyclic matrix and then the result is summed up with same input sparse vector. The VectorbyCirculant, with binary input and output, and the sum module are applied.

The implementation, represented in Figure 6.1, has two elements:

- the binary VectorByCirculant, only one cyclic multiplication is performed;
- the element wise sum unit, $t$ elements expressed as positions are summed up to the vector.

The total area and resource utilization of the Encryption and Encapsulation is the same, considering the same parallelism $\left(n_{b}\right)$ of the units, since the size of the modules is not affected by the density of the variables. The differences are in the memory occupation, a dense variable has to be store and in the total execution time.

### 6.1.1 Implementation and Comparison

The Implementation result are provided for different parameters of both the architecture, such as the parallelism $n_{b}$, and the scheme parameters, such as the density $d_{M}$ or $t$, the length of the block $n$.


Fig. 6.1 Implementation of the Encryption

### 6.2 Decryption and decapsulation

The Decryption and Decapsulation for LEDA and BIKE are very similar despite the different scope of such schemes the 'DECODE' step is identical between LEDApkc and LEDAkem, moreover in BIKE a slightly different algorithm is applied but both proposals adopts variants of a Bit Flipping Decoder, the algorithms main tasks computes: Initial Syndrome, Unsatisfied Parity Check, Threshold, Error Approximation, Updated Syndrome.

### 6.2.1 Decoder analysis

The details of each task and their description in the BGF-Decoder (BIKE) and Q-Decoder (LEDA) are described in the following.

Initial Syndrome Computation The input of the decoder is the vector Syndrome $\mathbf{s}$ of length $\left(n_{0}-1\right) m$, which is $\mathbf{e H}$, a sparse vector by a sparse quasi-cyclic matrix, or $\mathbf{c H}$, a dense vector by a sparse quasi cyclic matrix, with $n_{0}=2$ the equations are:

- KEM

$$
\begin{equation*}
\mathbf{s}=\mathbf{e}_{\mathbf{0}} \mathbf{H}_{\mathbf{0}}{ }^{T}+\mathbf{e}_{\mathbf{1}} \mathbf{H}_{\mathbf{1}}{ }^{T} \tag{6.1}
\end{equation*}
$$

- PKC

$$
\begin{equation*}
\mathbf{s}=\mathbf{c}_{\mathbf{0}} \mathbf{H}_{\mathbf{0}}{ }^{T}+\mathbf{c}_{\mathbf{1}} \mathbf{H}_{\mathbf{1}}{ }^{T} \tag{6.2}
\end{equation*}
$$

The options to compute such a product is the binary VectorByCirculant, the algorithm is run $n_{0}$ times.

The Syndrome computation is the initialization step of the decoder or it is an input, the other task are iteratively computed by the decoders.

Unsatisfied Parity Check The Unsatisfied Parity Check is a vector with length $n_{0} m$, referred as upc, is computed in both Q-Decoder, it is referred as Sigma and Correlation, and BFG Decoder, it is referred with function $\operatorname{ctr}(\mathbf{H}, \mathbf{s}, j)$. The computations with $n_{0}=2$ are:

- In BIKE it is computed with

$$
\begin{equation*}
\mathbf{u p c}=\left[\mathbf{s H}_{\mathbf{0}}, \mathbf{s H}_{\mathbf{1}}\right] \tag{6.3}
\end{equation*}
$$

- In BIKE it is computed with

$$
\begin{equation*}
\mathbf{u p c}=\left[\mathbf{s L}_{\mathbf{0}}, \mathbf{s L}_{\mathbf{1}}\right] \tag{6.4}
\end{equation*}
$$

In the Q-Decoder submitted to Round 2 the computation has been carried our in two steps:

- The vector Sigma, $\sigma$, of length $n_{0} m$, is computed:

$$
\begin{equation*}
\sigma=\left[\mathbf{s H}_{\mathbf{0}}, \mathbf{s H}_{\mathbf{1}}\right] \tag{6.5}
\end{equation*}
$$

- The upc of length $n_{0} m$, is computed:

$$
\begin{equation*}
\mathbf{u p c}=\left[\sigma_{0} \mathbf{Q}_{\mathbf{0}} \mathbf{0}+\sigma_{1} \mathbf{Q}_{\mathbf{1}} \mathbf{0}, \sigma_{0} \mathbf{Q}_{\mathbf{0}} \mathbf{1}+\sigma_{1} \mathbf{Q}_{\mathbf{1}} \mathbf{1}\right]=\left[\mathbf{u p c}_{0}, \mathbf{u p p _ { 1 }}\right] \tag{6.6}
\end{equation*}
$$

The computation is carried out with the integer version of VectorByCirculant, the algorithm computes each cyclic product to finally obtain integer vector upc. The split into $\mathbf{L}=\mathbf{H Q}$ reduces the latency in computing upc, the execution time depends on the overall number of partial products to be computed: the parameters of LEDAcrypt submitted to Round 2 has the number to understand such an advantage, the total number of partial product for $\mathbf{L}$ is $d_{L}=d_{Q} * d_{H}$ (Tables 3.1), while with Q -Decoder the number of partial products becomes $2 * d_{Q}+d_{H}$.

Threshold The Threshold function is implemented in both functions as a LUT, despite the functions that calculates such a value are different for LEDAcrypt and BIKE.

In Q-Decoder the threshold function is organized as a LUT, thus a table with two columns: the Syndrome Weight Threshold and the Threshold of the Decoder. The Syndrome Weight is computed and compared to the syndrome thresholds, the corresponding threshold is then provided.

In the BFG-Decoder the threshold is computed with a function that is feed by the iteration number, $i$ in Algorithm 3, and the syndrome weight, $s_{w}$, the function has the form:

$$
\begin{equation*}
\max \left(\left\lfloor a * s_{w}+b\right\rfloor, c\right) \tag{6.7}
\end{equation*}
$$

The value of $a, b$ and $c$ depends on the Security Level selected in Table 3.3, the function is then transformed into a LUT similar to the one provided by the Q-Decoder, the threshold is easily evaluated.

It is important to mention that in BIKE two threshold exits: the first one is evaluated with the method proposed above, the second one is $b-\tau$.

Error Approximation The Error Approximation is performed by collecting the position of upe which are over a threshold, the set of position is referred as the error vector. The vector can then be applied to correct the ciphertext, for LEDApkc, or is the approximation of the error vector to be recovered in BIKE or LEDAkem.

Syndrome Update The Syndrome Update is performed in two steps:

- the correction on the Syndrome is computed as: $\mathbf{e} \mathbf{H}^{T}=\mathbf{e}_{\mathbf{0}} \mathbf{H}_{\mathbf{0}}{ }^{T}+\mathbf{e}_{\mathbf{1}} \mathbf{H}_{\mathbf{1}}{ }^{T}$
- the correction of the Syndrome is summed to the previous value to update is: $\mathbf{s}=\mathbf{s}^{I t-1}+\mathbf{e H}^{T}$

The product $\mathbf{e} \mathbf{H}^{T}$ is implemented with

### 6.2.2 Decoder Architecture

The element described above are implemented in the complete Data Path of the Decoder, their execution is scheduled by the Control Unit. The first proposed Decoders has been described in [3] and [2], the evolution of the decoder is described and the total execution time and area occupation is provided.

The implementation of the Decoder is described by considering its Memory, DataPath and Control Unit.

## Memory

The Memory is organized in memory banks of variable width that is in charge of loading the inputs and outputs of the decoding algorithm and the support variables needed for the computation. The memories are are divided into two groups: memories that stores a vector and memories that stores a set of positions.

The vector memories are:

- MEM $_{s}$ stores the Syndrome, a binary vector of length $m$, the memory has size $h \times n_{b}$, with $h=\left\lceil m / n_{b}\right\rceil$ and $n_{b}$ the parallelism of the design;
- $\operatorname{MEM}_{\mathbf{c}_{0}}, \ldots$, MEM $_{\mathbf{c}_{\mathbf{n}_{0}-1}}$ store the ciphertext, a binary vector of length $m$, the memory has size $h \times n_{b}$, with $h=\left\lceil m / n_{b}\right\rceil$ and $n_{b}$ the parallelism of the design;
- $\mathrm{MEM}_{\mathbf{u p c}_{0}}, \ldots, \mathrm{MEM}_{\mathbf{u p c}_{n_{0}-1}}$ store the unsatisfied parity check, a integer vector of length $m$, the memory has size $h \times n_{b} * d_{H}$ in Tables 3.2 and 3.3, with $h=\left\lceil m / n_{b}\right\rceil$ and $n_{b}$ the parallelism of the design;
- $\operatorname{MEM}_{\sigma_{0}}, \ldots, \operatorname{MEM}_{\sigma_{n_{0}-1}}$ store the value of $\sigma$ (in the first two submissions of LEDAcrypt), a integer vector of length $m$, the memory has size $h \times n_{b} * d_{H}$ in Table 3.1, with $h=\left\lceil m / n_{b}\right\rceil$ and $n_{b}$ the parallelism of the design;

The set of positions are a way to efficiently store binary sparse vectors by storing the asserted elements alone, the position memories are:

- $\mathrm{MEM}_{\mathbf{H}_{0}}, \ldots, \mathrm{MEM}_{\mathbf{H}_{\mathbf{n}_{0}-1}}$ store block matrix $\mathbf{H}$, each position assume a value from 0 to $m-1$, the single block memory has size $d_{h} \times n_{m}$, with $n_{m}=\log _{2} m$ and $n_{b}$ the parallelism of the design;
- $\mathrm{MEM}_{\mathbf{e}_{0}}, \ldots, \mathrm{MEM}_{\mathbf{e}_{\mathbf{n}_{0}-1}}$ store the block vector $\mathbf{e}$, a binary vector of length $m$, the whole memory has size $t \times n_{b}$, with $h=\left\lceil m / n_{b}\right\rceil$ and $n_{b}$ the parallelism of the design;


## DataPath

The Data Path has been modified during with the improvements introduced by the LEDAcrypt team and by applying resource reuse, this evolution in the top view is provided in Figures 6.2.


Fig. 6.2 Version0:The first version implements LEDAcrypt Decoder submitted to Round 1 of the PQC Competition. the evaluation of Syndrome, Unsatisfied Parity Check and the Syndrome Update is computed with two distinct modules for binary and integer output, the additional elements are in charge of computing the threshold and correct the errors.

The elements that can be identified are the blocks that executes the tasks of the BF-like algorithm:

- binary cyclic multiplication;
- integer cyclic multiplication;
- error position search;


Fig. 6.3 Versionl:The Round 3 Decoder computes the Syndrome, Unsatisfied Parity Check and the Syndrome Update by means of a single matrix, thus the input matrix is $\mathbf{H}$. The other modules remains unchanged.

- bit filliping;

The multiplication can be carried out in various ways, the total are and execution time, which has been published in [3] and [2] are reported here with updated parameters and compared to a pipelined version of the multipliers.

The DataPath is designed with a parallelism of $n_{b}$, which is the parallelism of the whole architecture. The length of the vector, the number of blocks and density of the cyclic matrix affects the total execution time and area of the design.

The VectorByCirculant, binary and integer, and the SparseVectorByCirculant multiplier are present and connected to a set of multiplexer to select the correct inputs from the memories to be multiplied, their output is connected to the memories. The total number of cycles to compute the initial syndrome and the update of the syndrome, the unsatisfied parity check are respectively $N_{\text {syn }}, N_{\text {synupt }}$ and $N_{u p c}$.

The additional elements that are present are:

- Syndrome Weight module: is connected to MEM $_{s}$ and each row is read, summed up and updates the value of the syndrome weight, the process takes $2 h$ cycles to compute the value, referred as $N_{\text {synw }}$;


Fig. 6.4 Version2:The total area occupation is reduced by implementing the Syndrome, Unsatisfied Parity Check computation with a single unit, the additional modules are kept unchanged.

- Threshold module: the syndrome weight is compared to the inputs of a LUT, depending on its range the threshold is provided in output as $b$, the execution is performed in two cycles to access the Table and then provide the threshold in an output register, referred as $N_{t h}$.
- Error Approximation module: the memories $\operatorname{MEM}_{\mathbf{c}_{0}}, \ldots, \operatorname{MEM}_{\mathbf{c}_{n_{0}-1}}$ are read row by row and compared to the threshold $b$, the asserted bits are then stored as position with the format ADX, the row, and Shift the over threshold position in a row, the execution is performed $n_{b} * t+2 * h$ cycles, referred as $N_{\text {errapprox }}$.

The total number of cycles of each unit is calculated with the parameters $n_{b}$ and the values in Tables 3.1, 3.2 and 3.3.

## Control Unit

The Control Unit schedules the execution of each module in the orders suggested by the decoding algorithm. The main task is to provide the starting signal to each unit and then collect their end signal, in addition the execution of the complete
decoding algorithm is provided once two (or only one) conditions are met: the value of syndrome weight is 0 or the maximum number or iterations, $I t_{\max }$, is reached, with the BGF Decoder this condition alone is enough to stop the execution.

The total number of cycles is the sum of the total number of cycles of each task, since the decoders are not identical and there two alternative algorithms exists to compute the syndrome update, $\mathbf{e H}$, these are referred as:

- Version 1 computes the initial syndrome and the unsatisfied parity check with VectorByCirculant Pipelined, $N_{s y n}^{V b C}$, while the syndrome update with SparseVectorByCirculant Pipelined, $N_{\text {synupt }}^{s V b C}$;
- Version 2 computes makes an efficient use of VectorByCirculant Pipelined, $N_{s y n}^{V b C}$, and SparseVectorByCirculant Pipelined, $N_{s y n u p t}^{s V b C}$, to have a reduced execution time given the parallelism.

The total number of cycles is reported for Q-Decoder considering parameters $n_{0}=2, m=10,853, d_{H}=71, t=133$ and $I t_{\max }=6$, that are derive from Table 3.2.

The decoder, in one iteration, counts for the tasks are:

$$
\begin{align*}
& N_{i t, V 1}=N_{\text {synupt }}^{s V b C}+N_{u p c}+N_{s y n w}+N_{t h}+N_{\text {errapprx }}  \tag{6.8}\\
& N_{i t, V 2}=N_{\text {synupt }}^{V b C}+N_{u p c}+N_{\text {synw }}+N_{t h}+N_{\text {errapprx }} \tag{6.9}
\end{align*}
$$

The total number of cycles of the Decoder is then:

- the Decoder Version 1 counts

$$
\begin{equation*}
N_{d e c, V 1}=N_{s y n}^{V b C}+\sum_{I t=0}^{I t_{\text {max }}} N_{i t} \tag{6.10}
\end{equation*}
$$

- the Decoder Version 2 counts

$$
\begin{equation*}
N_{d e c, V 2}=N_{s y n}^{V b C}+N_{s y n u p t}^{s V b C} \sum_{I t=0}^{I t_{\max }-1} N_{i t} \tag{6.11}
\end{equation*}
$$

The distinction between Version 1 and Version 2, as pointed out in [? ], in the QDecoder is motivated advantage of SparseVectorByCirculant over VectorByCirculant
only under some conditions: the parallelism and the density of the input vector. The condition to be considered is $N^{V b C}>N^{s V b C}$, by defining the density of the error vector at iteration It is $d_{e}^{I t}$, it is easy to evaluate that SparseVectorByCirculant is more efficient than VectorByCirculant if $d_{e}^{I t}$ is:

$$
\begin{equation*}
h+3 d_{h} * h>d_{e}^{I t}+d_{h}+6 * d_{h} * d_{e}^{I t} \rightarrow d_{e}^{I t}<\frac{h+3 d_{h} * h-d_{h}}{\left.\left(1+d_{H}\right)\right)} \tag{6.12}
\end{equation*}
$$

The simulation of the Q-Decoder showed that the condition is satisfied with $n_{b} \geq 64$ for $I t \geq 3$, thus the SparseVectorByCirculant has been used in the decoder under this conditions.

The total number of cycles that takes a single task (for $I t_{\text {max }}$ iteration) considering the parameters reported previously, parallelism $n_{b}=8$ and Version1 is:

- $N_{s y n}=n_{0} * N^{V b C}=2 * 6 * 10,853 / 8+71 * 10,853 / 8=112600$
- $N_{u p c}=N_{s y n} * I t_{\max }=563000$
- $N_{\text {synw }}+N_{\text {th }}=2 * 10,853 / 8+2=2715$
- $N_{\text {errorapprox }}=2 * 2 * 10,853 / 8+8 * 133=6490$
- $N_{\text {synupt }}=10 * 71 * 2+71 * 2 * 133=20306$

The breakdown clearly shows the presence of an efficient multiplier for cyclic product introduces a huge benefit in the overall cycle count. The increase in $n_{b}$ and the option of have Version 2 further improves the execution time. The reduction of the execution time depends on the total number of cycles and the critical path of the architecture, these depends on the actual synthesized architecture. The discussion on critical path, total area and latency is provided in the following.

The introduction of the pipelined multipliers (the coarse grained ones) can introduce a reduction in the execution time of the variables, the benefit of the approach is provided in the results discussion.

### 6.2.3 Implementation Results

The implementation results are provided for the decoder architecture presented in the previous subsection, the multiplier selected in each version is specified since there
are three options for VectorByCirculant and two options for SparsevectorByCirculant. The following tables are provided to understand the evolution of the Decoder in terms of total are and execution time.

The very first implementation of the decoder has been described in [3], it refers to Version0 in Figure 6.2 with a non logarithmic VectorByCirculant, thus the results clearly shows a poor scaling with the parallelism. The increase on the total area is highlighted with \% of overhead with respect to the previous value of $n_{b}$, despite the total execution time is linear with $n_{b}$, doubling the parallelism the latency is halved, the area between $n_{b}=32$ and $n_{b}=64 b$ becomes four times higher.

Table 6.1 ASIC synthesis of the whole decoder with the UMC 65 nm technology, the results refers to a block length of $m=27,779$ (LEDAcrypt parameters submitted to Round 1). The reference architecture is in [3].

| $n_{b}$ |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | $\mathbf{8}$ | $\mathbf{1 6}$ | $\mathbf{3 2}$ | $\mathbf{6 4}$ |
| $t_{c p}(n s)$ | 3.72 | 3.72 | 3.72 | 3.86 |
| Area $\left(\mu m^{2}\right)$ | 15,618 | $25,380(62 \%)$ | $44,493(75 \%)$ | $129,047 \quad(190 \%)$ |
| $P_{\text {static }}(m W)$ | 1.11 | 1.73 | 2.98 | 5.52 |
| Latency $(m s)$ | 6 | 3.3 | 1.9 | 1.2 |

The total area for Version0 of the Decoder is reported in Figure 6.5 with a bar plot to identify the rate of the scaling of the total area for the single units. The total area with a logarithmic unit in VectorByCirculant scales linearly with the increase of $n_{b}$.

The synthesis is carries out with Synopsys Design Compiler with the STM FDSOI 28 nm technological node and referred to parameters of LEDAcrypt submitted to Round 2
the total execution is not affected by the choice of the logarithmic unit, since the scaling with $n_{b}$ remains the same. The benefit is introduced by the use of VectorByCirculant to update the Syndrome when this is more convenient then SparsevectorByCirculant. The improvement on the latenncy introduced by this choice is in Figures 6.6: the latency is reduced for 128 and 256 bits of parallelism.

The major degradation in the Total execution time comes from the transition from Round 2 to Round 3 (with LEDAcrypt parameters), the evaluation of the Syndrome


Fig. 6.5 The total area occupation of the Version0 Decoder with the partial area occupation of the main units[2].


Fig. 6.6 The comparison of latency in Version0 Decoder with and without the the use of VectorByCirculant to update the Syndrome
and Unsatisfied Parity Check is with matrix $\mathbf{H}$ with an increased density, the use of pipelined multipliers (c-pipe) reduces the total execution time, with a negligible increase in the total area. The comparison of the total execution time with such conditions is in Figure 6.7: the blue line corresponds to the latency of the Q-Decoder submitted to Round 2, the latency strongly increased for the parameters of Round 3 (red line), since the density of the matrices is increased, the total execution time can be reduced with the use of $c$-pipe version of the multipliers (VectorByCirculant


Fig. 6.7 Latency of the Q-Decoder comparison.
and SparseVectorByCirculant). The total area has no changes between Version0 and Version1.

The use of the c-pipe VectorByCirculant is preferred over the $f$-pipe VectorByCirculant because the complete decoder does not benefit from the reduction of the critical path, thus the resulting decoder has a bigger area and similar total execution time.

### 6.3 Flexible-NTT in Code based Post Quantum Cryptography

The NTT-based multiplier perform the cyclic multiplications of the LEDAcrypt/BIKE Encoder and Decoder, despite being optimized to perform efficiently sparse computations, the decoder can be further optimized in order to reduce the latency.

The NTT-based multiplier is not intended to optimize the sparse cyclic multiplication, since the type of vectors involved has more efficient options. The present study is meant reduce the latency of the NTT in a Code-based PQC Decoder in order to allows the adoption of the NTT module to multiple PQC primitives. The result
will be provided considering both the sparse and dense multiplication that may arise in LEDAcrypt/BIKE.

### 6.3.1 Encoder

The multiplier is applied as it is to the $\mathbf{m} \mathbf{M}_{l}^{T}$.
The difference between PKC and KEM schemes is in the sparsity of vector $\mathbf{m}$, the NTT-based multiplier execution time similar between a sparse and a dense vector, as can be seen in Table 5.9.

The NTT-based multiplier shows its efficiency for dense multiplication of LEDAcrypt PKC, the present approach when compared, in Table 6.2, to the state of the art of multipliers shows comparable results.

|  | Latency / LUTs utilization |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $n$ | NTT-mult. | $[30]$ | $[28]$ | $[29]$ |
|  |  |  |  |  |
| 12,323 | $261 \mathrm{k} / 5396$ | $1 \mathrm{k} / 65 \mathrm{k}$ | $3.5 \mathrm{M} / 1327$ | $1.1 \mathrm{M} / 4700$ |
| 24,659 | $565 \mathrm{k} / 6259$ | $3 \mathrm{k} / 65 \mathrm{k}$ | $7 \mathrm{M} / 1327$ | $9.5 \mathrm{M} / 4400$ |
| 37,813 | $1.2 \mathrm{M} / 7062$ | $5.6 \mathrm{k} / 65 \mathrm{k}$ | $11 \mathrm{M} / 1327$ | $44 \mathrm{M} / 2800$ |

Table 6.2 QC-MDPC encoding latency in terms of number of cycles vs LUTs utilization.

There is an additional set of results, proposed for BIKE KEM [27], which is not includes since since it implements a sparse multiplication.

The comparison of the Encoders shows that the approach followed in [30] outperforms the NTT and Schoolbook approaches [28] [29]. The final comparison, which includes results presented in this work are provided at the end of the chapter.

### 6.3.2 Decoder

The NTT-based products in the decoder can be arranged by exploiting the properties of the convolution, with the purpose of reducing the overall complexity. The decoding Algorithm 1 includes two multiplications in sequence, the $\mathbf{s}=\mathbf{x} \mathbf{H}^{T}$ (Syndrome) and $\mathbf{u p c}=\mathbf{s H}$ (Unsatisfied Parity Check). It is clear that to use the NTT-multiplier as it is the value of $\mathbf{x}$ and $\mathbf{h}$ are transformed, then multiplied and the transform of $S$
is obtained and transformed into $\mathbf{s}$ and then again into $S$ to calculate upc, thus one transform can be saved by rearranging the computation of $S^{I t}$ as:

$$
S=N T T(\mathbf{x}) \odot N T T(\mathbf{h}),
$$

The calculation of $u p c$ is then

$$
\mathbf{u p c}=I N T T\left(S \odot N T T\left(\mathbf{h}^{T}\right)\right) .
$$

The vectors $\mathbf{h}$ and $\mathbf{h}^{T}$ are the first row of matrices $\mathbf{H}$ and $\mathbf{H}^{T}$, respectively.
The total execution time is reduced by avoiding one inverse and direct transform computation.

The vector upc has to be transformed in the time domain, since the error position search is performed by selecting the values over the threshold, there is no efficient way to perform the same operation in the number (or frequency domain). The value of the threshold at a given iteration $I t$ is computed from the syndrome weight, $s_{w}$, since the value is not available this is deirved in the number domain by recallig that $S(0)$ (this is the first them of the transform), associated to $\alpha^{i .0}$ from Equation (5.13), thus it is the sum of all values in $\mathbf{s}$.

The second optimization is to apply the Sparse-NTT Algoritm to error vector, $e^{I t}$, which is transformed into $E^{I t}$.

The syndrome vector is then updated in the number domain by exploiting the linearity of the NTT transform, the updated syndrome is, at a given iteration $I t$, is carried out by transforming only vector $e^{I t}$ :

$$
\begin{equation*}
S^{I t+1}=S^{I t}+E^{I t} \bmod P \tag{6.13}
\end{equation*}
$$

Then, as in the decoder Algorithm 1, after the check on the syndrome weight a new iteration of the procedure starts.

The optimizations exploits the properties of the NTT to reduce the latency, this is evident from first iteration due to the rearrangement of the operation, in the following iterations the execution time is further reduced: the transforms of $\mathbf{h}^{T}$ and $\mathbf{h}$, have
been already computed during the first iteration and one Sparse-NTT transform is enough.

The resulting latency of the decoding, with the computations performed in the frequency and time domain, is in the third column of Table 6.3, this is referred as total number of number of cycles. The last columns give the same information of the state of the art implementation that came up in literature, while the last row shows provided the resource utilization for LUTs usage.

| It | Step in $n_{b}$ Step in BF | Total Clock Cycles |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{gathered} \text { NTT } \\ 8 \end{gathered}$ | $\begin{gathered} {[28]} \\ 8 \end{gathered}$ | [29] |  | [27] |  |  |
|  |  |  |  | 32 | 128 | 32 | 64 | 128 |
| $1^{s t}$ It | $\begin{gathered} \mathbf{s}^{0} \\ \mathbf{u p c}^{0} \\ \mathbf{e}^{0} \end{gathered}$ | 524k | 346k | 32k | 2k | 325k | 100k | 38k |
| $I t \geq 2^{\text {nd }}$ | $\begin{gathered} \mathbf{s}^{1} \\ \mathbf{u p c}^{1} \\ \mathbf{e}^{1} \end{gathered}$ | 236k | 346k | 32k | 2k | 325k | 100k | 38k |
| LUT |  | 5396 | 1327 | 4480 | 6k | 9 k | 16k | 30k |

Table 6.3 The clock cycles required in each iteration of the decoder.

In Table 6.3, the total numbers of clock cycles reported in [28] and [29] have been scaled to have $m=12,323$ and $d_{H}=100$, using the formulas provided in the two works. When comparing the different decoder implementations, one can see that the proposed solution achieves a similar latency as [28] and [27] ( $n_{b}=32$ ), while it is much slower than [29]. In terms of LUTs, the proposed decoder is better than [27], very similar to [29] and more expensive than [28].

We now consider the implementation of the cyclic multiplier in the context of a complete system, able to perform both encoding and decoding, and supporting both binary and integer formats. To compare the alternative implementations, we introduce the $L C$ figure of merit, defined as a latency-complexity product, where the complexity $C$ is given by the global number of LUTs allocated in the synthesis of both encoder and decoder, while the latency $L$ is the execution time (in $s$ ) evaluated for encoder and decoder, assuming for the case $m=12,323, d_{H}=100$, a clock frequency of 100 MHz , and $I t_{\max }=6$ (when possible the numbers are scaled to
match these requirements). The number of cycles in [29] for the encoder has been derived by scaling the total execution time of the decoder to match the dense polynomial multiplication requires, similarly to what has been done in Table 6.2.

| m | $\mathrm{LC}^{\prime}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | NTT-PQC | $[28]^{\dagger}$ | $[29]^{\dagger}$ | $[27]^{*}$ |
| 12,323 | 112 | 786 | 324 | 92 |
| 24,659 | 282 | 1044 | 1605 | N/A |
| 37,813 | 677 | 7352 | 2984 | N/A |

*Sparse-dense multiplication in the encoder.
${ }^{\dagger}$ The execution times of the encoder and decoder have been scaled to the nearest $N$, while the number of LUTs is kept constant for similar values of $N$.

Table 6.4 LC figure of merit for combined encoder and decoder: comparison between the proposed solution and state-of-the-art solutions.

Although the proposed NTT-based multiplier is not the best option when comparing standalone arithmetic units, the results in Table 6.4 show that it is more efficient than the other implementations proposed in the literature, when the unit is used in a complete application, where the same component must be exploited for multiple products in the encoding and decoding stages, which are characterized by different data formats and computational structures. As seen from Table 6.4, the advantage in terms of $L C$ product over the alternative approaches grows quickly with the size of the problem: when $N$ moves from 12,323 to $37,813, L C$ is 5 times the initial one. Considering the same $N$ our proposal is almost 7 times more efficient when compared to [28] and 3 times more efficient than [29]. Moreover, the increase of $N$ takes advantage of the Schonhage Stressen algorithm and makes out proposal even more efficient. The reported $L C$ figure for [27] is better than all the other ones in Table 6.4; however, this comparison is not fair, because the encoding in [27] involves a product between a sparse vector and a dense vector, which drastically simplifies the computation with respect to the considered applications. Despite the good $L C$ results that the NTT based approach reaches, the other works showed that the architecture fits also in low end FPGA, which has not been proved for our approach.

## Chapter 7

## Conclusions

The thesis explored the efficient implementation of Code-based Post-Quantum Cryptography primitives for BIKE and LEDAcrypt encoder and decoder. The first architecture that has been developed considered the Schoolbook algorithm to implement the Encoder in the Encapsulation/Encryption primitive and the Decoder in the Decapsulation/Decryption primitive for BIKE and LEDAcrypt. The Decoder developed for LEDAcrypt submitted to NIST Round 2 is the result of a trade-off between the area and execution time; the key feature of the proposed approach to improve the efficiency is the scalability. This makes the architecture able to adapt to different constrains (of resources) that are required by the application, in the comparison it is clear that the approach is the most efficient both for low-end FPGA and high-end ones. The efficiency has been reduced when considering NIST Round 3 submission, but the pipelined approach allowed to to keep a bounded total area.

The multiplier is the core of the Encoder and Decoder, since it drives the latency and total area, its implementation is critical for the complete architecture, but it has been shown that is can also be the target of attacks that tries to retrieve the secret key. A side-channel attack and methodology has been applied to the power consumption of the architecture to study its immunity towards such an issue and if some countermeasures need to be applied.

The last point that has been addressed is the option to use the same multiplier for multiple Post-Quantum primitives, for example considering it as an accelerator. The use of the Schönhage-Stressen algorithm in Code-based PQC has been studied, by proposing an NTT-based multiplier that is tailored to the BIKE and LEDAcrypt
specification, with an acceleration for sparse variables. The resulting multiplier does not improve the area-latency trade off of the decoder that has been found with Schoolbook, but with few rearrangements in the decoding algorithm the approach improves the state of the art. In the end, the NTT-based multiplier results suitable and efficient to be applied to a wide range of PQC-primitives.

The future work can include the study of hybrid architectures, with a combination of NTT-based and Schoolbook multipliers, to propose a better latency-trade off area. In addition, the use of a single accelerator associated to a processors for PQCprimitives has to be extensively studied.
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