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PDL Localization and Estimation Through
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Longitudinal Power Monitoring

Lorenzo Andrenacci”, Graduate Student Member, IEEE,
Gabriella Bosco™, Fellow, IEEE, and Dario Pilori, Member, IEEE

Abstract— An algorithm capable of localizing Polarization-
Dependent Loss (PDL) and directly estimating its value in a
multi-span optical transmission link using only Rx-side Digital
Signal Processing (DSP) is presented. The algorithm employs
a Linear Least Squares-based power profile estimation method
and it succeeds in localizing multiple PDL sources along the link.
Its performance is evaluated across diverse power levels, includ-
ing SNR-maximizing ones, resulting in consistently comparable
results.

Index Terms— Optical fiber communication, telemetry, optical
polarization.

I. INTRODUCTION

HE accurate monitoring of optical links plays a critical

role in the operation and management of an optical
network. Traditionally, Optical Time-Domain Reflectometers
(OTDRs) have been employed within the network for this
purpose. However, the accurate monitoring of an entire link
may require several OTDRs, which can become prohibitively
expensive for large optical networks. Recently proposed alter-
natives are based on Longitudinal Power Monitoring (LPM)
algorithms [1], [2], [3], [4], [5], which exploit the digital data
available inside the standard coherent receivers, eliminating
the need for external hardware (e.g., OTDRs). This approach
offers a cost-effective solution for monitoring the optical link.
Two primary families of methods were proposed to achieve
LPM: correlation-based [1], [2], [3] and Least Squares (LS)-
based methods [6].

Traditionally, LPM has primarily been employed for power
profile estimation. However, recent research has explored its
potential for estimating additional parameters, broadening its
applicability in optical network analysis. For instance, some
works have successfully estimated chromatic dispersion [6],
Multi-Path Interference (MPI) [3], and Polarization-Dependent
Loss (PDL) [7], [8] using LPM techniques. In particular, PDL
can introduce a significant penalty on the link performance,
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and its effects are closely tied to the specific locations of PDL
sources [9]. As a result, precise monitoring of the PDL source
positions becomes crucial.

In [7] and [10] a correlation-based LPM was used for PDL
estimation. However, correlation-based LPM methods have
several drawbacks [11], such as limited spatial resolution,
modulation-format dependence and need for pre-calibration.
Moreover, in [7] and [10] the transmit power was significantly
higher than the optimal (i.e. SNR-maximizing) values, and
the link distance was shorter than the reach of the considered
modulation formats. In [8], the PDL is estimated with a linear
LS (LLS)-based approach. Compared to correlation-based
LPM, the PDL is directly estimated from the power profiles,
without pre-calibration, allowing for a lower computational
complexity. However, in [8], the link had only a single PDL
source, the transmit power was higher than optimal, and the
transmission distance was short.

In this Letter, we apply an LLS-based approach to a
10 x 50 km SMF link with PM-64QAM, so that the trans-
mission distance approaches the potential maximum reach of
the employed modulation format. Moreover, compared to [8],
an analysis of the estimation accuracy for different power
levels is carried out, including SNR-maximizing ones, and the
case of multiple PDL elements in the link is also investigated.

II. PDL ESTIMATION USING ERP1-LLS

The technique introduced in [4], adopted in this work
with suitable adjustments, provides a closed-form expres-
sion for estimating the longitudinal power profile of a
polarization-multiplexed optical signal. The technique relies
on the first-order enhanced Regular Perturbation (eRP1) model
approximation [12], [13]. By leveraging this model, the origi-
nal non-linear LS problem described in [6] is transformed into
a LLS problem, for which an analytical solution exists.

In the coherent receiver, the transmitted signal Af[0, n] is
reconstructed and virtually propagated according to the eRP1
approximation, i.e., Arf[L,n] >~ ArrolL,n] + Awr1[L, nl,
where L is the length of the link and n is the discrete-time
index. Specifically,

Aref,O[Ls n] = DO‘L [Aret[0, n]] (1)
K—-1

Awesi[L,n] =D yglz,n] )
k=0

where

8lzk, nl = —jAzk Dy 1 [Np [DO,zk [Aref[O, n]]]] (3)
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Fig. 1. Simulation setup (left) and longitudinal power monitoring algorithm schematic (right).
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In the above equations, Dy, ;;[-] is a linear operator which
introduces chromatic dispersion (CD) from position z; to
z; in the link; N,[] (|| 2=
operator, with P4 being the average power of Acflz, n]; y
is the non-linear coefficient of the fiber; P(zx) is the optical
signal power, evaluated at position zx, for k € [0, K]; Azx =
Zk+1—2k 18 the spatial step. The same approximation is applied
to the received signal, i.e., A[L,n] ~ Ag[L,n] + A([L, n].
In particular, if the sampling rate satisfies the Nyquist criterion,
the linear term can be expressed as Ag[L, n] > ArfolL, n].
As a result, retrieving A1[L, n] from A[L, n] and A o[L, n]
becomes a straightforward process.

Assuming that P4 is normalized to 1, then the entire
power profile evolution can be described by the vector y’ =
[ -+ y,’(fl]T [6]. The proposed linear least-squares solu-
tion [4] to estimate this profile is given by the equation:

%PA) (-) is a non-linear

b — (Re [G*G]) 'Re [GTAI[L, n]] (5)
where G is a matrix defined as (G), x = glzk, n]. The power
profile along the fiber can then be computed as P(zx) =
(9/8)y, /v . However, since PDL has a distinct impact on the
two signal polarizations, a separate estimation of the power
profile of each polarization is needed. To achieve this, similar
to the approach employed in [10] for the correlation-based
method, a separate vector p’, /y 1s computed for each signal
polarization, substituting the nonlinear operator N [-] with
its single-polarization version in the eRP1 approximation, i.e.,

Nyjy [[1= (11> = 2Pxyy) O).

III. SIMULATION SETUP AND RESULTS

Fig. 1 shows a schematic of the simulation setup and of
the LPM algorithm. The transmitted signal consists of three
PM-64-QAM WDM channels having square-root raised-cosine
spectral shape with roll-off 0.15, modulated at 128 GBaud
and with a frequency spacing 200 GHz. The channel under
test (CUT) is the central one. The link is composed of
10 x 50 km identical spans of SMF fiber, with attenuation

B = 0.2dB/km, CD coefficient 8 = —21.28 ps?/km and
non-linearity coefficient y 1.3 1/W/km. Each span is
followed by an EDFA with noise figure 5dB, working in
constant output power mode to fully compensate for the span
loss.

0 2 4 6 8
P, ch [dBm}

Fig. 2. Signal-to-Noise ratio (SNR) for different values of the transmitted

power per channel P,.

10

To evaluate the algorithm’s performance, we conducted tests
involving the insertion of lumped PDL elements into the
optical link. In the Jones formalism, the effect of each PDL
element on the optical signal E;, can be represented by the
following equation [10]:

Vi+e 0 RE.
0 J1—¢ 1

where R is a complex rotation matrix and € is a param-
eter that represents the degree of PDL. The value of €
ranges from O to 1, and it indicates the amount of power
imbalance between the two orthogonal polarizations. The
PDL magnitude in logarithmic scale is given by PDLgp
10logo (1 +€)/(1 —€)).

In the simulations, fiber propagation is modeled using the
split-step Fourier Method, which implements the Manakov
equation [14]. After propagation, the optical signal enters a
standard coherent receiver [15], where it undergoes sampling
at a rate of 2 samples per symbol. Subsequently, the signal
samples are processed by several DSP blocks, which perform
CD compensation, matched filtering, LMS-based adaptive
equalization and blind-phase search (BPS) carrier phase recov-
ery. The output obtained from the last stage is then extracted
and utilized as input for the LPM algorithm. In particular,
each power profile is computed using approximately 8 x 103
samples, corresponding to the sample length of both A[L, n]
and G in Eq. (5). Moreover, in the simulation we reconstruct
exactly Ayef[0, n] from the transmit sequence. In a realis-
tic scenario, this reconstruction would typically occur after
error-free Forward Error Correction (FEC) decoding, which
was not implemented in this work.

Initially, we focused on estimating the location of a lumped
3-dB PDL element, inserted at the beginning of the 5th

Eou = R™! ( (6)
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Fig. 3. (a): Power profiles, for the X-polarization, with P, = 2dBm. (b): PDL indicator for different transmit power with a lumped PDL element of 3 dB

inserted at the beginning of the 5th span. Dashed line represents nominal value.

span, emulating a faulty wavelength-selective switch (WSS)
placed after the EDFA. The estimation was performed at
three different operating conditions. Firstly, the algorithm was
tested at a high transmit power of 8 dBm, similarly to [7].
Subsequently, it was tested at lower power levels of 5 and
2 dBm, the latter corresponding to the launch power that
maximizes the overall Signal-to-Noise Ratio (SNR), as shown
in Fig. 2.

For each operating condition, 20 power profiles were
estimated, considering a constant spatial step for the LPM
algorithm of Az = 2km. In each profile, the SOP of the
transmitted signal was randomly digitally rotated only at the
transmitter, while keeping the polarization-rotation elements
of the link constant. This is in line with the assumption that,
in a realistic scenario, the incident state of polarization (SOP)
at the PDL elements remains relatively stable over time.

Fig. 3(a) shows all the X-polarization profiles computed for
a transmit power of 2 dBm. These profiles display noticeable
noise, particularly in the second half of each span. The
observed noise is attributed to the LPM algorithm’s sensitivity
to the level of nonlinearity at the measurement position;
higher nonlinearity generally leads to improved accuracy in
the estimation process. Thus, for such applications, it is
preferable to operate at a higher power level [11]. To address
this issue, a moving average operation has been performed
on the estimated profiles, considering a window length of
5 samples. This post-processing step aims to mitigate the
estimation noise arising from points in the link where the
power is low. By averaging neighboring samples, the algorithm
can partially smooth out the noise, leading to more stable and
reliable estimations also at low power level, as shown by the
following results. Figure 3(b) illustrates the PDL indicator for
various power levels, computed as the difference between the

TABLE I
SUMMARY OF ESTIMATION RESULTS
Pch 2dBm 5dBm 8dBm
Mean PDL 3.50dB | 3.40dB | 3.07dB
oPDL 0.77dB | 0.63dB | 0.47dB
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maximum and minimum values of all profiles at each position
zx. For all powers, the PDL indicator exhibits an increase
around the position z = 200 km, reaching approximately 3 dB.
This notable increase allows us to identify the initial part of
the 5th span as the location where the lumped PDL source is
situated.

To estimate the PDL value and compare the results, the
mean and standard deviation of the PDL indicator are com-
puted considering all the values between 200 km and 500 km,
as reported in Table I. Interestingly, the algorithm’s perfor-
mance at the optimal power (2 dBm) remains comparable to
the performance at a higher power level (8§ dBm). However,
due to the limitations in accuracy mentioned earlier, the
results at the optimal power exhibit more noise. This explains
the appearance of peaks every 50km near the end of each
span. Moreover, the performance would degrade even more
in an experimental scenario due to several impairments (e.g.,
transceiver imperfections) not present in the simulation.

Fig. 4 shows the PDL indicator, computed with the same
method as in Fig. 3, for different values of PDL, inserted
again at the beginning of the 5th span. As expected, the
accuracy of the estimation method decreases as the PDL values
become smaller. Despite this, the algorithm remains capable
of accurately estimating both the position and the magnitude
of the PDL element, even with values as low as 1 dB.

In the presence of multiple PDL elements, the total PDL
experienced by the CUT is not simply the sum of the
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Fig. 4. PDL indicator for P.; = 2dBm with different values of PDL, introduced by a lumped PDL element inserted at the beginning of the 5th span
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Fig. 5. PDL indicator with two lumped PDL elements in the link. A fixed 2-dB PDL element is inserted at the beginning of the 4th span, while another

PDL element is inserted at the beginning of the 7th span, so that the total PDL of the link is equal to 2, 3 or 4 dB.

individual PDL values, but it becomes a complex expression
that depends on the alignment between the PDL axes of the
single elements [16]. To test the effectiveness of the method in
a distributed-PDL scenario, two lumped PDL elements were
introduced in the same setup as depicted in Fig. 1. Two
PDL elements, with a fixed value of 2 dB, were inserted
at the beginning of the 4th and 7th span. By changing the
relative PDL axes orientation, a different end-to-end PDL of
2, 3 or 4 dB can be obtained. Then, we ran the algorithm in
each of the cases, obtaining the estimations shown in Fig. 5.
In all the cases, the algorithm can accurately estimate the
end-to-end PDL. The PDL indicator may then be used with
threshold-based algorithms for automatic detection of lumped
PDL elements.

IV. CONCLUSION

We proposed a novel PDL estimation algorithm in coherent
optical links, based on a eRP1-LLS longitudinal power moni-
toring technique. In our evaluation, we tested the algorithm at
power levels near the optimal range, with varying PDL values,
and involving two PDL elements. The algorithm demonstrated
a good accuracy across all test cases in accurately estimating
both the position and the magnitude of PDL.
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