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Abstract

Many biological systems are de facto supramolecular materials that possess unique
intriguing properties, such as the ability to self-heal, dynamically reconfigure their
structure, respond to stimuli, and perform complex functions. These systems are com-
posed of molecular subcomponents that interact and self-assemble, interconnecting
with each other through noncovalent interactions. Designing artificial supramolecu-
lar systems that possess similar properties and self-assembling principles to those
found in nature could lead to the development of a new generation of bioinspired
materials that could revolutionize various fields, from biomedical and environmental,
to energy and electronics. However, this requires gaining a detailed comprehen-
sion of the main molecular factors that control the structure and properties of these
supramolecular systems, which is very challenging to attain. Molecular models
and computer simulations are fundamental in this field. These tools permit us to
investigate supramolecular systems from a privileged point of view and at an un-
precedentedly high resolution. In this way, it is possible to reach a molecular-level
comprehension of the behaviour and properties of supramolecular systems, which
offers unique opportunities toward the design of new materials with bioinspired
properties. This PhD Thesis focuses on the computational modelling study of a
variety of supramolecular systems via the development of multiscale (atomistic and
coarse-grained) molecular models and the use of classical molecular dynamics and
advanced molecular simulation approaches (enhanced sampling techniques such as
Metadynamics and Umbrella Sampling). Firstly, the chain-capping and supramolec-
ular polymerization of porphyrin-based monomers is investigated. Through the
extensive use of Metadynamics simulations and coarse-grained models, we gain
a deeper understanding of the interaction between monomers and reveal hidden
processes involved in the monomer exchange phenomena. The interaction between
isolated nanotubes in solution is then assessed, by employing multiscale modelling.
Our approach helps to identify the primary driving forces that lead to the formation
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of intertwined supramolecular structures, providing a link between experimental
observations and the molecular factors that drive the observed phenomena. We then
extend the investigation to the interaction of a Benzene-1,3,5-tricarboxamide-based
supramolecular polymer (BTA-OEG4) with biological structures under physiological
conditions to evaluate their potential as biomaterials. Our simulations reveal that
the dynamic supramolecular nature of these fibres allows the interaction between
BTA-OEG4 and BSA, and elucidate the mechanism of monomer exchange in this
system during the complexation. Finally, we show a flexible computational protocol
that allows to reconstruct the thermodynamics and kinetics of different types of
mechanically interlocked molecules (MIMs) at atomistic resolution. Though classi-
cal molecular dynamics and Metadynamics simulations, we gain deep insights into
the free-energy characterization of MIMs and reveal the delicate balance between
various intermolecular interactions (e.g. H-bonding, solvent effects, conformational
entropy) that determine their behaviour. We also demonstrate the impact of changing
environmental variables (such as the solvent type) on the dynamical behaviour of
the MIMs. Our approach also includes a free-energy decomposition into enthalpy
and entropy contributions, and detailed structural and dynamical analyses that pro-
vide unprecedented insights into the mechanisms and key transitions ruling the
intermolecular movements between metastable states.

Overall, this PhD Thesis makes a significant contribution to the field of supramolec-
ular systems, providing a detailed molecular-level understanding of fundamental
processes involved in the self-assembly and dynamic behaviour of supramolecular
polymers, and resolving the slow dynamics of rotaxanes and molecular shuttles
with sub-molecular resolution. This work demonstrates the power and potential of
molecular modelling in this area, paving the way for the rational design of artificial
supramolecular systems.
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Chapter 1

Introduction

1.1 Self-assembly and supramolecular systems

Self-assembly is a fascinating phenomenon that has captivated researchers in the
last decades[1, 2]. From the molecular level (e.g. the formation of crystals) to the
macroscopic scale (e.g. the formation of cell membranes), self-assembly is ubiq-
uitous in nature[1–6]. At its heart, self-assembly is the spontaneous organization
of individual components into larger, more complex structures, that occurs without
any external intervention[3, 4, 7, 8]. The key to self-assembly is the presence of
specific interactions between the components that allow them to recognize and bind
to one another in a organized manner[1]. These interactions are non-covalent forces
(electrostatic, van der Waals interactions, hydrogen-bonding, aromatic stacking,
metal coordination) that are relatively weak (2-50 kJ mol−1) when compared to
covalent bonds (100-400 kJ mol−1), but many of these weak interactions together
can generate a final highly stable assembly (Fig. 1.1).
Supramolecular chemistry has greatly benefited from the study of the self-assembly
processes exhibited by nature. Nature, in fact, uses self-assembly to construct
supramolecular structures that possess the ability to communicate with each other,
respond to stimuli, convert energy from one form to another, control movement
at the molecular level, and ultimately perform complex functions that are at the
basis of many living materials (Fig. 1.2, top). In recent years, scientists have been
inspired to use self-assembly as a promising strategy for designing and synthesiz-
ing supramolecular materials[1, 5, 9–12]. By controlling the interactions between
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Fig. 1.1 Conceptual scheme of self-assembly: individual monomeric building blocks sponta-
neously assemble in larger aggregates, held together by non-covalent interactions.

the components, researchers have been able to create a wide range of structures,
including nanoparticles[13], monolayers[14], vesicles[15], and even more complex
architectures[16–18] (Fig. 1.2, bottom).
Two classes of supramolecular systems that have received particular attention in this

context – and that will be the focus of this Thesis – are supramolecular polymers
and molecular machines.
Supramolecular polymers[19] are formed through the self-assembly of monomers,
which interact with each other via non-covalent forces to form long chains (Fig. 1.3).
Supramolecular polymers have many potential applications, due to their ability to be
tailored to have specific properties[20]. They can be controlled in the chemical nature
of the building blocks[21], the strength of intra- and inter-molecular interactions[22],
shape and size[23], or to have specific functional groups that can interact with other
molecules[24]. This makes them potentially useful in a wide range of fields, includ-
ing drug delivery[25], tissue engineering[26], and catalysis[27].
Molecular machines[28] are a class of molecules that are capable of performing
mechanical work at the molecular level. These molecules are typically made of
small organic molecules that are assembled in a specific way to perform a range
of functions, such as the ability to move[29], respond to stimuli[30], and sense
their environment[31]. Molecular machines have the potential to be used in a wide
range of applications, including medicine[32], material science[33], and energy
production[34] (see Fig. 1.4).
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Fig. 1.2 Examples of natural (top) and synthetic (bottom) supramolecular systems.

The two classes of molecules that have been introduced in this section will be
discussed in more detail in the following paragraphs. We will examine the unique
properties and characteristics of some examples of natural supramolecular systems
and then turn our attention to their artificial counterparts. We will also discuss their
applications in various fields, exploring how these molecules are used in a wide
range of contexts. Whether natural or artificial, these molecules play important roles
in many areas of science and technology, and understanding their properties and
characteristics is crucial to fully harness their potential.
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1.2 Supramolecular polymers

Supramolecular polymers represent a promising class of self-assembly systems for
material design and synthesis due to their unique properties and versatility. The
reversible nature of the non-covalent bonds that hold monomers together allows for
tunable mechanical and physical properties, making them suitable for a wide range
of applications. The reversibility of the bonds also allows for easy modifications
and recycling of these materials, when compared to traditional polymers, making
them highly sustainable and environmentally friendly. There is no surprise, then,
that there is an ever-increasing interest in supramolecular polymers, and researchers
and industries continue to explore their potential.

1.2.1 Natural supramolecular polymers

Nature is a source of numerous examples of supramolecular polymers. A variety of
biological structures exhibit, in fact, highly-organized and well-defined polymeric
architectures, that are the results of intricate specific non-covalent interactions at the
molecular level.
Microtubules (MTs) are a notable example of supramolecular polymers that can
be found in nature. MTs are fundamental components of the cytoskeleton, as they
provide structural support and help maintain cell shape. They are also involved in
the movement of materials within cells, achieved with motor proteins (kinesin and
dynein) which transport cargoes along the MTs[35].
MTs are long and thin tubes composed of subunits called tubulin[36] and assemble
in a hierarchical structure. The basic unit of a MT is a heterodimer consisting of
two different subunits, α- and β - tubulin, which are held together by non-covalent
interactions, hydrophobic and polar interactions, stabilized by salt-bridges, and
shows shape-complementarity interfaces[37]. The heterodimers then assemble into
protofilaments, which are linear chains of alternating α- and β - tubulins. The MT is
typically composed of 13 protofilaments, that are arranged to form a hollow cylinder
and held together via electrostatic interactions. This arrangement gives a high rigidity
to the structure. MTs can be highly dynamic, rapidly assembling and disassembling
in response to various signalling pathways and environmental conditions.
In a sense, DNA is another example of natural supramolecular polymer, that contains
the genetic information necessary for the development and functioning of all living
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organisms. DNA is composed of two chains (strands), made up of nucleotides
(adenine (A), thymine (T), cytosine (C), or guanine (C)), which form a double helix
interacting via hydrogen bonds between complementary nucleotides, reinforced by
π − π stacking between the nitrogenous bases[38]. The double-helix formation
– but also many other self-assembled processes – displays positive cooperativity,
which is the phenomenon where monomer addition becomes more favorable as the
chain grows[39, 40]. The stability of the double-stranded DNA is enhanced by this
phenomenon, meanwhile the reversible nature of the hydrogen bonds between the
two filaments is responsible for DNA replication and transcription[41], as these
bonds can be easily disrupted and re-formed during these processes.
Another example of natural supramolecular polymers are amyloid fibrils, which are
aggregates of proteins that are involved in a variety of diseases, including Alzheimer’s
and Parkinson’s disease. Amyloid fibrils are characterized by parallel, highly or-
dered structures of polypeptide chains with a cross-β conformation, in which the
polypeptide chains are oriented perpendicular to the direction of fibre propagation.
In amyloid fibrils, the polypeptide chains interact through hydrogen bonding be-
tween the backbone amide groups of adjacent chains, forming extended β -sheets[42].
These β -sheets are the primary structural element of the amyloid fibrils, and further
self-assemble into filaments and multiple filaments (fibrils). The assembly of fibrils
involves various non-covalent intermolecular interactions, such as van der Waals
interactions, hydrophobic effects, π −π interactions[43]. The excellent mechanical
properties of amyloid fibrils[44] – given by the hierarchical structure of fibrils and
the high number of interactions – and biocompatibility, can be exploited, in principle,
to design new functional materials.

The unique and extraordinary properties of many natural structures, includ-
ing those explored in this Thesis, are due to their supramolecular nature. These
properties are often the result of the specific arrangement and interactions of the
individual molecules within the system. In an effort to replicate these properties on
synthetic materials, scientists are constantly researching and exploring the complex-
ity of supramolecular polymers. As the understanding of these systems advances,
we can expect to see an increasing number of new materials designed to mimic
supramolecular biopolymers, leading to a new generation of functional materials.
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1.2.2 Artificial supramolecular polymers

With the advancement of supramolecular chemistry[45], the idea of replicating the
principles employed by many living systems, described in the previous paragraph,
on synthetic materials has emerged as an extraordinary innovation. In this context,
the synthesis of the first supramolecular polymers was achieved[46].
Supramolecular polymers can be classified based on different principles, such as the
type of monomers, the nature of the non-covalent interactions, or the mechanism of
formation[19–21]. However, for the purpose of this Thesis, I will focus on ordered
1-dimensional structures. The key feature of this class of supramolecular polymers
is the ability to finely tune the strength and the directionality of the interactions
among the monomeric units, leading to materials with different features. Stronger
interactions lead to the formation of static materials, while lower interactions yield
highly dynamic materials. Within the intermediate range lies the opportunity to
engineer materials with different properties such as adaptability, responsiveness, and
self-repair[20].
The first example of a "mechanically-robust" material based on supramolecular
polymers was reported by Meijer and co-workers[47] in 1997. In their study, they
used the quadrupole hydrogen-bonding 2-ureido-4[1H]-pyrimidinone (UPy) unit to
create a material with mechanical properties typically only seen in covalently-bonded
macromolecules. A series of hydrogels were synthesized from UPy moieties, used
to end-functionalize polyethylene-glycols (PEGs), also from the group of Meijer. By
adjusting the supramolecular interactions through molecular design, it was possible
to control rheological and material properties. These hydrogels showed promising
results to support kidney regeneration[48] and reduce infarct scar[49].
This marked a significant breakthrough in the field, as it led to a drastic expansion in
the use of supramolecular polymers for the development of novel materials[50–54].
Benzene-1,3,5-tricarboxamide (BTA) is another motif that has attracted significant
interest in recent years in the field of supramolecular chemistry. This monomer
consists of a benzene core, decorated with three N-centred or C=O-centred amides,
which are capable of self-assembling in one-dimensional supramolecular polymers
via three-fold hydrogen bonding between the amides (Fig. 1.3b). While several
synthetic approaches towards BTAs have been proposed, they are beyond the scope
of this introduction, and the reader is referred to Ref.[55] and related works.
Hydrogen bonding is the primary interaction driving the formation of BTA assem-
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blies, but their stability is further enhanced by a combination of π−π interactions and
hydrophobic effects. Quantum calculations revealed that the cooperative growth of
these assemblies is driven by dipole-dipole interactions and polarization effects[40].
The versatility of BTA-based supramolecular materials and their physical proper-
ties allow for a diverse range of applications, from energy storage to drug delivery.
The ferroelectric switching exhibited by alkyl-substituted BTAs and thin films has
been extensively investigated[56–58]. In a recent development by Akutagawa[59],
a useful method for achieving low-voltage switching through the introduction of
chiral alkyl chains was proposed, making chiral BTA derivatives ideal candidates
for high-performance non-volatile memory devices. Branched lateral chains can be
used in alkane solvents to form organogels, which have a variety of applications
in industries, including the production of insulating layers for electric cables[60].
In water, the presence of large hydrophobic spacers that shield the amide units can
lead to the formation of hydrogels. These hydrogels have the potential to be used as
sensors, scaffolds for tissue engineering, molecular wires for electronic devices, but
also for other applications[61, 62]. Recently, the potential of BTA-based supramolec-
ular polymers for biomedical applications has been shown, in particular as magnetic
resonance imaging contrast-agent[63], or as a drug delivery system[64]. Finally, it is
worth mentioning that the ability of several BTAs to coordinate metal ions can drive
benefits in the synthesis of new metal-organic framework materials[65].
Perhaps the most iconic example of how nature inspires scientists in supramolecular
chemistry are poprhyrin-based supramolecular polymers. Porphyrins are aromatic
molecules that contain a central metal atom surrounded by a ring of four nitrogen
atoms (Fig. 1.3c). They can be found naturally in a variety of organisms, including
plants, bacteria, and animals, where they play important roles in processes such as
photosynthesis and oxygen transport. Scientists have been inspired by their high
stability, excellent conductivity, and ability to absorb and emit light, and have worked
to emulate these characteristics for the development of synthetic materials[66–68].
The strong ability of porphyrin cores of acting as electron-donors and their extensive
π-conjugated systems, have made porphyrin-based compounds widely utilized in
photovoltaics for the construction of organic solar cells. Porphyrins can be used as
a part of dye-sensitized solar cells (DSSC)[69–72]. In DSSC, the porphyrin dye
is applied to a layer of titanium dioxide nanoparticles and absorbs sunlight. The
TiO2 covered with the dye is immersed in an electrolyte solution and sandwiched
between an anode and a cathode. When the dye absorbs sunlight, the electrons in the
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Fig. 1.3 Conceptual scheme of supramolecular polymers. (a) Monomers interacting via non-
covalent interactions, assemble to form long fibres in solution. On the right, a supramolecular
material based on the quadruple hydrogen bonded ureidopyrimidinone motif, adapted with
permission from Ref.[20] (b) BTA- (left) and porphyrin-based (right) supramolecular poly-
mers. Primary non-covalent interactions are showed in the zoomed coloured boxes.

dye are excited to the TiO2. The excited electrons can flow through the electrolyte
solution from the anode to the cathode, generating an electric current. Porphyrins and
porphyrin-based polymers have shown excellent potential in the field of medicine,
particularly for cancer treatment[73–75]. One of the main mechanisms of action is
known as photodynamic therapy (PDT)[76, 77]. In PDT, porphyrins are activated by
light, which causes them to react with oxygen to produce reactive oxygen species
(ROS). These ROS are highly cytotoxic substances, making them an effective tool in
the treatment of various types of cancer. Porphyrins can also absorb near-infrared
radiations to create hyperthermia, which can kill tumour cells. This mechanism of
action is known as photothermal therapy (PTT)[78, 79]. In addition to their use
in PDT and PTT, porphyrins can also be used as a contrast agent in MRI, after
chelation with manganese(III)[80] or gadolinium(III)[81]. The porphyrin chelation
with radioactive isotopes, such as 64Cu and 99mTc, also allow for their use in positron
emission tomography (PET)[82] and single photon emission computed tomography
(SPECT)[83].
The last category of systems we will discuss in this chapter is organic nanotubes

(ONTs). These structures are made of organic molecules that can be either covalently
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or non-covalently bonded that assemble into a tubular shape. ONTs have been
found to exhibit extraordinary properties, such as high mechanical strength, thermal
stability, and electrical conductivity. These properties make ONTs attractive for
application in energy storage, electronics, medicine[84]. However, in the context of
this Thesis, we will be focusing on the superassemblies formed by ONTs. ONTs can
interact with each other through non-covalent forces into a variety of superassem-
blies. The group of Shinkai reported the formation of hollow spherical cages from
the non-covalent self-assembly of carbon nanotubes[85]. In 2014, Stoddart and
colleagues have successfully demonstrated that NDI-∆ units can be self-assembled
into supramolecular nanotubes that intertwine in (E)-1,2-dichloroethene to form an
organogel[86]. Single-walled carbon nanotubes (SWCNTs) can self-organize into
“ropes”, held together via van der Waals forces, π −π , or hydrophobic effects. The
mechanical properties of the ropes can vary depending on the number of units, the
strength of interactions, and the overall geometries[87]. These superassemblies can
be considered as supramolecular systems, where the individual unit is the single
organic nanotube. The resulting structures display unique physical and chemical
properties that are distinct from their constituent monomers.

1.3 Molecular machines

Molecular machines have emerged as a relatively recent and impactful area of
research, demonstrating enormous potential within the scientific community. These
nanoscale machines are composed of individual components that interact via non-
covalent forces, and can move with respect to each other generating motion when
stimulated by energy or external factors. The importance of molecular machines
is exemplified by the prestigious Nobel Prize in Chemistry awarded in 2016 to
Jean-Pierre Sauvage, Sir Fraser Stoddart, and Bernard L. Feringa, recognizing their
groundbreaking contributions in this field, and making it a central focus of scientific
research. While reproducing the complexity of natural machines may be difficult, at
least in the short term, very promising results are being achieved through the use of
mechanical bonds, allowing for high stability, but also controllable large-amplitude
motion of the constituent parts of these molecules.
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1.3.1 Natural molecular machines

Molecular machines are ubiquitous in nature. They transform energy to perform
specific cellular activities that are essential for life.
Myosin, kinesin, and dynein are a class of molecules known as motor proteins[88],
which are essential for many biological processes. These motor proteins move
along one-dimensional “tracks”, actin filaments for myosin and MTs for kinesin
and dynein, to perform their functions. Myosin is well-known for being a crucial
component for muscle contraction. Myosin contains a motor domain that binds the
actin filaments and hydrolyses adenosine triphosphate (ATP). The energy released by
ATP hydrolysis causes conformational changes in the motor domain of myosin. As a
result of such conformational changes, the myosin “steps” along the actin filaments
toward one end. The myosin pulls on the actin filaments as they move along them,
causing the actin and myosin filaments to slide, resulting in muscle contraction[89].
Kinesin and dynein are responsible for transporting various types of cargo within
cells. Kinesin typically moves cargo toward the plus end of MT, while dynein moves
cargo toward the minus end. Both motor proteins have a motor domain that allows
them to bind MT and hydrolyse ATP, providing energy for movement. The structure
of dynein differs significantly from kinesin, with the former having a hexameric
ring of AAA-ATPase domain[90, 91]. Kinesin moves along the MT by swinging
its motor domain from one tubulin subunit to another via a “walking” mechanism
(“hand-over-hand” and “inchworm” mechanisms have been proposed)[90]. The
mechanism proposed for dynein suggests that the conformational changes of the
hexameric ring caused by ATP hydrolysis is transmitted to a stalk, which “swings”
and moves the dynein along the MT[91].
As other examples, ATP synthases are enzyme complexes responsible for synthe-
sizing ATP and are found in the membranes of mitochondria and chloroplasts in
eukaryotic cells, and in the plasma membrane in some prokaryotes. The structure
of ATP synthases consists of two domains, called F0 and F1. F0 is embedded in
the membrane and contains a proton-conducting channel, that pumps ion across the
membranes, and a rotor; F1 is found on the surface of the membrane and contains
the catalytic subunits (α , β , γ , δ , ε) that synthesize ATP[92, 93]. For ATP synthesis,
ATP synthases use a rotary motion. As the protons flow through the F0 subunit,
it rotates and transmits the rotation to the F1 domain. The rotation causes the β -
subunits of F1 to change their conformation and bind adenosine diphosphate (ADP)
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and inorganic phosphate (Pi), resulting in the formation of three ATP molecules after
a full rotation[94].

The primary difference between the two classes of molecules discussed here
is how they perform the motion: one is translational, while the other is rotational.
Although replicating biological molecular machines is a prohibitive challenge, re-
searchers hope that learning more about their mechanism of motion will aid in
the design and construction of artificial molecular machines capable of performing
specific tasks with controlled motion[28].

1.3.2 Artificial molecular machines

Numerous artificial molecular machines have been created over the past few decades[95].
One notable example is the creation of molecular switches[96, 97], which exhibit re-
versible shifting between two or more stable states in response to external stimuli[98].
These stimuli typically induce ring-opening and ring-closing steps, cis-trans iso-
merizations, and intramolecular proton-transfer reactions. Molecular switches have
been used as components in sensors or logic gates[99, 100]. Molecular motors are
another important class of artificial molecular machines, which are molecules that
can perform continuous rotary motion, under the influence of certain input[101].
In particular, it is worth highlighting the work of Ben Feringa on the design and
synthesis of the first light-driven rotary molecular motors[102].
While there are many other different types of artificial molecular machines (molecu-
lar tweezers, hinges, nanocars), the use of mechanically interlocked molecules[103]
has greatly improved the development of such devices. Therefore, the primary focus
of this Thesis is on the use of interlocked molecules as components for artificial
molecular machines. Mechanically interlocked molecules (MIMs) are molecules that
are linked together as a consequence of their topology, but they cannot be separated
without breaking covalent bonds[103]. The two classic examples of this class of
molecules are rotaxanes and catenanes.
A rotaxane is composed of a linear molecule, called axle, with a bulky group at
each end, and one or more cyclic components, called macrocycles, threaded onto
the axle and interlocked between the two bulky groups[104]. This design allows the
macrocycles to move or rotate with respect to the axis while preventing dethreading.
The resulting configuration is known as a molecular shuttle if a macrocycle can
shuttle between distinct binding sites along the dumbbell. The binding sites may
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be identical or different. Under the influence of various stimuli, such as light, pH,
solvents, or ions[28, 105], the ring can move between the binding sites (Fig. 1.4, top
panel).
Rotaxanes have been studied as a potential tool for the delivery of anticancer drugs.
Papot, Leigh, and coworkers[32], reported the synthesis of a molecular device, in
which the ring component encapsulates and protects the drug from degradation by
the body’s enzymes. When the rotaxane reaches the target, the release of the drug is
then triggered by a specific sequence of enzymatic activations. This method has the
potential to increase the effectiveness of drugs and reduce side effects by delivering
the drugs directly to cancer cells and in a controlled manner.
Rotaxane-based molecules have also been proposed as components of artificial
molecular muscles[106]. “Daisy chains” are excellent candidates for artificial mus-
cles. A daisy-chains rotaxane is a type of rotaxane that is made up of single rod-like
molecules that are covalently linked to macrocycles and have a bulky group at one
end and is cross-threaded to form cyclic or acyclic polymers. Each monomer can
slide on top of the other, until the stopper is reached, imitating the motion of myosin
and actin (Fig. 1.4, bottom panel). In the pioneering work of Sauvage[107, 108],
the motion of the macrocycle is triggered by metal exchange reaction, where the
two interlocked monomers can interact with two metal centres. In recent years, new
architectures[109–112] or motion-triggering stimuli[106] for the design of muscle-
like compounds have been investigated. These studies have enabled the creation of
materials that can produce motion in response to stimuli such as pH, solvent, redox,
and chemical switching, with very promising results[113].
Since the synthesis of the first rotaxane catalyst in 2004 by Tachibana and coworkers[114]
for benzoin condensation, a significant amount of research has also focused on using
these compounds to catalyze a variety of chemical reactions[115]. For example,
rotaxane catalysts have been used for the formation of ester bonds[116] and the
hydrogenation of enamides[117] or acid esters[118]. The idea behind using rotax-
anes as catalysts is to take advantage of the macrocycle’s mobility, which allows
it to move along the thread of the molecule, to expose the catalytic sites to the
reactants. This mobility can also be triggered by external stimuli[119–122], allowing
for “on-demand” catalysis.

A catenane is a molecule that is composed of two or more interlocked macro-
cyclic components[104]. The control of the motion between the subcomponents of
a catenane can be achieved by introducing recognition sites at macrocycles, that
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Fig. 1.4 Schematic representation of artificial molecular machines: Rotaxanes (top), cate-
nanes (middle) and daisy chain (bottom) switch between different states (State 1 and State
2, in this scheme) under the influence of various stimuli. On the right, some potential
applications of MIMs.

allow the rings to switch between specific states in a predetermined manner (Fig.
1.4, central panel). It is still uncertain whether the field of catenanes will lead to
practical applications, at least in the near future. However, the ability to obtain
controllable switches in a relatively easy way makes them very appealing as compo-
nents for molecular rotary motors. The movement of the macrocycles in catenane
rotary motors can be controlled through changes in the binding affinity between
the macrocycles and the stations on the larger ring in which they are interlocked
in response to external stimuli[101, 123, 124]. By carefully controlling a series of
complexation/decomplexation reactions, it is possible to achieve directional rotation
of the motor. Leigh and colleagues reported a four-station molecular machine that
uses light, heat, or chemical stimuli to achieve the unidirectional rotation of two small
rings[125]. Another example, also from Leigh and coworkers[126], is the synthesis
of a reversible rotary molecular motor, in which the sense of rotation is only governed
by the order in which the reactions are performed. The movement of the macrocycles
can also be powered by DNA strands, via molecular recognition[127]. Catenane-
based molecular motors have the potential to greatly benefit molecular electronics
by enabling the creation of new types of molecular electronic devices[128, 129] that
are more efficient, smaller, and more flexible than traditional electronic devices. One
way that catenanes can be utilized in molecular electronics is by interfacing them
with surfaces or solid supports[130].
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1.4 Experimental characterization of self-assembled
systems and limits

The characterization of supramolecular polymers and molecular machines is essential
to understand their properties and behaviour, as well as for developing dynamic
materials for new applications. A variety of experimental techniques has been used to
study these materials, each with its own unique advantages and limitations. However,
it is often necessary to combine multiple techniques to obtain reliable and consistent
results and a satisfactory understanding of the behaviour of such systems.
Microscopy imaging can provide insights into the physical structure and organization
of these systems (see Fig. 1.5 for some representative examples). Scanning tun-
nelling microscopy (STM) is able to image conducting and semiconducting surfaces
at the atomic level, and has been used to study various supramolecular systems. As a
notable example, STM revealed the double-layered structure of a cyclodextrin-based
supramolecular polymer on a HOPG1 surface[131]. A specialized variant of STM,
ultrahigh-vacuum low-temperature STM, can provide even higher resolution images
by exploiting the ultra-high vacuum conditions (avoiding contamination and minimiz-
ing noise) and low-temperature (reducing thermal motion). This has been recently
applied for the surface characterization of a supramolecular hexagonal grid[132],
and to visualize the structure of single metallo-supramolecular chains[133], but the
extreme conditions of use that it requires can damage the sample.
Electron microscopy, including scanning electron microscopy (SEM) and transmis-
sion electron microscopy (TEM), are commonly used for characterizing supramolec-
ular aggregates[134–136]. Recently, TEM has been used to study different strategies
of self-assembly of DNA-catenanes[137], and to investigate the ring motility in
DNA-based[138] rotaxanes. However, SEM and TEM samples are required to be
completely dry, and therefore their images are not representative of these systems in
solution.
Stochastic Optical Reconstruction Microscopy (STORM) is a super-resolution optical
microscopy technique that can provide accurate images of self-assembled systems,
and it has been used to study the exchange pathway in BTA-based supramolecular
polymers[139] (Fig. 1.5a). Nonetheless, this method requires the use of fluorescent
tags which may alter the structure. Furthermore, the typical frequencies of data
acquisition are often insufficient to track molecular processes.

1Highly oriented pyrolytic graphite
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Small-angle X-Ray scattering (SAXS) and small-angle neutron scattering (SANS)
are powerful tools for the structural characterization of self-assembled materials[140–
143]. SAS techniques can detect average properties of materials such as shape, size,
and molecular weight. However, combined SAXS and SANS analysis can offer
more insight not only into the morphology of the assembly, but also into its internal
structure. As a representative example, the group of Yagai used combined SANS
and SAXS analysis to demonstrate the self-assembly of hexameric hydrogen-bonded
supermacrocycles in toroidal supramolecular polymers in solution[144]. SAXS and
SANS analysis have also been applied to mechanically interlocked molecules to
demonstrate the formation of rotaxanes in the absence of crystal structures[145] and
to probe the dynamic of daisy-chain rotaxanes[146]. Despite their advantages, the
low resolution (typically between 1 and 100 nm) limits their applicability.
Atomic force microscopy (AFM) is a high-resolution technique with a resolution of
fractions of a nanometre. AFM is one of the most widely employed techniques to
study the morphology of supramolecular surfaces[147], as, in contrast to STM, it
can be applied also on non-conducting surfaces. The group of Zijlstra used AFM
images[148], combined with fluorescence spectroscopy, to characterize the structure
of 1,3,5-BTA supramolecular polymers, allowing for the measurement of height and
width of aggregates. In addition, AFM can also measure intra- and inter-molecular
forces with pN resolution, allowing for the determination of mechanical properties
in polymers and supramolecular systems[147, 149], but it is often not applicable due
to the fragile nature of these systems. Another limitation of AFM is, as for TEM and
SEM, that the samples are investigated in dry-state.
In addition to the structural characterization, it is also crucial to determine the mecha-
nism of self-assembly or the dynamics of supramolecular polymers and molecular ma-
chines. As in the case of the structural characterization, there are several techniques
that can be used. AFM can also be utilized to follow the self-assembly of supramolec-
ular polymers in real time[150, 151] (Fig. 1.5b). Spectroscopy techniques, such as
ultraviolet-visible (UV-vis) spectroscopy, fluorescence spectroscopy, and circular
dichroism (CD), have proven to be excellent techniques to get insights into the
details of supramolecular polymerization and molecular motion in MIMs. Meijer
and coworkers used a combination of CD and UV-vis spectroscopy to investigate the
supramolecular polymerization of porphyrin-based monomers[152, 153]. Induced-
CD is also a well-established method for studying cyclodextrin-based supramolecular
complexes[154–156]. UV-vis and fluorescence spectroscopy have also been used
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to study the interactions between monomers in hexameric supermacrocycles[157].
However, these techniques have some limitations, as they have low resolution and
typically require labelling. Nuclear magnetic resonance (NMR), including a variety
of 1-D and 2-D techniques, has been successfully applied for the structural character-
ization of supramolecular systems and molecular machines[158–161]. Furthermore,
NMR spectroscopy has also been proven to be very effective for gaining understand-
ing of the kinetic properties of a material. This powerful analytical technique allows
for the determination of exchange rates between sites, by monitoring the NMR
spectra at different time and fitting the data to a kinetic model, making it a widely
used techniques for characterizing rotaxane[158, 162, 163] (Fig. 1.5d). It should be
noted that NMR requires expensive deuterated solvents, which could interfere with
the analysis and affect the free-energy profile.

Fig. 1.5 Experimental characterization of supramolecular systems. Four panels showing (a)
Structure of BTA, BTA-Cy5, BTA-Cy3 (left) and STORM imaging of BTAs after 1 hour
of mixing (right). Reproduced with permission from Ref.[139]. (b) Structure of Porphyrin-
based monomers (left) and AFM image of seeded-growth of SP4Zn (right). Reproduced with
permission from Ref.[150]. Copyright 2018 American Chemical Society. (c) Structure of
two core-substituted NDI monomers SS-diOEt and SS-dithiol (left) and SIM microscopy
images of annealing-induced mixing of homopolymers (right). Reproduced with permission
from Ref.[164]. Copyright 2018 American Chemical Society. (d) On the left, schematic
models of naked axle (i), [2]Rotaxane (ii) and [3]Rotaxane (iii); on the right, corresponding
1HNMR spectra CDCl3 at 298K. Reproduced with permission from Ref.[163].
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Although experimental techniques have undergone significant developments in
the recent years, that have made them more advanced, easy to use and less sensi-
tive to contamination, obtaining a comprehensive understanding of supramolecular
polymers and molecular machines remains challenging. The complexity of these sys-
tems, their sensitivity to the external environment, and the need for high-resolution
characterization (both in space and time), make it difficult to fully characterize their
properties and behaviour.

1.5 The potential of multiscale molecular modelling

In the recent years, computational studies have offered a fundamental support in the
field of material science and engineering, providing a detailed understanding of the
properties and dynamics of self-assembled materials, that complement experimental
data.
The reliability of in silico methods in the examination of natural self-assembled
materials has been established through a number of studies[165–170]. Self-assembly
processes can occur over a range of timescales, from nanoseconds (formation of
metal organic frameworks[171]) to minutes or even hours (slow protein folding[172]),
and can involve systems spanning from nanometres (nanoparticles) to microns or
millimetres (large polymers). Due to this complexity, multiscale molecular mod-
elling approaches are often required to study self-assembly processes and materials.
Multiscale molecular modelling allows for simulating self-assembled systems at
different levels of detail, ranging from the quantum, atomistic, coarse-grained, to
the meso scales. Each of these techniques captures relevant physical and chemical
phenomena that occur at specific timescales (Fig. 1.6). By combining different
modelling approaches, it is possible to explore a vast range of phenomena that occur
across different time and spatial scales, such as local motion[173, 174], protein
folding[175, 176], and crystal formation[177, 178].

The application of computational methodologies in the field of supramolecular
chemistry is a rapidly developing area of research. One area of focus is dedi-
cated to gaining a deep understanding of the structure, the key interactions between
monomers, and fundamental factors controlling the supramolecular assemblies, typ-
ically when the initial structures are already available (from, e.g. X-ray, database.
See Fig. 1.7a-b).



18 Introduction

Fig. 1.6 Multiscale molecular modelling: characteristic timescales and space scales that can
be explored by each method.

In this context, quantum mechanical calculations and ab initio simulations guarantee
the highest level of resolution, but the high computational cost limits their applica-
tions to simple aggregates[179, 180].
All-atom (AA) molecular dynamics (MD) allow simulating larger systems, and have
been recently employed to explore a variety of supramolecular materials[181, 182].
In a remarkable example, molecular mechanics (MM) and MD have been recently
employed for in-depth characterization of the helical arrangement in C3 symmetric
BTA-based compound[183], unequivocally revealing the preference for one helical
twist over the opposite. Combined molecular mechanics (MM) and all-atom MD
simulations allowed for a structural investigation of bisurea-based supramolecular
polymers[184]. The in-depth analysis of the energy landscape identified three distinct
structures similar in terms of stability (straight, helical and zigzag), all stabilized by
hydrogen bonds. Similar bisurea-based tubular structures have been simulated in
different organic solvents[185], suggesting that enthalpic stabilization is responsible
for the enhanced stability of these assemblies in toluene.
The investigation of supramolecular polymers in polar solvents using molecular
simulations is particularly useful, since the experimental characterization is hindered
by the increased complexity of water-soluble monomers and hydrophobic effects.
Pavan and coworkers have extensively used atomistic MD simulations to study both
chiral and achiral BTA-based supramolecular polymers in water[186] (Fig. 1.7b),
showing that the fibres fold under the influence of hydrophobic effects and that
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small changes in the monomeric building block can lead to significant changes in the
structure and dynamics of the polymer. Additionally, the cooperative self-assembly
of 1,3,5-benzenetricarboxyester (BTE) – a derivative of BTA that lacks the ability
to form hydrogen bonds (the amide group is replaced by an ester group) – was
explored[187]. The findings of this study highlighted hydrogen bonds as the key
interaction leading to the fibre growth, and further proved the link between the
structure of the monomer and the dynamic and the properties of the polymer.
A second area focuses on the spontaneous aggregation of randomly dispersed
monomers in solution (Fig. 1.7c-d), with a number of examples in literature describ-
ing the process with atomistic resolution[188–190].
However, observing the formation of longer aggregates is simply prohibitive within
the timescale accessible to atomistic classical MD simulations. To explore larger
ordered aggregates while retaining the atomistic resolution, enhanced sampling
approaches can be used. In this area, Chami and Wilson[191] carried out multiple
steered molecular dynamics (SMD) in aqueous solution to calculate the binding
free-energy in stacks of two, three, and eight monomers, proposing a isodesmic
aggregation mechanism. Bejagam and coworkers[192] used Adaptive Bias Force
(ABF)[193] to demonstrate the cooperative nature of the self-assembly of BTA in
organic solvent. Replica exchange methods have been effectively employed to study
the supramolecular polymerization of BTA in explicit methylcyclohexane, success-
fully reproducing the helical H-bonding pattern of the polymer[194].
These techniques enable the exploration of longer timescales while maintaining atom-
istic details, but the associated computational cost remains extremely high due to the
large size of the systems under investigation. One way to simplify the description of
complex self-assembly processes is to use a coarse-grained (CG) representation. By
replacing groups of atoms with single pseudo-atoms, the CG description drastically
reduces the number of simulated particles and enables the use of larger integration
time steps. This significantly decreases computational costs while preserving essen-
tial system features, facilitating the exploration of larger length and timescales (see
Section 2.4, in the next Chapter).
In 2015, the group of Balasubramanian published a CG force field model capable
of modelling the self-assembly of BTA in nonane in one-dimensional stacks, intro-
ducing a dipole point[195]. The non-bonded interactions between the CG beads
were carefully set through radial distribution function (RDF) matching, and then
further optimized to accurately reproduce dimerization and solvation free-energy
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profiles. Following a similar procedure, Bochicchio and Pavan developed a CG
model of BTA based on the MARTINI force field, with the notable advantage of
transferability[196]. These seminal works paves the way for the future control of the
structure-property relationships of similar BTA-based assemblies.
The combination of the aforementioned tools opens up a plethora of new possibilities
for investigating the intrinsic dynamic properties of supramolecular polymers. By
combining AA, CG, and advanced simulation techniques (Metadynamics, infrequent
Metadynamics), Bochicchio et al. were able to achieve a molecular-level description
of the mechanism, pathway, and kinetics of monomer exchange in various solvents,
that has never been achieved so far[197]. Their findings revealed that the monomer
exchange starts from the defects along the fibres and progresses in a step-wise manner.
The detachment of the monomer from the stack to the surface was observed to occur
in the µs timescale, while its diffusion in water takes place in the ms timescale[197].
From an higher perspective, implicit coarse-grained models and simulations have
demonstrated that supramolecular polymers can be viewed as complex molecular
systems, allowing us to study the way they communicate and exchange molecular
fragments with each other, and with the surrounding environment[198] (Fig. 1.7d).

The potential of molecular modelling in the study of molecular machines is a
noteworthy aspect of this field. The delicate nature of molecular machines, in which
small changes in the surrounding environment, such as solvent composition, tem-
perature, pH, and external stimuli, can have a significant influence on the dynamics
of their subcomponents, requires precise characterization. Some experimental tech-
niques that are used to study molecular machines operate under specific (sometimes
extreme) conditions, such as dry environments or low temperatures. In this context,
molecular modelling serves as a “virtual microscope” to study and characterize
molecular machines behaviour in various environments at an atomic level, by simply
varying some simulation input parameters, overcoming the limitations of traditional
experimental techniques.
Density Functional Theory (DFT) calculation have been applied in a number of stud-
ies to understand the photo- or thermo-isomerization of molecular motors[200–202].
MD simulations have been employed in various studies to predict the structures and
properties of several interfaces, like air/water[203], or Au(111) surface[204], and
compare the results with experimental data. Zazza et al. combined MD and DFT to
examinate hydrogen-bond network and the conformational flexibility of a neutral
redox-responsive bistable rotaxane[205].
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Fig. 1.7 (a) “Top-down” approach for studying supramolecular polymers, starting from
preassembled stacks. (b) MD simulations of BTA-based supramolecular polymers in water.
Reproduced with permission from Ref.[186]. (c) “Bottom-up” approach for studying self-
assembly from free randomly dispersed monomers. (d) Self-assembly simulations of 500
CG particles modelling the behaviour of complex supramolecular systems. Reproduced
with permission from Ref.[198]. The schematic views in panel (a) and (c) are adapted with
permission from Ref.[181]. (e) On the left, schematic representation of the shuttling of
rotaxanes. On the right, free-energy of the translational movement of the macrocycle, in
various solvents. Reproduced with permission from Ref.[199].

On the other hand, the study of the molecular motion in self-assembled molecular
machines is particularly challenging, due to the slow dynamics of these systems. In
fact, the shuttling between binding stations is typically a rare event, occurring at a
timescale that exceeds the classical AA simulations capability. This highlights the
need for advanced computational methods that can capture the slow dynamics of
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molecular machines and provide a deeper understanding of their behaviour and mech-
anism of action. The extensive work done by Cai and coworkers[199, 206–210] is an
excellent example of how our understanding of molecular machines can benefit from
enhanced sampling methods. By utilizing MD and ABF methods, they were able
to effectively study the influence of various environmental factors such as solvent,
pH, and ionic strength on the shuttling of molecular machines. In a notable example,
they explored the motion of an amide-based rotaxane in different solvents and de-
coupled the shuttling process into the possible movements. Free-energy calculations
and decomposition in physical contributions allowed them to gain insights into the
driving forces responsible for the shuttling in the various solvents[199] (Fig. 1.7e).
Furthermore, the team investigated the influence of the structure on shuttling rates by
computing the free-energy profiles at different lengths of the axle[208]. The findings
of the study suggest that the free-energy barrier increases with longer linkers, up to a
certain length.

The aforementioned studies provide a strong foundation for the field of molecular
simulations of supramolecular systems, and they represent the current state of the
art, while still non-exhaustive due to length limitations. Despite these advances, a
true multiscale understanding of the dynamical behaviour of these systems, spanning
multiple space and timescales and linking the atomistic details of the monomers’
interactions with the complex behaviour of their assemblies, is still lacking. This now
brings us to the aim of the research performed during my PhD, which is described
herein.

1.6 Aim of the Thesis

The aim of my PhD Thesis is to address the existing knowledge gap in the sim-
ulation of supramolecular systems by employing advanced multiscale modelling
techniques for high-resolution, long-timescale simulations. While not developing
new methodologies, my research applies existing cutting-edge methods to study
new and unexplored problems in supramolecular systems, with a particular focus
on their dynamic behaviour. Understanding the dynamic aspects of these systems
with a submolecular resolution is fundamental for supporting the design of materials
that exhibit controlled and predictable behaviour. However, this knowledge is still
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lacking in the current state of research. My goal is to bridge this gap by providing
unique insights into the mechanisms that regulate the dynamics of supramolecular
systems, thereby enhancing our overall comprehension of these systems. By utiliz-
ing enhanced sampling techniques, my work aims to overcome the slow dynamics,
timescale limitations, and computational costs associated with traditional molecular
simulations in this field. Additionally, through enhanced sampling methods, I am
able to obtain energetics and kinetics information, that can be used to identify rate-
limiting steps in the explored processes and eventually aid in the design of strategies
to overcome them. To simplify the description of complex molecular systems while
preserving their essential features, I will develop coarse-grained models. These
models will help to overcome the computational cost of high-resolution simulations
and enable the investigation of systems that are too complex for atomistic models.
Furthermore, my research seeks to complement experimental findings by providing
insights into molecular interactions and dynamic behaviour at a level of detail that is
not accessible by experiments. Therefore, I will work closely with experimentalists
to ensure that my simulations can provide valuable insights into the systems under
investigation, highlighting the mutually beneficial relationship between experimental
and computational methods. Overall, by applying existing advanced multiscale
modelling methodologies to study supramolecular systems at an unprecedented
resolution, my PhD Thesis aims to advance our understanding of supramolecular
systems and contribute to the design of more efficient and effective materials in the
future.



Chapter 2

Methods

Molecular modelling and computer simulation have proven to be fundamental tools
for understanding the behaviour of molecular systems. They allow for predicting
structural, thermodynamic and dynamic properties of molecules, providing an under-
standing of complex molecular systems at the atomistic level. The ability to simulate
the behaviour of molecules with thousands of atoms in silico has opened up new
opportunities for research and innovation in a wide range of fields, including drug
discovery, protein folding, and material science.
The aim of this chapter is to provide a comprehensive overview of the theoretical
background behind molecular modelling and simulations, which will serve as the
foundation for the research presented in this PhD thesis.1

I will start from a few relevant basic concepts of statistical mechanics[212], and
then provide an overview of molecular mechanics and force fields[211], including
both atomistic and coarse-grained representations. I will then discuss the molecular
dynamics methods and finally, the enhanced sampling techniques I employed in my
Thesis, such as Umbrella Sampling and Metadynamics, which are used to overcome
the limitations of traditional simulations and obtain a more complete picture of the
system under study.

1Parts of this section are adapted from Ref.[211]. The mathematical notation is adapted from
Ref.[212].
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2.1 Theoretical Background

Let’s consider a system of N particles in three dimensions. The state of the system
is determined by Newton’s second law. This law completely determines the full
set of positions

{
r1
(
t
)
, ...,rN

(
t
)}

and momenta
{

p1
(
t
)
, ...,pN

(
t
)}

of each particle
in the system at any time t. It is, therefore, possible to fully characterize an N-
particle system in three dimensions by specifying 6N numbers at any instant of time,
three coordinates and three momenta per particle. These 6N numbers, that define
the microscopic state of the system at a given time, represent a point in the 6N-
dimensional space of all the possible degrees of freedom of the system, called phase
space. The evolution of the system in time generates a trajectory. The associated
total energy, expressed as a function of the positions and momenta, is given by the
Hamiltonian H:

H (r1, ...,rN ,p1, ...,pN) = K (p1, ...,pN)+U (r1, ...,rN) (2.1)

where U is the potential energy, and K is the kinetic energy of the system, given by:

K (p1, ...,pN) =
N

∑
i=1

p2
i

2mi
(2.2)

Using the Hamiltonian formulation of classical mechanics, the equations of
motion can be obtained from the Hamiltonian using the following relationships:

ṙi =
∂H
∂pi

, ṗi =−∂H
∂ri

(2.3)

Hamilton’s equations of motions are completely equivalent to Newton’s second law
of motion and describe the trajectory in the phase space of a system subject to initial
conditions.

Statistical mechanics is based on the concept of statistical ensemble. A statistical
ensemble is the collection of all individual microscopic configurations that share the
same thermodynamic properties (such as temperature, volume, total energy). The
most important statistical ensembles are:
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• The Micro-Canonical ensemble (NVE), it is the collection of microstates with
constant number of particles, volume and total energy, and it corresponds to
an isolated system where energy is conserved;

• The Canonical ensemble (NVT), it is the collection of microstates with constant
number of particles, volume and temperature, and it corresponds to a closed
system in thermal equilibrium with a heath bath;

• The Isothermal-Isobaric Ensemble (NPT), it is the collection of microstates
with constant number of particles, pressure and temperature, and it corresponds
to a closed system in contact with a heat bath and subject to external pressure;

• The Gran-Canonical Ensemble (µVT), it is the collection of microstates with
constant volume, temperature and chemical potential; the energy and the
number of particles can change, hence it corresponds to an open system.

The introduction of ensembles by Gibbs implies that it is not necessary to know
the precise motion of every particle in a system to know their properties, but it is
sufficient to average over a large number of different microscopic configuration of
the ensemble. Once the ensemble is defined, the average value of the observable A(r,
p) is then obtained performing an ensemble average:

⟨A⟩=
∫∫

A
(
r, p
)
P
(
r, p
)
drdp (2.4)

The quantity P
(
r, p
)

is the probability density of the ensemble. In the canonical
ensemble, the probability density is the Boltzmann distribution:

P
(
r, p
)
=

1
Z

e−βH(r, p) (2.5)

where β = 1/kBT , kB is the Boltzmann’s constant and T is the temperature. The
quantity Z is known as partition function, and it is a measure of the number of
accessible microscopic states in a given ensemble, and it is different in each ensemble.
For the canonical ensemble, it is:

Z =
∫∫

e−βH(r, p)drdp (2.6)

The ergodic hypothesis, which is at the essence of molecular dynamics, lies in the
idea that, given a sufficiently long time, the dynamics of a system will visit all the
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phase space with equal probability. This allows to replace the ensemble average,
which represents the average behavior of a large number of identical systems, with
the time average obtained from a single trajectory of the system over an extended
simulation time:

⟨A⟩= Atime (2.7)

The average value of an observable A over a trajectory is given by the time average:

Atime = lim
τ→∞

1
τ

∫
τ

0
A(r(t),p(t))dt (2.8)

In molecular simulations, discrete time steps are used, so the equivalence becomes:

⟨A⟩= 1
M

M

∑
n=1

A(x(tn)) (2.9)

where M is the number of time steps and tn is the simulation time.
The region of phase space that is explored in simulation time is the integration
domain. This region cannot be infinite, due to limited computational resources, and
it is therefore necessary to choose an appropriate integration domain that is relevant
to our research question and can be compared with experimental data. Depending
on the systems we are studying, different integration domains may be required to
obtain equilibrium values. For example, if we are studying a simple gas of atoms,
nanoseconds of simulation time may be sufficient to reach equilibrium. If we are
studying a complex process, it may take microseconds or more to reach equilibrium,
because the process has many and slow degrees of freedom. However, what is impor-
tant to compare with experiments is not always the equilibrium value. Sometimes
we may be interested in the properties of the system before it reaches equilibrium, or
in the dynamics of how it approaches equilibrium. For example, if we are studying a
polymerization process, we may want to know the mechanism of formation, which
is not captured by equilibrium values. Or, if we are studying the motion of molecular
machines, we may want to know how fast or slow the transition between metastable
states occurs, or what the effects of external factors are. Therefore, when we choose
the integration domain for our simulations, we need to consider both the physical
characteristics of our system and the experimental data that we want to compare
with.
The finite timescale that can be explored has practical implications for both the accu-
racy and interpretation of MD simulations. One implication is that finite sampling
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timescales may introduce errors or biases in the estimation of thermodynamic and ki-
netic properties of molecular systems, such as free energies, entropies, reaction rates,
etc. Another implication is that finite sampling timescales may limit the applicabil-
ity and usefulness of MD simulations for certain problems or systems that require
long timescales to be observed or predicted. To overcome these challenges, various
enhanced sampling methods have been developed to accelerate the exploration of
phase space and thus extend the accessible timescales in MD simulations, that will
be discussed in Sec. 2.6.

2.2 Molecular Mechanics and Force Fields

Molecular modelling includes all the theoretical and computational methods that are
used to model molecular systems, simulate their behaviour and study their properties
by solving the equations of quantum and classical physics. As computer power is
continuously increasing, it is possible to model and simulate even large and complex
molecular systems (e.g. proteins, nucleic, polymers) with high details. Molecular
mechanics is one of the methods in molecular modelling, and it uses the law of clas-
sical mechanics to describe molecular systems. The main assumption to move from
a quantum to a classical description is the Born-Oppenheimer approximation[213].
This approximation allows to separate the motion of the atomic nuclei and the motion
of the electrons in a molecule. This is based on the fact that the nuclei are much
heavier and slower than the electrons, and therefore their positions can be considered
as fixed while the electrons move around them. This way, we can write the potential
energy surface as a function of only the nuclear coordinates, and ignore the electron
motion. In molecular mechanics, molecules are described as charged points (the
atoms), which are connected by covalent bonds and interact with other particles via
non-bonded interactions.
The potential energy function U in Eq. 2.1, can be described using a general func-
tional form, that is function of the atomic coordinates rN . Let V this functional form,
also known as force field, it can be expressed as:

V =Vbonded +Vnon−bonded (2.10)
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Fig. 2.1 Schematic representation of the main contributions in molecular mechanics force
fields.

where the two term are given by the following summations:

Vbonded =Vbonds +Vangles +Vdihedrals (2.11)

Vnon−bonded =Velectrostatics +VvanderWaals (2.12)

Each term in the above equations (see Fig. 2.1 for a schematic representation of
the terms) can be modelled in different ways and using different functional forms
and parameter sets. Many of the molecular modelling force fields available in the
literature use a functional form that describes how the energy changes as a deviation
from reference values of bonds or angles, as a consequence of bond rotation, or due
to the interaction between non-bonded parts of the system:

V
(
rN)= ∑

bonds

kbi

2
(
li − li,0

)2
+ ∑

angles

kθi

2
(
θi −θi,0

)2
+ ∑

dihedrals

Vni

2
(
1+ cos

(
niωi − γi

))
+

N

∑
i=1

N

∑
j=i+1

(
4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]
+

qiq j

4πε0ri j

)
(2.13)

The first term describes the interaction between pairs of bonded atoms, modelled
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with a harmonic potential, where kl is the stretching constant of the bond, li,0 is the
reference bond length (the value of the bond length when all the other terms in the
force field are set to zero), and li is the bond length. The second term describes the
deviation of angles from their reference values using again a harmonic potential,
where kθ is the force constant, θi,0 is the reference angle value, and θi is the angle
value. The third term is a torsional potential and describes how the energy profiles
changes due to rotations about bonds: Vni is related to the barriers to rotation, ni is
the multiplicity (the number of minimum points in the function), ωi is the torsion
angle, and γi is the phase factor. The last term describes the non-bonded term and,
in a simple force field, it is usually modelled using electrostatic and van der Waals
interactions.
Using internal coordinates, such as bonds, angles, dihedrals, rather than absolute
atomic positions offers some advantages. For example, internal coordinates leads
to a more intuitive potential energy function, directly associated with changes in
the structural features of the molecule and offers a more clear and intuitive physical
interpretation of each term. This choice also facilitates a systematic parametrization
process, thereby enhancing the transferability of the force field (the importance of
force fields transferability will be further discussed in Sec. 2.3).

Electrostatic Interactions

The electrostatic interaction between two atoms is calculated using Coulomb’s law:

Velectrostatic =
qiq j

4πε0ri j
(2.14)

where q are the partial atomic charges assigned to each atom, ri j is the distance
between atoms i and j, and ε0 is the vacuum permittivity. Electrostatic interaction
is a long-range interaction, as it decays as the inverse power of the distance. In
order to efficiently compute the electrostatic interactions between all pairs of atoms
in periodic systems, without introducing serious inaccuracies (e.g. using simple
truncation), advanced approaches like the Ewald summation[214], fast multipole
methods[215], or reaction field[216] are typically used.
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Fig. 2.2 The Lennard-Jones 12-6 potential used to describe van der Waals interactions
between two interacting particles, as a function of the distance r.

Van der Waals Interactions

The van der Waals potential is usually described using the Lennard-Jones 12-6 pair
potential:

VLJ = 4εi j

[(
σi j

ri j

)12

−
(

σi j

ri j

)6
]

(2.15)

The Lennard-Jones 12-6 function (displayed in Fig. 2.2) includes a repulsive part
(that decreases as 1/r12), that models the Pauli repulsion between the electronic
clouds of two atoms at short distances, and an attractive term (that decreases as 1/r6,
that models the long-range attraction. The Lennard-Jones potential has the advantage
of containing only two parameters: σi j is the collision diameter, the distance at which
the interaction between two particles is zero, and εi j is the depth of the potential
well.
The ε and σ values are usually given for pure species. The cross-interaction pa-
rameters σi j and εi j parameters can be obtained using mixing rules. The most used
combination rule is the one of Lorentz-Berthelot[217], that calculates σi j as the
arithmetic mean and εi j as the geometric mean of the values for the pure species:

σi j =
1
2
(
σii +σ j j

)
, εi j =

√
εii + ε j j (2.16)
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The computational cost of such non-bonded interactions is significantly expensive,
as the number of the interactions increases as the square of the simulated particles.
Due to the short-range nature of this interaction, that decays rapidly at relatively
short interatomic distances, the potential can be truncated, or truncated and shifted,
and calculated up to a certain cutoff distance. Beyond the cutoff, the potential can be
ignored or taken into account adding a tail-correction potential[218].

Despite the simplicity of the functional forms, force fields can give excellent
results in predicting certain properties. Another key feature of classical force fields is
their transferability, that is, the set of parameters developed for one molecule can also
be applied to similar molecules, provided that care was taken in the parametrization,
as discussed in the next section.

2.3 Force Field Parametrization

It seems quite clear that the development and parametrization of a classical force field
for non-standard molecules is not always a trivial task. The first step for parametriz-
ing a new molecule is to build the molecule and assign the atom type. The atom type
definition is fundamental for a force field, because it implicitly contains information
about the hybridization state and the neighbouring environment.
The second aspect to consider when parametrizing a force field is the charge distribu-
tion in a molecule. Many of the molecular force fields restrict the charge distribution
to the atom centres, also referred to as partial atomic charges. Several approaches
can be employed for calculating partial atomic charges. The electrostatic potential
(ESP) derived charges, are obtained fitting the charges to reproduce the quantum
mechanical potential electrostatic at a large number of grid point around the molecule.
For larger systems, quantum mechanical (QM) calculations are extremely expensive
and time-consuming. Among various semi-empirical methods, the Austin Model
1 (AM1)[219] is the one that better reproduces the charges derived from ab initio
calculations. There are many resources to derive the missing parameters. For biolog-
ical systems, the parameters can be derived from experimental data (X-Ray, neutron
diffraction) or from large databases (PDB, CSD, CCDC). When experimental data
are not available (e.g. for non-standard residues or new molecules), force fields are
parametrized using QM calculations.
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It should be kept in mind that a force field is designed to predict certain proper-
ties for a certain class of molecules and may therefore perform poorly or leads to
erroneous results in predicting other properties for different molecules. For example,
CHARMM[29], GROMOS[220] or AMBER[221] are very popular force fields de-
signed specifically for simulations of biomolecules (proteins, lipids, or nucleic acids),
while OPLS[222] has been optimized to reproduce experimental properties of liquids,
such as density or heat of vaporization. Thus, transferability is a crucial feature
for the development of a force field, because it allows the same set of parameters
to be used for different molecules. In fact, a force field may fail in predictability
because some parameters of the studied molecules are missing. For this purpose, in
2004 Kolmann et Al. developed a generalized version of the AMBER force field
(GAFF)[223], which incorporates parameters missing in traditional AMBER for
most of the organic molecules.

2.3.1 Generalized AMBER Force Field (GAFF)

GAFF is probably the most comprehensive, versatile and powerful force field avail-
able for material science. In this thesis, GAFF was widely used to parametrize all
the molecular systems, unless otherwise specified. The functional form of GAFF is
similar to other AMBER force fields:

V
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bonds
kbi
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(2.17)

The default scheme in GAFF for calculating partial atomic charges is the restrained
electrostatic potential (RESP)[224] algorithm, a modified version of the ESP method
that applies restraints to non-hydrogen atoms. The RESP charges derivation requires
ab initio calculations, that are performed using the Hartree-Fock (HF/6-31G*) level
of theory. However, since the ab initio calculation may be expensive, AM1-BCC
charge scheme[225] can be applied. AM1-BCC approach is much cheaper and uses
the semi-empirical AM1 method with a bond charge correction to obtain results
compatible with RESP charges.
Bonds and angles are modelled using harmonic potentials. The sources for the
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reference bond lengths and angles in GAFF are: 1) the AMBER database, 2) ab
initio calculations (MP/6-31G* basis sets), and 3) crystal structures. For torsional
angles parametrization, the basic idea in GAFF is to perform a torsional angle
scanning and find the set of parameters that best fit the torsional profile. Unless
special cases (such as O-C-C-O torsional angle), the energy profile in AMBER
depends only on the atom type of the central bond.

2.4 Coarse-grained Force Fields

Atomistic molecular modelling is routinely used in material science because it de-
scribes the behaviour of systems with a resolution unattainable by any experiments.
However, the number of non-bonded interactions is proportional to the square of the
number of particles in the system, and the computational effort required to simulate
such system in relevant time scales is often prohibitive. A solution that allows to
simulate larger complex systems for longer timescales is to reduce the number of in-
teracting particles used to represent the molecules, using a simplified coarse-grained
representations.
In a coarse-grained (CG) model, a group of atoms is modelled using a “pseudo-
atom”. As an example, the CG-reduction of a DPPC molecule is showed in Fig. 2.3.
In general, a CG force field can be described by a similar formula to the all-atom
force field (see Eq. 2.13), considering that some atoms are removed and their de-
grees of freedom are averaged out. A relevant consideration about coarse-graining
modelling is that the free-energy profile is smoother than the atomistic one. This
results in a faster exploration of the phase space (because the system avoid remaining
trapped in local minima) and good estimation of free-energy differences, but also in
inaccuracies of the thermodynamic properties: the coarse-graining of some degrees
of freedom affects the entropy of the simulated system, which is compensated by
reduced enthalpic terms[226]. As such, the time scale from a CG simulation should
be interpreted with caution, and speed-up factors may need to be used.
A common strategy to develop force fields for CG models is using all-atom simula-
tions as reference and find corresponding CG parameters that match some atomistic
features. Different approaches can be employed to this end. Iterative Boltzmann
inversion (IBI)[227] and inverse Monte Carlo (IMC)[228] use a target all-atom radial
distribution function (RDF) and the CG pair potential is iteratively uploaded until it
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reproduces the target RDF. The Force matching method[229] minimizes the mean
square error between the forces acting on a CG pseudo-atom and the atomistic
forces acting on the corresponding group of atoms. Other approaches for force field
parametrization, such as relative entropy minimization (REM)[230] and conditional
reversible work (CRW)[231], have been widely employed in the literature to study
lipids, biomolecules and polymers. Several software tools, such as VOTCA[232],
BOCS[233], Magic[234], PyCGTOOL[235], implement these approaches for tuning
bonded interactions. With the advent of machine learning, the development and
accuracy of CG models has been significantly accelerated. Within this context, our
research group has developed a framework called SwarmCG[236–238], that is based
on fuzzy self-tuning Particle-Swarm-Optimization (FST-PSO)[239]. This framework
is designed to optimize both bonded and non-bonded parameters, by incorporating a
combination of top-down (experimental data) and bottom-up (AA-MD simulations)
reference information.

Fig. 2.3 Schematic representation of coarse-grained modelling of DPPC. On the left, the
atomistic model used as reference. On the right, the reduced coarse-grained model.
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2.4.1 Martini Force Field

MARTINI[240] is probably the most used CG force field. It was originally designed
to model lipid membranes, and then extended to a variety of molecules, such as
proteins, nucleic acids and polymers. The MARTINI force field is based on a 4
to 1 mapping, which means that up to four heavy atoms are modelled by a single
MARTINI bead (all the hydrogens are neglected). Four bead types are defined,
depending on the chemical nature of the atomic group: polar (P), apolar (C), non-
polar (N) and charged (Q). The MARTINI beads are either divided based on their
hydrogen-bonding capabilities (donor, acceptor, both, none), and based on the polar-
ity (from 1, low polarity, to 5, high polarity). More accurate descriptions (more bead
types, different sizes, improved interactions) were further introduced in MARTINI
2[241] and MARTINI 3[242] to better capture specific interactions and extend the
applications. The MARTINI force field can be typically described by:

VMART INI =Vbonds +Vangles +VLJ +Vele (2.18)

In this representation, non-bonded interactions between interacting particles are
described by a Lennard-Jones (12-6) potential, where the minimum distance of
approach σi j is assumed 0.47 nm, for regular beads, or 0.34 nm and 0.41 nm, for
tiny and small beads, respectively, and the strength of interaction εi j depends on
the type of the interacting particles and is defined for all possible pairs. The non-
bonded parameters were optimized to reproduce some thermodynamic properties,
such as the free-energy of vaporization, hydration and partitioning between water and
some organic phases. Charged groups (Q types) interact via electrostatic Coulomb
potential. Bonded parameters are modelled using simple harmonic potentials, based
on atomistic geometries. Equation 2.18 can be therefore written as:
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The particle types assignment based on chemical similarity and the use of standard
interactions make the reduction from an atomistic to a CG representation straightfor-
ward and intuitive.
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The accuracy of MARTINI compared to all-atom force fields depends on the property
and system being studied. In general, MARTINI can accurately replicate the struc-
tural and thermodynamic properties of biomolecules, but it may have inaccuracies
in capturing the kinetics. For example, MARTINI can reproduce the membrane
thickness, area per lipid, and bending modulus of lipid bilayers with good agreement
with experiments and all-atom simulations[241]. MARTINI can also reproduce the
conformational flexibility of proteins with reasonable accuracy[243, 244]. However,
MARTINI may overestimate the diffusion coefficients of molecules in solution. The
comparison of diffusion constants of alkanes and lipids[240] indicates MARTINI is
3-8 times larger than all-atom force fields. A standard conversion factor of 4 can be
applied when interpreting the results from MARTINI models, which is the speed-up
factor of water dynamics when compared to real water. The overall dynamics of
other processes, such as water permeation across a membrane, lipid aggregation
into bilayers or vesicles, and self-diffusion of lipids, transmembrane peptides, and
proteins, are accelerated by the same order of magnitude[245]. It is important to
note that the speed-up factors may vary in other systems, and care should be taken
when interpreting the time scale of MARTINI simulations. Nonetheless, despite
the observed difference in diffusion constants, MARTINI models – and CG models
in general – are highly valuable for studying the dynamics of large systems, en-
abling comparisons between different dynamics and providing insights into system
behavior.

2.5 Molecular Dynamics

Molecular Dynamics (MD) is a computer simulation method that can predict the
motion of atoms and molecules by solving the equations of motion, and the generated
trajectories are used to calculate average properties of systems.

2.5.1 Periodic Boundary Conditions

In order to simulate a realistic system using a relatively small number of particles
periodic boundary conditions (PBC) are often used in computer simulations. PBC
are used to approximate an infinite system by repeating a small part called a unit
cell. The unit cell has images or copies that surround it in all directions, forming a
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Fig. 2.4 Schematic representation of three-dimensional periodic boundary conditions (PBC).

periodic lattice (see Fig. 2.4). If, during the simulation, a particle leaves the box it is
replaced by an image particle that enters from the opposite side. A method to apply
PBC in molecular dynamics simulations is the minimum image convention. The
minimum image convention states that each particle in the unit cell interacts only
with the closest image of the other particles in the system. Consequently, the size of
the box has to be large enough to avoid multiple interactions between particles and
their images. This also means that the cut-off radius for the non-bonded interactions,
such as Lennard-Jones or Coulomb, cannot exceed half the shortest box vector.

2.5.2 Integrating the Equations of Motions

MD solves equations of motion numerically and generates trajectories for a system
of N interacting particles. According to the Newton’s second law, the acceleration of
a particle of mass mi along the position r is:

d2ri

dt2 =
Fi

mi
(2.20)

For a general N-particle system, the force Fi acting on the particle i is a function of
the position of all the N particles. The solution of the equations of motion cannot
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be found analytically, but requires a numerical integration scheme. The principle
of integration schemes is that the integration is decomposed in small stages, each
separated in time by a fixed time discretization parameter ∆t, called time step. The
total force on each particle at time t is calculated as the sum of the interactions with
the other particles and, from the force, the acceleration, velocity and position at time
t are used to obtain velocity and position at time t+∆t. The choice of the time step is
a crucial step in MD, as it determines the accuracy and efficiency of the numerical
integration of the equation of motions. The time step should be small enough to
capture the fastest motions and vibrations in the system, but not too small to waste
computational resources and limit the accessible timescales. A simple guideline
is to choose a time step that is one-tenth of the period of the fastest motion in the
system. For example, for an atomistic system with C-H bonds, which have a period
time of 10 fs, a time step of 1 fs is recommended[211]. One possible strategy to
increase the integration time step without affecting significantly the accuracy of
the simulation is to use constraint algorithm, that keep some internal coordinates
fixed at their equilibrium value during the simulation, typically the highest frequency
motion present in the system. LINCS[246] and SHAKE[247] are two commonly
used algorithm to apply constraints. The simplified description of CG force fields
neglets some degrees of freedom of the atomistic representation, thus allowing for
larger time steps. Time steps of 20-30 fs can be used for MARTINI force field. Using
time steps lower than 10 fs is not efficient, while time steps of 40 fs and larger may
introduce artifacts or cause numerical instabilities. There are different integration
methods, for example the Verlet algorithm[248], the velocity Verlet algorithm[249]
and the leap-frog algorithm[250]. All of them use Taylor expansions to approximate
the position of a particle at time t+∆t:

ri
(
t +∆t

)
≈ ri

(
t
)
+∆t ṙi

(
t
)
+

1
2

∆t2r̈i
(
t
)

(2.21)

Since ṙi(t) = vi(t) and r̈i = Fi(t)/mi, Eq. 2.21 can be written as:
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t
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(2.22)
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The Leap-Frog algorithm

The default MD integrator implemented in the MD engine used in this Thesis is the
leap-frog algorithm. The leap-frog algorithm uses the following relationships:
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t +∆t

)
= ri
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+∆tvi
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1
2
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(2.23)

vi

(
t +

1
2

∆t
)
= vi

(
t − 1

2
∆t
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+

∆t
mi

Fi(t) (2.24)

The algorithm starts from velocities at time t − 1
2∆t and accelerations at time t –

determined from the forces Fi(t) – to calculate velocities at time t + 1
2∆t; Then,

from the velocities just obtained and positions at time t, positions at time t +∆t are
calculated. The velocity at time t is calculated as:

vi(t) =
1
2

[
vi
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)
+vi

(
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2
∆t
)]

(2.25)

MD Algorithm

The first step to perform an MD calculation is setting up the initial conditions of
the system. Starting from the coordinates of the input structure (that can be taken
from experimental structures, databases, or properly prepared with specific software
packages), the initial velocities of each particle are generated from a Maxwell-
Boltzmann distribution at a given temperature. The algorithm continues calculating
the forces acting on each atom and the time integrator updates the positions and
velocities of the atoms. The last two steps are repeated for a certain number of
steps until an equilibrium state is reached. Once the equilibrium is established, the
thermodynamical properties (e.g. temperature, pressure, energy) can be calculated
as time averages.

2.5.3 Stochastic Dynamics

In many molecular systems, we are mainly interested in the behaviour of the solute.
Additionally, the solvent’s degrees of freedom are the most computationally expen-
sive part. A widely employed approach to tackle these problems is the incorporation
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of the solvent effects into the MD of the solute particles. Stochastic Dynamics relies
on Langevin equations and considers the forces acting on a particle as the result of
three contributions. The first contribution results from the interaction between the
reference particle and all the other particles in the simulation box. This force Fi is a
function of the relative positions of the particles, and it is modelled by a potential
of mean force (PMF). The frictional term is the term that describes the drag force
that a particle experiences when moving in a fluid. This frictional force F f rictional is
proportional to the velocity v of the particle and the friction coefficient ξ :

F f rictional =−ξ v (2.26)

The friction coefficient is proportional to the friction constant γ by the relationship
γ = ξ/m. The inverse of the friction coefficient has the physical meaning of a
velocity relaxation time. The last term, indicated as R, comes from occasional
impacts of the particles with molecules of the surrounding medium. The Langevin
equation for the particle i can be therefore written as:

mi
d2ri

dt2 = Fi
(
r
)
− γi

dri

dt
mi +Ri (2.27)

The second fluctuation-dissipation theorem[251] establishes the fundamental rela-
tionship between the friction term and the random force in the Langevin equations. At
thermal equilibrium, the strength of the fluctuations is proportional to the magnitude
of the friction acting on the system[252].

Some assumptions are made about the terms in Eq. 2.27 in different simulation
methods. Fi is assumed constant over the time step of integration, γi is independent of
time and position and the random force Ri is uncorrelated with positions, velocities,
and forces acting on particles.

Various integration methods are used to integrate Langevin equations of motion[253–
255]. In GROMACS, the friction and the noise terms are applied in an impulse
fashion[256].

The main advantage of stochastic dynamics is that the computational time is
drastically reduced, not only because of the smaller number of particles that are
simulated but also because longer time steps can be used. In fact, in this Thesis, I
employed stochastic dynamics as a method for simulating coarse-grained molecular
systems. In this context, many fast degrees of freedom that are not essential for
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long-time scale dynamics are eliminated. This increase the numerical stability of
the integration scheme, allowing larger time steps to be used, similar to what was
discussed in Sec. 2.5.2. Generally speaking, the larger the friction coefficient, the
smaller the time step that can be used in stochastic dynamics. This is because a large
friction coefficient implies a strong damping effect on the system, which reduces its
characteristic time scale. If the time step is too large compared to the characteristic
time scale, the simulation may become inaccurate or unstable. Therefore, one needs
to choose a suitable time step that can capture the essential features of the system
dynamics under a given friction coefficient.

2.5.4 Thermostats and Barostats

Molecular Dynamics simulations are typically performed in NVT and NPT ensem-
bles, to compare simulations with experimental results.
The temperature is kept constant by using thermostats. Several temperature-coupling
algorithms are implemented within the MD engines, such as Berendsen[257], Nose-
Hoover[258, 259], Andersen[260] and velocity-rescaling[261]. All the simulations
performed in this Thesis employed the velocity-rescaling algorithm, a modified
version of the Berendsen thermostat, which corrects the deviation of the system tem-
perature from the reference, but also provides the correct kinetic energy distribution.
Similarly, the system can be coupled with a barostat to maintain a constant pressure.
The Berendsen barostat[257] scales the coordinates of the system and box vectors
every step but does not generate the correct NPT ensemble. The Parrinello-Rahman
barostat[262, 263] gives the true NPT ensemble, but it can be unstable if the system
pressure is far from equilibrium.

2.6 Enhanced Sampling and Free Energy Calcula-
tions

MD simulations (atomistic and CG) have proven to be very efficient tools for ob-
taining information on a wide range of systems. Much progress has been made in
this field, mainly due to improvements in hardware, which have made it possible to
simulate larger systems for a longer time. However, the MD-accessible timescale



2.6 Enhanced Sampling and Free Energy Calculations 43

– and thus, its application – is still limited. This limitation is given by the small
time step that can be employed, which must be smaller than the fast degrees of
freedom of the systems to ensure stability and accuracy of the simulations. In fact,
many interesting systems in biology, chemistry, or material science are characterized
by various metastable states separated by large barriers, that cannot be sampled
with standard simulations. To overcome this limitation, many enhanced sampling
techniques have been proposed – see Refs.[264–268] for some reviews – including
methods[269–274] that add an external potential to let the system escape from local
minima and explore different regions in the FES, such as Umbrella Sampling[275]
and Metadynamics[276]. These methods require first to choose a limited number of
degrees of freedom, often referred to as collective variables (CVs), that are functions
of the coordinates of the system r. If we denote s=(s1, ...,sd) the vector of d CVs,
with d ≪ 3N, and ξ = (ξ1, ...,ξd) the functions mapping the high-dimensional r in
the CVs space, the probability distribution P(s) can be obtained by integrating the
Boltzmann probability P(r) on all the other degrees of freedom at constant s:

P(s) =
∫

P(r)δ (s−ξ (r))dr (2.28)

Once P(s) is known, the free-energy as a function of s is:

F (s) =−β
−1lnP(s) (2.29)

Normally, F(s) is defined up to a constant. The constant can be ignored, as often
we are interested in free-energy differences between two metastable states.
Being the two macrostates A and B, PA = ZA/Z and PB = ZB/Z, the free-energy
difference between A and B is:

∆FA,B = FA −FB =−β
−1ln

ZA

ZB
=−β

−1ln
PA

PB
(2.30)

However, for many relevant applications (chemical reactions, protein folding,
ligand binding), it is prohibitively expensive to observe even a single transition, let
alone sample many to collect meaningful statistics. To overcome this limitation, and
if prior knowledge of the free-energy surface is available, the exploration can be
accelerated adding a potential to the MD simulations Ṽ (r) =V (r)+V bias (ξ (r)) and
the associated probability distribution becomes:
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P̃(s) =C
∫

dr δ (s−ξ (r))P̃(r) =
e−β [F(s)+V bias(s)]∫

ds e−β [F(s)+V bias(s)]
(2.31)

where P̃(r) = e−β [V (r)+V bias(ξ (r))]/Z̃ is the biased Boltzmann distribution, Z̃ =∫
dre−β [V (r)+V bias(ξ (r))] is the biased partition function, and C is a normalization

constant.

Therefore, a flat probability distribution can be obtained if V bias(s) ≈ −F(s).
In this scenario, the simulation diffuses along the landscape and the unbiased free-
energy can be obtained up to a constant as: F(s) =−V bias(s)−β−1ln(P̃(s)).

Collective Variables

Before proceeding with the discussion of the enhanced sampling methods employed
in this Thesis, it is useful to discuss the concept of collective variable and the key
role it plays for the success of the methodology.
The major disadvantage of methods based on the application of an external potential
over a few selected degrees of freedom (such as Umbrella Sampling and Metady-
namics and its variants) is that a poor choice of collective variables can generate
an incorrect estimate of the free-energy or fail to accelerate the dynamics, with no
improvement in the sampling.
There are some requirements the CVs must satisfy. The first requirement is that the
CV must have a different value in each of the metastable state and the transition
state between them. If this requirement is not met, the bias added to one state will
be indistinguishable from the bias added to any other state with the same value of
CV. The second requirement is that the biased CVs should include all the “slow”
degrees of freedom, that are not sampled by classic MD. Indeed, neglecting some
slow modes can result in the system remaining stuck in local minima or incorrectly
estimating barriers[277]. The last requirement is that the number of CVs is not too
large, because a multidimensional space requires more computational time to be
explored, and it becomes difficult to converge.
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2.6.1 Umbrella Sampling

In Umbrella sampling (US), a series of independent simulations are restrained along
the selected CV applying a bias potential. Typically, the bias applied to the system
is a harmonic potential, with the equilibrium value chosen in a set of intermediate
points of the CV space:

Wk(s) =
K
2
(s− sk)

2 (2.32)

where Wk is the bias potential of the k-th window, K is the force constant, and sk is
the reference value of s at the window k.
When performing US, care must be taken to the choice of K, the strength of the
harmonic bias. Typically, the force constant K has to be large enough to sample the
desired subset of the CV space, but not too large to ensure sufficient overlap between
the distribution of adjacent windows.

Weighted Histogram Analysis Method (WHAM)

After a proper sampling of each window is achieved, all the data from each simulation
must be combined to obtain the unbiased probability distribution and to estimate free-
energies. The weighted histogram analysis method (WHAM)[278] is probably one
of the most popular methods to calculate the free-energy profile from US simulations.
WHAM calculates the unbiased probability distribution as the weighted average of
the distribution generated from each window:

PU(s) =
N

∑
k=1

wk(s)PU
k (s) (2.33)

where N is the total number of windows, and wk are the weights and must satisfy the
condition ∑wk = 1. The coefficients wk are determined minimizing the statistical
error σ in the unbiased distribution:

∂σ2(PU)
∂wk

= 0 (2.34)
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Assuming that the error function is the same in all the N windows, and that the
sampling is adequate in each window, the weights are given by:

wk(s) =
nke−βWk(s)+βFk

∑
N
j=1 n je−βW j(s)+βFj

(2.35)

where nk are the number of samples from the k-th window. The Fk are calculated as:

e−βFk =
∫

PU(s)e[−βWk(s)]ds (2.36)

Eqs. 2.34 and 2.36 are coupled because wk(s) enters the calculation of Fk and vice
versa. The two equations must be iterated, usually starting from an initial guess for
Fk, until a self-consistent solution is reached.
A complete representation of the US scheme and reweight is showed in Fig. 2.5. One
possible strategy for assessing the convergence of the Potential of Mean Force (PMF)
– that is, the free energy surface along a given reaction coordinate or collective
variable – generated from WHAM is to compute the PMF at different time intervals
and compare the profiles. If the profiles are similar over time, it indicates convergence.
However, this condition is insufficient for more complex systems[280]. Therefore, it
is advisable to perform an error analysis to estimate the uncertainty and reliability of
the PMF. The error can be calculated with different methods, such as bootstrap[281]
or block average[282]. Bootstrap is a method that resamples the dataset generating
a new "bootstrapped" trajectory for each umbrella histogram and yields to a new
histogram of the bootstrapped trajectory. WHAM is then applied to the bootstrapped
histograms to compute a new PMF. The procedure is repeated several times. The
standard deviation of the PMF values from different resampled data sets gives an
estimate of the error[283]. Block average is a method that divides the data of the
collective variable x in each window i into blocks of different sizes, and the variance
of the x is estimated as the variance of these averages. From the variance of x in each
window, the variance of the PMF G(x) is given by[284]:

var[G(x)]≈ (K∆r)2 ·
(x−r0)/∆r

∑
i=1

var(x̄i) (2.37)
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Fig. 2.5 Schematic representation of Umbrella Sampling (US). The CV space is divided
in multiple windows, and each window is sampled independently (top row). From each
independent simulation window, one build the histogram of the configurations (second row)
and, subsequentially, the potential of mean force (PMF) (third row). WHAM algorithm
combines all the data from each simulation, to obtain the global free-energy surface. Adapted
with permission from Ref.[279].
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2.6.2 Metadynamics

In Metadynamics[276], the MD potential is combined with a history-dependent term.
Namely, the time-dependent bias, in the form of Gaussian function, is deposited in
the CV space with a user-defined frequency following the system sampling. The
Metadynamics bias at time t can be written as:

VG(s, t) =
∫ t

0
dt ′ωexp

(
−

N

∑
i=1

(
si − si(t ′)

)
2σ2

i

)
(2.38)

where σi is the width of the gaussians of i-th CV, ω is an energy rate, and it can be
expressed in terms of the gaussian height W and the deposition stride τG as:

ω =
W
τG

(2.39)

This potential gradually deposits a bias potential in the CV space, ideally obtaining
the convergence condition, i.e., allowing the system freely diffuse among metastable
states (Fig. 2.6). In this way, the sum of the underlying FES and the deposited
potential will return a uniform landscape and the inverse of the deposited potential
can be considered an estimation of F(s).
The strongest point of this technique is its twofold goal: first, it allows to “escaping
free-energy minima”, enhancing the sampling of the simulated system in a small
computational time. Secondly, at convergence, it returns a full free-energy landscape
in the chosen CVs.

However, Metadynamics also has some limitations. Firstly, it is not straight-
forward to understand when a Metadynamics simulation converges, because the
continuous bias deposition can create artefacts on the landscape. Moreover, the
system can be pushed in physically unrealistic (or at least irrelevant) regions, under
the effect of the bias. In order to tackle these issues, Well-Tempered Metadynamics
have been proposed.
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Fig. 2.6 Schematic representation of Metadynamics; On the left, the free-energy landscape
(black line) as a function of a collective variable (CV). The blue scale filled area represents
the bias potential added to the CV space at different times. On the right, the trajectory of the
system in the CV space.

Well-Tempered Metadynamics

In Well-Tempered Metadynamics[285] (WT-MetaD), the bias deposition rate de-
creases with time. The new expression of the Metadynamics potential can be written:

V
(
s, t
)
= kB∆T ln

(
1+

ωN
(
s, t
)

kB∆T

)
(2.40)

where N
(
s, t
)

is the histogram of the variable s sampled in the biased simulation,
∆T is a temperature. The change in the deposition rate is implemented by rescaling
the height of each Gaussian to:

W = ωτGe−
VG(s,t)
kB∆T (2.41)

Thus, the height of the Gaussian deposited at a given point of the CVs space is
inversely proportional to the time already spent at that point.
In the long-time limit, WT-MetaD does not converge to the negative of the free-
energy −F(S), like standard Metadynamics, but rather to:

V
(
s, t → ∞

)
=− ∆T

T +∆T
F
(
s
)
+C (2.42)

and samples the distribution P
(
s
)

∝ e−
F(s)

(T+∆T ) .
The limit case of ∆T → 0 corresponds to classical MD, while for ∆T → ∞ standard
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Metadynamics is recovered. In intermediate cases, ∆T controls the effective temper-
ature at which the CV is sampled. Thus, ∆T is a key input parameter to be tuned, as
it increases the barrier that can be crossed, but also limits the exploration of the FES
to the physically relevant regions of the CVs space. It can be expressed in terms of
the bias factor γ = T+∆T

T .

To assess the convergence of Metadynamics simulations, some preliminary steps
can be followed. Firstly, the system should diffuse rapidly in the entire space of the
CV. Secondly, one can compute the free energy surface as a function of simulation
time. At convergence, the free energy profiles at different times should be similar.
Another condition to monitor the convergence of simulation is the observation of
the time-dependent function c(t), which is an estimator of the reversible work done
by the Metadynamics bias and will be detailed in the next paragraph, and which
should grow logarithmically in the regime of convergence. If the three qualitative
conditions are satisfied, one can perform block-analysis to have quantitative signs of
convergence. Firstly, it is advisable to discard the initial part of the simulation. After
that, the simulation trajectory is divided into blocks and the histogram of the CVs
is computed in each block, as well as its error. Then, the error on the histogram is
converted into an error on the free-energy estimator. By visualizing the error as a
function of the block size, the error should increase until it reaches a plateau when
the dimension of the block exceeds the correlation time between data points. If a
plateau is observed, the convergence is reached.

Despite its undoubted advantages in boosting convergence and exploring the
phase space, it is also important to consider WT-MetaD limitations. These limitations
include the need for some a priori knowledge of the free-energy surface, in particular
regarding the depth of the free-energy wells. This knowledge is important as it
directly influences the choice of the bias factor. Another limitation – which is
common to every CVs-based method – is that the identification of a low number
of CVs to effectively explore complex events is typically difficult, making the
application of WT-MetaD not always effective or easy to handle, particularly for
complex systems. Thus, the careful consideration of these limitations is essential
when utilizing WT-MetaD for molecular simulations.
Lastly, we note that the introduction of the bias potential changes the probability
distribution. For the biased variables, the unbiased probability distribution can be
easily recovered from the sampled distribution P(s). It is not so straightforward
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for all the others degrees of freedom. Several techniques have been proposed to
reconstruct the free-energy also as a function of non-biased variables[286–288].

Reweighting Metadynamics Bias

A common way – and the most used in this Thesis – to obtain the unbiased probability
distribution from a biased simulation was introduced by Tiwary and Parrinello[288]
and takes into account the time-dependence of the bias potential. The time-dependent
constant c(t) is the logarithm of the ratio of the unbiased and the biased partition
functions:

c(t) =
1
β

Z

Z̃
(
t
) = 1

β
log


∫

dse−βF(s)∫
dse−β

(
F(s)+V (s,t)

)
 (2.43)

or, directly from the WT-MetaD run, it is estimated using the formula:

c(t) =
1
β

Z

Z̃
(
t
) = 1

β
log


∫

exp
[

γ

γ −1
βV (s, t)

]
ds∫

exp
[

1
γ −1

βV (s, t)
]

ds

 (2.44)

The average of any observable O that depends on the atomic positions will be:

⟨O(r)⟩= ⟨O(r)eβ [V (s,t)−c(t)]⟩MetaD

⟨eβ [V (s,t)−c(t)]⟩MetaD
(2.45)

Infrequent Metadynamics

The WT-MetaD framework has been extended to obtain kinetics for rare events,
introducing the infrequent Metadynamics[289].
The rate of the rare event of escaping from state A to state B is given by:

k = ωκ
ZT S

ZA
(2.46)

where ZT S and ZA are the partition functions of the transition state and of the state
A, respectively, ω is a normalization constant that depends on the temperature and
mass of the reaction coordinates, and κ is the transmission coefficient, which takes
into account recrossing events and is assumed to be equal to 1.
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In practice, the transition state is hardly visited by MD trajectories, thus it is not
trivial to have a converged value of ZT S.
Now, assuming that (i) the time taken to cross the barrier is much smaller than the time
spent in each basin, and (ii) one have some CVs that are able to distinguish between
the two free-energy basins, one can perform a Metadynamics run to gradually
enhance the probability to observe a transition. The kinetic rate from the biased
simulation can be written as:

k∗ = ωκ
ZT S

Z∗
A

(2.47)

If no bias is added to the transition state, the quantities κ and ZT S are the same as in
Equation 2.47. The ratio of k∗ and k is called acceleration factor α:

α
(
t
)
≈ ZA

Z∗
A
= ⟨eβV

(
s,t
)
⟩MetaD (2.48)

The angular brackets ⟨...⟩MetaD indicate an average over the Metadynamics run and
V(s, t) is the Metadynamics bias.
Assuming that conditions (i) and (ii) are met, another crucial condition for the
method’s success is to prevent depositing bias over the transition state. This can be
achieved by reducing the deposition rate between two consecutive Gaussians.
The real (unbiased) transition time tt is obtained as:[268]

tt =
nMD

∑
i

dteβVti

(
s(ti),ti

)
(2.49)

where nMD are the total MD steps, ti = i dt is the MD time at the i-th time step and
Vti
(
s(ti), ti

)
is the Metadynamics bias at time t = ti.

By performing multiple simulations, one can build an empirical distribution of escape
times. The reliability of the dynamics reconstructed from Metadynamics can be
assessed[290] by performing a statistical test that evaluate how well the computed
distribution fit with the ideal Poisson distribution, expected for rare events:

Pn≥1 = 1−P0 = 1− e−
t
τ (2.50)

where τ is the characteristic timescale of the transition.
In this Thesis, to quantitatively compare the theoretical and empirical distribution,
the Kolmogorov-Smirnov (KS) test[291] has been performed.
The barrier associated to the transition ∆G‡ can be calculated from the Eyring
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Fig. 2.7 Schematic description of the infrequent Metadynamics approach: N single-transition
replicas are run in parallel; the transition time collected from each replica (t1, t2, . . . , tN) is
used to build an empirical cumulative distribution function (on the right, a black step identifies
each time) that is fitted with a Poissonian distribution function (red curves). Statistical tests
(e.g. Kolmogorov-Smirnov test) must be performed to assess the reliability of the empirical
distribution.

equation, using the constant rate k∗ calculated at the previous step:

k∗ =
κkBT

h
e
−∆G‡

RT (2.51)

where κ is the transmission coefficient (equal to one in the no-recrossing assumption
of transition state theory), kB is Boltzmann’s constant and h is Planck’s constant.
A schematic representation of the infrequent Metadynamics principles is showed in
Fig. 2.7.

2.7 Analysis of MD simulations

2.7.1 Mapping auxiliary variables in CV space

In this Thesis, I used the approach described by Gimondi et Al.[292] to build maps
of auxiliary variables in CV space (e.g. number of hydrogen bonds, SASA, enthalpy
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and entropy). Adopting the notation of the reference paper, s is the set of CVs where
the system is mapped and s̄ is the auxiliary variable. Each point in s represents an
ensemble of degenerate configurations. One can define a local probability density
for s̄, for any values of s, namely the conditional probability density of s̄ under a
constraint on the value of s:

p(s̄|s) =

∫
e−βF(s|s̄)

δ (s− s')ds'∫∫
e−βF(s|s̄)

δ (s− s')ds̄ds
(2.52)

From the probability density, p(s̄|s) one can compute the ensemble average of s̄
over the ensemble of configurations degenerates in s:

⟨s̄⟩s =
∫

s̄p(s̄|s)ds̄ (2.53)

2.7.2 Enthalpic and Entropic Contribution to the Free Energy

The WT-MetaD simulations allow us to compute the projection of the free-energy
surface on the space of the collective variables. The Gibbs free-energy can be written
as the sum of the enthalpic and the entropic part:

∆G(s) = ∆H(s)−T ∆S(s) (2.54)

The approach proposed in Ref.[292] and recently applied for studying the early
stage of nucleation of metal-organic frameworks[293] was employed here for a
systematic breakdown of the free-energy surface. The enthalpic contribution to the
free-energy is:

∆H(s) = ∆U(s)+P∆V (s) (2.55)

where P is the pressure and V(s) is the volume, and U(s) is the sum of the ensemble
averages of the potential and kinetic energy:

U(s) = ⟨EP⟩s + ⟨EK⟩s (2.56)

At this point, it is worth noting that for negligible variations of the volume mapped on
the CV space, the term P∆V(s) is constant, and the enthalpy reduces to the ensemble
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average of the internal energy on s U(s). Moreover, at constant temperature, the
kinetic energy does not depend on s, and the internal energy reduces to the potential
energy of the system ∆EP(s).
For systems immersed in explicit solvent, as for the systems analyzed in Chapter 6,
the potential energy of the system can be further decomposed as follows:

∆EP(s) = ∆⟨ESolute
P ⟩s +∆⟨ESolvent

P ⟩s +∆⟨ESolute−Solvent
P ⟩s (2.57)

The Eq. 2.57 can be reduced, noting that the term ∆⟨ESolvent
P ⟩s is independent from

the value of the CV, s.
In conclusion, the enthalpy mapped on the CV space reduces to the ensemble average
of the potential energy of the system along the CV, and the entropy can be obtained
by difference.

2.8 Software

The GROMACS simulation package[294, 295] was used to run all the simulations
in this Thesis. The PLUMED plugin[296, 297] was used to bias MD simulations
and perform analysis on trajectories. Non-standard molecules were created in
Avogadro[298] and then parametrized with the AMBER package[299]. Ab initio
calculations for charges derivation were performed using Gaussian software[300]
(RESP charges) or am1bcc module[301] in AMBER (BCC charges). VMD[302]
was used to visualize trajectories and render snapshots. Blender software[303] was
used to model and render 3D models.



Chapter 3

Controlling the length of porphyrin
supramolecular polymers

This work has been carried out in collaboration with the experimental group of
Prof. E. W. Meijer, at the Eindhoven University of Technology (Netherlands). This
section will focus on the computational aspects and the role of molecular modelling
in supporting the experiments. The Introduction is largely taken from the postprint
version of the article published on Nature Communications. The experimental results
are briefly summarized at the beginning of the “Results” section. Details regarding
the experimental techniques are available in the full published paper[304].

Full bibliographic reference: Weyandt, E., Leanza, L., Capelli, R., G. M. Pavan,
G. Vantomme, E. W. Meijer. Controlling the length of porphyrin supramolecular
polymers via coupled equilibria and dilution-induced supramolecular polymerization.
Nature Communications 13, 248 (2022). DOI:10.1038/s41467-021-27831-21

In this chapter, we will be focusing on porphyrin-based polymers, an important
class of supramolecular polymers, whose importance and application have been
explored in Chapter 1. Specifically, we will examine their behaviour in multi-
component systems, which refer to systems that involve two or more types of
molecules or species.

1My contribution to this article, as the first computational author, has been the development
of all the atomistic and coarse-grained models, performing all MD simulations and analysis and
contributing to the interpretation of the results and in the writing of the manuscript.
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Multi-component systems often display convoluted behaviour, pathway com-
plexity and coupled equilibria. In recent years, researchers have explored ways to
control complex systems by manipulating the subtle balances of interaction energies
between the individual components and thereby shifting the equilibrium between
different aggregate states. By adding a monotopic Mn3+-porphyrin monomer, Zn2+-
porphyrin-based supramolecular polymers exhibit enantioselective chain capping
and dilution-induced supramolecular polymerization. When mixing the zinc and
manganese centred monomers, the Mn3+-porphyrins act as chain-cappers for Zn2+-
porphyrin supramolecular polymers, effectively hindering growth of the copolymer
and reducing the length.
Through the use of advanced simulation techniques (i.e. Metadynamics) and coarse-
grained modelling we gained insights into the intricate supramolecular interactions
and dynamics involved in co-assembly and chain-capping events, as well as possible
exchange pathways in capper-release from chain ends, which is essential for recover-
ing supramolecular polymerization.
Our work also demonstrates that integrating experimental and theoretical methods
provides a comprehensive understanding of complex supramolecular systems, offer-
ing a valuable framework for future research in the development of novel functional
materials based on supramolecular interactions.

3.1 Introduction

Porphyrin-based polymers have recently become the focus of intense research due to
their remarkable photochemical properties, but also to their intricate and complex
assembly behaviour[305]. The extended π-systems surrounding the core lead to
high levels of absorptions in the ultra-violet and visible region, but also to a strong
tendency to aggregate through π-stacking and solvophobic interactions[306]. The
assembly behaviour is particularly sensitive to small structural changes, such as
changes in substituents, porphyrin core structure, and the addition of metal ions[153].
For example, C-centred monomers tend to form highly cooperative supramolec-
ular polymers, while N-centred monomers only assemble into short, non-helical
J-aggregates due to the high rotation barrier around the amide groups hindering the
formation of hydrogen bonds. The complex and dynamic nature of porphyrins often
result in pathway complexity, with monomers assembling into multiple types of
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aggregates via competing pathways and mechanisms[152, 307]. By controlling the
assembly equilibria under kinetic or thermodynamic conditions, interesting phenom-
ena have been discovered. Sugiyasu and colleagues utilized the competition between
different aggregate states in a living supramolecular polymerization to produce fibres
with controlled lengths and narrow dispersities[308–313]. Similar techniques have
been used for seeded growth of supramolecular polymers in one or two dimensions
and the preparation of supramolecular block copolymers and polymorphs through
kinetic control[150, 314–316].
The complexity of porphyrin assembly behaviour increases in multi-component sys-
tems, where the interplay between multiple components can give rise to a wider range
of assembly possibilities, under varying conditions such as temperature, composition,
solvent, and concentration. Many studies have demonstrated the selectivity of one
assembly pathway over another through small changes in solvent composition[317–
320]. The Aida group showed the thermally bisignate polymerization of porphyrin
monomers by tuning the interactions between an alcohol and the monomers across
a wide temperature range[321, 322]. The Meijer group demonstrated the dilution-
induced self-assembly of a monomer in the presence of pyridine by manipulating the
coupled equilibria between complexed monomer and polymer formation across a
range of concentrations[323].
Enantioselective interactions have been found to reduce the level of complexity in
these multi-component systems by introducing specificity in the interactions of the
components, which can be helpful to isolate effects in the aggregation pathways.
Chiral recognition and exchange of chiral information are essential in both biolog-
ical systems and in chemical catalysis[324–327], host-guest complexes[328–330]
and supramolecular systems[331–336]. In the supramolecular polymerizations of
homochiral monomers, either M- or P-helical fibres are formed. With heterochiral
monomer mixtures, the monomers can intercalate into a stack of majority-preferred
helicity[337, 338], form alternating heterochiral polymers[339], or the monomers
narcissistically self-sort if the mismatch penalty for co-aggregate formation is too
high. Nakashima et al. reported a method to control aggregate length and morphol-
ogy by balancing the enantiomeric excess (ee) of the components[340]. George et
al. demonstrated chirality-driven self-sorting and stereoselective polymerizations
with Naphthalene diimide (NDI) monomers[331, 332, 341, 342]. Meijer’s group
reported self-sorting of zinc-porphyrin monomers into homochiral stacks and se-
lective depolymerization by adding a Lewis base[343], proposing that the chiral
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discrimination exhibited in self-sorting systems can control aggregate microstructure
in multi-component systems.
As shown in Chapter 1, molecular modelling has become essential for understanding
the underlying mechanisms and rationalizing experimental results of narcisistically
self-sorted supramolecular polymers. Detailed molecular dynamics simulations
were used to explore the pathway selectivity in NDI assemblies, and to estimate the
relative rates of monomer exchange dynamics[164, 316].
In the field of porphyrin-based supramolecular polymers, molecular modelling has
been used to study polymerization and the impact of the organic catalyst DMAP on
the depolymerization process[150].
In this study we focus on a zinc-centred porphyrin-based monomer (S-Zn), which in
apolar solvents such as methylcyclohexane (MCH) forms highly cooperative, helical
supramolecular polymers through fourfold hydrogen bonding interactions. The S-Zn
monomers exhibit pathway complexity and form next to helical H-aggregates also
non-helical weakly coupled J-aggregates via an isodesmic mechanism. The use
of monotopic manganeseIII porphyrin monomers (S/R-Mn) with an axially bound
chloride ion causes chain-capping for zinc centred porphyrin monomers (Fig. 3.1).
By adding homo- or heterochiral manganese chain-cappers we enantioselectively
control the capping of H- or J-aggregates and reduce the length of the supramolec-
ular polymers. Because of coupled equilibria, H-aggregates can be regained from
depolymerized mixtures of manganese and zinc monomers by simply reducing the
overall concentration of all components through dilution-induced supramolecular
polymerization.
The aim of this work was to elucidate the complex interplay of interactions between
monomers, contributing to obtain a deeper understanding of supramolecular aggre-
gation in multi-component systems, by integrating computational simulations with
experimental data.

3.2 Results and Discussion

3.2.1 Experimental section

To provide a clear context for the theoretical calculations, we have summarized the
main experimental results, obtained by the group of Prof. E. W. Meijer, as follows.
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Fig. 3.1 Molecular structures of S-Zn (left) and R/S-Mn (right). Adapted from Ref.[304].

Supramolecular homopolymerization. The supramolecular polymerization
and optical properties of S-Zn are known from previous studies[319, 344]. H-
aggregates exhibits an adsorption band at λ=392 mm, while the J-type aggregate
has its maximum absorption band at 425 nm and. Due to the axially bound chloride,
S/R-Mn can only be monomeric or dimeric. In diffusion ordered spectroscopy
(DOSY) NMR experiments we find short species with a diffusion coefficient of 2.32
·10−10m2 · s−1, corresponding to a diameter of around 22.7 Å. Macroscopically, the
formation of small monomeric or dimeric species for S-Mn is evidenced by excellent
solubility and low viscosity in MCH. For S-Zn, the long supramolecular fibres
diffuse too slowly to be measured with DOSY-NMR. Fourier-transform (FT)-IR
measurements of 2.0 mM solutions of S-Zn and S-Mn indicate hydrogen-bonded
organization for S-Zn and weak hydrogen-bonding for S-Mn.

Enantioselective chain-capping of porphyrin stacks. When two monomers
S-Zn and S/R-Mn are mixed (the molecular structure of the monomers is displayed
in Fig. 3.1), there are several possibilities for co-aggregate formation: (1) no
interaction and both monomers self-sort; (2) homochiral interaction, only S-Mn is a
chain-capper for S-Zn polymers; (3) heterochiral interaction, both S- and R-Mn are
chain-cappers for S-Zn polymers.
We prepared mixed solutions of S-Zn with either homochiral S-Mn or heterochiral
R-Mn. For the homochiral monomer/chain-capper pair, a decrease in CD of the H-
aggregate is observed when increasing the amounts of S-Mn to a 1:1 ratio. When the
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length of the H-aggregates decreases through the interaction with the chain-cappers,
the H-aggregates become destabilized and convert into J-aggregates as the interaction
energy of the aggregates decreases with decreasing length. For the heterochiral pair,
these effects are less pronounced, but a slight increase in J-aggregates is observed,
when R-Mn is added. Double capping of the oligomers with S/R-Mn on both ends is
also possible, but the experiments do not indicate one or the other. These results seem
to support that only S-Mn can act as a chain-capper for both H- and J-aggregates of
S-Zn, while R-Mn only interacts with the achiral J-aggregates.

Dilution-induced supramolecular polymerization. AFM experiments sup-
port the evidence that S-Mn causes the depolymerization and transformation of
H- into J-aggregates of S-Zn. However, repeating the AFM experiments at lower
concentration the reformation of H-aggregates from the J-aggregates is observed.
For heterochiral mixtures, this phenomenon is less pronounced. This counterintuitive
repolymerization with decreased total concentration is a consequence of coupled
equilibria and pathway complexity.
By lowering the concentration and shifting of the equilibria, the S-Mn/S-Zn interac-
tion becomes less favourable than S-Zn homo-interaction. This causes a release of
S-Mn chain-capper from the chain ends and thereby reformation of the supramolec-
ular polymers.

3.2.2 Computational section

The computational simulations allowed us to elucidate the underlying mechanisms
driving the experimental observations, providing a more complete picture of the
complex supramolecular interactions and dynamics involved in the co-assembly and
chain-capping processes.

Coarse-grained molecular modelling of Zn and Mn monomer exchange

Our initial focus is investigating the interactions between monomers. To this aim,
we initially built an all-atom (AA) model of the monomers (computational de-
tails are available in the “Methods” section of this Chapter). However, the size
and the timescales involved in the self-assembly and dynamic behaviour of these
supramolecular systems exceed the possibilities for AA models. As recently done for
similar structures[150, 196], we thus developed coarse-grained (CG) models for the
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monomer (Fig. 3.2a). The limited resolution of these CG models (3-4 heavy atoms
per CG-bead) does not allow distinguishing between S- or R- chirality. Nonethe-
less, such CG model can safely be used to qualitatively compare the dynamics of
two (Zn and Mn) porphyrin-based supramolecular building blocks, and to shed
light on the complex mechanism of monomer exchange and of interaction between
comonomers of similar nature[164, 197, 316, 345]. The model for Zn monomers
was based on previous work on zinc-centred porphyrin polymer fibres[150], and the
non-bonded interaction were optimized in order to reproduce the dimerization free-
energy of two atomistic porphyrins’ cores, using a well-tested Metadynamics-based
protocol[150, 164, 196, 316]. Similarly, we used the dimerization free-energy of
two Mn-centred all-atom monomers as a reference to optimize the CG interactions.
We used these two CG models to study and compare via WT-MetaD simulations the
Zn-Zn, Zn-Mn, and Mn-Mn interactions. Our WT-MetaD simulations provided a
dimerization free-energy ∆G for Mn-Mn cores of ∼18.0 kJ mol−1 (Fig. 3.2d). In
previous work, the ∆G for Zn-Zn was found ∼45.2 kJ mol−1[150]. The Zn-Mn
core interactions are ∼18.8 kJ mol−1 and just slightly stronger than Mn-Mn core
interactions (Fig. 3.2b). The difference observed in monomer interactions between
the three pairs can be attributed to various factors. For instance, Mn larger atomic
radius results in a greater distance between the two nuclei, weakening their interac-
tion strength. Additionally, the presence of the chloride counterion appears to play a
crucial role in influencing monomer interactions. The metal Mn and the positively
charged atoms of the core are attracted to Cl− ions, which induces structural changes,
making the porphyrin molecule less planar. This geometric change results in a
reduction of overlap between aromatic rings and alignment of two molecules that
are crucial for pi− pi stacking and metal-metal interactions.
Subsequently, CG models for a Mn dimer (Fig. 3.2c) and for a fibre composed of 40
Zn monomers (Fig. 3.2d) were pre-equilibrated in a periodic simulation box filled
with explicit MCH solvent molecules, and we performed molecular dynamics (MD)
simulations at a temperature of 300 K and a pressure of 1 atm. Both the Mn dimer
and the Zn fibre resulted in stable structures in the timescale accessible by these
CG-MD runs.
We employed infrequent WT-MetaD[289] simulations to obtain information on the
relative characteristic kinetics for the events of Mn dimerization and Zn monomer
exchange from the Zn fibre tip, using a similar approach to the one recently used
to study the dynamics of other supramolecular polymers[164, 197, 316]. Activating
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monomer exchange in the two systems, these simulations allowed us to retrieve the
free-energy barriers involved in the exchange and the related characteristic timescales
(tCG) expected for these exchange phenomena. The Mn dimer breakage requires
the system to cross an activation barrier of ∼51.8±0.8 kJ mol−1. On the other
hand, exchanging one monomer from the Zn fibre tip requires crossing a free-energy
barrier of ∼71.5±2.0 kJ mol−1. The transition probability distributions obtained
from multiple infrequent WT-MetaD simulations allowed us to estimate the kinet-
ics of monomer exchange and to compute the characteristic exchange timescale.
While the exchange timescales estimated from these (approximated) CG models
should be considered as qualitative, these are still useful to compare the dynamics
of the two systems simulated at the same level of resolution[164, 197, 316, 345].
The characteristic timescale for monomer exchange is found in the order of ∼ 101s
for the Mn dimer. In comparison, monomer exchange from Zn fibre occurs on a
characteristic timescale of ∼ 104s, in agreement with the static nature of similar Zn
porphyrin fibres reported recently[150]. These results indicate that exchanging a
monomer with the solvent from a Mn dimer is three order of magnitude faster (or
more probable) than exchanging a monomer out from the Zn fibre. The probability
of finding free/disassembled Mn monomers in solution is much higher compared to
that of finding disassembled Zn monomers. Additionally, once a Mn monomer is
present in the solution, it is likely to bind onto a fibre tip, as the interaction between
Zn-Mn is similar to that of Mn-Mn. Therefore, the chain-capping of the Zn fibres
by the binding of Mn monomers is a likely event.

Co-assembly of Zn and Mn monomers

After examining the interactions between monomers, we proceeded to investigate
the self-assembly of mixed species of Zn and Mn monomers in solutions. We
simulated two different systems, (i) starting from free Mn/Zn monomers in solution
that can freely interact and self-assemble or (ii) starting from pre-formed Zn fibres
surrounded by free/disassembled Mn monomers (see Fig. 3.3). We compare the
behaviours of both systems by means of CG-MD simulations in explicit solvent.
Based on the results on the exchange dynamics of the respective aggregate types,
we would expect both sequestration and chain-capping to occur for the first case,
while for the second case chain-capping should be most common as the Zn fibres
exchange monomers very slowly. After 5µs of CG-MD simulation time for the
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Fig. 3.2 Molecular modelling of porphyrin-based monomers. (a) All-atom (AA, full bonds)
and coarse-grained (CG, transparent beads) models of Zn (left) and Mn (right); the cores
of the monomers are represented by the coloured (red and green) disks; (b) Dimerization
free-energies obtained from WT-MetaD simulations, in explicit CG MCH solvent; (c) and
(d) The free-energy barrier and the CG-time of exchange from the dimer and the fibre tip
obtained from infrequent WT-MetaD simulations. Adapted from Ref.[304].

first scenario, short aggregated species are observed as spontaneously appearing in
the system (Fig. 3.3a, right panel): these are homo- or hetero-dimers of the two
monomers, sandwich type Mn-Zn-Mn complexes or short, chain-capped stacks
of Zn. The occurrence of sandwich-type species in the simulations supports the
previously mentioned probability that also longer stacks of S-Zn could be capped by
two S/R-Mn monomers.

For the second case, since the spontaneous chain-capping event could not be
observed within the timescale accessible via classical/unbiased CG-MD simulations,
for explorative purpose we used WT-MetaD to accelerate the sampling of the system.
This allowed us to qualitatively observe that Zn chain-capping by Mn is indeed
possible in the system. Interestingly, we could observe that over the course of
this simulation the Mn monomer first starts to interact with the surface of the Zn
stack (Fig. 3.3b, central panel). After some time, it finally binds and chain-caps
the pre-existing supramolecular Zn fibre (Fig. 3.3b, right panel). Such a complex
adsorbing-sliding-stacking mechanism is in line with what recently observed also for
other types of supramolecular polymers[197, 345, 346]. We underline once again
that this simulation was performed with an explorative purpose, aimed at offering
preliminary insights into the possibility of Zn chain-capping by Mn monomers,
since the convergence of such event with a single simulation cannot be guaranteed.
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Fig. 3.3 Simulations starting from (a) free monomers or (b) preassembled Zn stacks and free
Mn. The solvent is omitted for clarity. Adapted from Ref.[304].

Chain-capper release from Zn chain ends

To gain a deeper understanding of Mn monomers release from the chain ends, we
performed WT-MetaD simulations on the exchange of a single Mn monomer from
a Zn fibre. The binding and unbinding of a Mn monomer from the tip of a fibre
composed of 30 Zn monomers were enhanced through the addition of Metadynamics
potential, to efficiently sample the chain-capper release and to obtain insights into
the most probable exchange pathways (Fig. 3.4a). Additional details about the
WT-MetaD setup are provided in the Methods section of this Chapter. The FES
obtained from WT-MetaD simulation and displayed in Fig. 3.4b shows a global
minimum at Mn-Zn stacking distance (∼0.5 nm in this CG model), and number of
contacts between the Mn-Zn cores s equal to 5 (according to the switching function
used to compute the number of contacts, 5 corresponds to the number of contacts
between Mn monomer and Zn fibre in the perfect stacked configuration). State A
identifies a system configuration where the Mn monomer is stacked onto the Zn fibre
tip. A second broader local minimum (state B) is found at larger Zn-Mn core-core
distance and reduced number of contacts (∼10-40% of the stacked state A). State B
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identifies the configurations where the Mn monomer is de-stacked from the fibre tip,
and adsorbed on the arms of the Zn fibre. From state B, the Mn monomer can then
jump to solution (state C).

Fig. 3.4 (a) Two hypothesized mechanism of monomer-exchange: 1-step transition, from A
to C, or 2-steps transitions, from A to B, and from B to C; (b) Free-energy surface (FES)
obtained from WT-MetaD: the global minimum A corresponds to the stacked configuration;
the wide cyan area corresponds to the progressive detachment of the Mn monomer from
the tip; state C corresponds to the unbound-state; (c) Transition times distributions (gray
vertical segments) and related Poissonian fits (coloured curves) allowing to estimate the
characteristic timescales (coloured dots on the x axis) for the exchange transitions from A to
B (violet), from B to C (orange), and from A to C (blue). Adapted from Ref.[304].

We then used multiple infrequent WT-MetaD simulations to kinetically character-
ize all the steps involved in the monomer exchange. In particular, we proposed two
mechanisms of exchange: (i) 1-step transition, where the Mn monomer jumps from
the fibre tip to the solution (A→ C), or (ii) a two-steps mechanism, where the Mn
monomer first detaches itself from the tip and is adsorbed onto the lateral surface of
Zn fibre (A→ B), and then jumps to solution (B→ C).
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In the first case, the A→ C transition (Fig. 3.4c, blue line) time is found in the
order of ∼ 100s. This timescale is very similar to the one required to exchange a
Mn monomer (∼ 101s), and consistent with the similar dimerization free-energies
Mn-Mn and Mn-Zn.
In the second case, we observe that the A→ B transition is again very similar to the
A→ C transition (Fig. 3.4c, purple line, ∼ 100s). In contrast, B→ C transition is
much faster (Fig. 3.4c, orange line, ∼ 10−6s). These findings convincingly suggest
that breaking the strong directional interactions between the porphyrins core is the
rate-limiting-step in exchanging monomers in solution, while jumping in solution is
a much easier step. Conversely, in the chain-capping event, the Mn monomer first
impacts on the lateral surface of the Zn fibre (most probable event, considering the
aspect ratio of these fibres) and, after surfing along the surface, it eventually reaches
the tip of the fibre.

3.3 Conclusions

In this study, we investigated the supramolecular polymerization and enantioselective
chain-capping of porphyrin stacks in mixed solutions of S-Zn and S/R-Mn. The
experimental results obtained from our collaborators showed that only S-Mn can act
as a chain-capper for both H- and J-aggregates of S-Zn, while R-Mn only interacts
with the achiral J-aggregates. The dilution-induced supramolecular polymerization
was also observed and described.
The computational simulations, performed using the MARTINI force field-based
coarse-grained molecular models, played a crucial role in complementing and deep-
ening the understanding of the experimental results. The predictions of these models
provided further insights into the supramolecular interactions between the monomers,
helping us to quantify the relative stability of the different aggregate species and
probe the mechanism of supramolecular polymerization. We could observe the under-
laying dynamics of co-assembly and chain-capping events, revealing that multi-step
processes (absorb-slide-stack) are likely involved in the exchange phenomena.
Overall, this study demonstrates the effectiveness of combining experimental and
computational techniques in investigating supramolecular polymerization. The com-
prehensive view of the system obtained through the combination of experiments and
simulations sheds light on the intricate supramolecular interactions and dynamics
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and could have significant implications for the development of novel functional
materials based on supramolecular interactions, following the aim of this Thesis.

3.4 Methods

3.4.1 Coarse-grained modelling of Zn and Mn

The coarse-grained (CG) model of Zn monomer core used here has been already
published in a previous work The all-atom (AA) model of Mn monomer was built
using General Amber Force Field (GAFF)[223] with RESP charges[224] computed
at B3LYP level of theory with LANL2DZ/6-31+G** mixed basis set and used as
a reference to tune the CG model of Mn porphyrin, based on the MARTINI force
field[241] mapping. Due to the complexity of the systems and the fact that arms
are identical between Zn and Mn, we focused on the study of the porphyrin cores,
similarly to what has previously done in the literature with supramolecular polymers
modelling[196, 316]. Two Mn porphyrin cores and a Mn-Zn dimer have been
placed in two different pre-equilibrated simulation boxes of cyclohexane (CHX,
equivalent to methylcyclohexane at CG level) and their dimerization free-energy
have been estimated via Well-Tempered Metadynamics (WT-MetaD)[285]. The
Mn-Mn interaction in solvent was found ∼18 kJ mol−1, slightly lower than the
interaction between Zn and Mn (∼18.8 kJ mol−1) and significantly lower than
Zn-Zn (∼45.2 kJ mol−1, obtained from the literature[150]). Then, the non-bonded
parameters of the Mn model were tuned in order to have a good agreement with the
Mn-Mn dimerization energy obtained with AA simulations.

3.4.2 Simulation details

All the simulations have been performed with GROMACS[295] version 2018.6,
patched with the PLUMED plugin version 2.5.0[296, 297] and conducted at 300K.
In AA production runs we used leap-frog integrator with a time step of 2 fs, the
v-rescale thermostat[261] with a coupling constant of 0.2 ps and Parrinello-Rahman
barostat[262] with a coupling constant of 4 ps. Non-bonded interactions were treated
with a cutoff distance of 0.9 nm. Long-range electrostatic interactions were evaluated
using the Particle Mesh Ewald (PME) method[347]. In CG production runs we used
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the leap-frog integrator with a time step of 10 fs, the v-rescale thermostat[261] with
a time constant of 1 ps and Berendsen barostat[257] with a time constant of 4 ps.
All the AA and CG WT-MetaD simulations for the estimation of dimerization free
energies have been performed using the distance between metal atoms of the two
monomers as collective variable. We used a bias factor of 25, a gaussian height of
0.4 kJ mol−1 and a deposition rate of 1 gaussian every ps and 5 ps in AA and CG,
respectively.

3.4.3 Coarse-grained molecular modelling of Zn and Mn monomer
exchange

The exchange of monomers out from an assembly (fibre or dimer) is a rare event
at the timescale accessible to classical AA and CG simulations. We thus employed
infrequent WT-MetaD[289] CG simulations activating the monomer exchange in the
two systems. First, we built a Mn dimer and a Zn fibre composed of 40 monomers,
and we equilibrated them in solvent. To obtain a transition probability distribution,
we run 20 infrequent WT-MetaD simulations and fitted the empirical distribution
with a Poisson distribution[290] (see Chapter 2, section 2.6.2). All the simulations
were performed using two collective variables (CVs):

1. Mn dimer: the distance between the central beads of manganese (CV1) and
the number of contacts between the two monomers (CV2).

2. Zn fibre: the distance between the central beads of zinc (CV1) and the number
of contacts between the last monomer and the rest of the fibre (CV2).

The number of contacts si j was calculated using the following switching function:

si j =
1−
(

ri j−d0
r0

)n

1−
(

ri j−d0
r0

)m (3.1)

where r0=0.3 nm, n=6, m=12, d0=0.
We used a bias factor of 10, a gaussian height of 1 kJ mol−1 and a deposition rate of
1 gaussian every 200 ps. The obtained empirical distribution functions are displayed
in Fig. 3.5. We have performed previous tests using either the number of contacts
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Fig. 3.5 Transition (monomer exchanges) times estimated from multiple infrequent WT-
MetaD simulations (each transition time is identified by the vertical grey segments) and
Poissonian probability distributions for the detachment of one Mn monomer from a Mn
dimer (panel a) and of a Zn monomer out from a Zn fibre (panel b). From the Poissonian fits,
it was possible to estimate the characteristic timescales for the monomer exchange events,
identified by the coloured dots in the x-axis of the plots. Adapted from Ref.[304].

or the distance as the only collective variable to describe the unbinding event. We
found that both variables give a similar order of magnitude for the unbinding rate,
but the best fit with the Poissonian distribution is obtained using the combination of
the two variables.

3.4.4 Co-assembly of Zn and Mn monomers

We performed two CG-MD simulations starting from different initial conformations,
namely: 1) 30 Mn and 30 Zn free monomers, and 2) one free Mn monomer and
six pre-stacked Zn-fibres consisting of 10 monomers each. The first system was
simulated for 5µs. During the simulation, we observed the formation of short homo-
or hetero-dimers, sandwich type Mn-Zn-Mn complexes or short, chain-capped
stacks of Zn. In the second simulation, the spontaneous chain-capping event is not
observable from the timescale explored by unbiased CG-MD simulations, thus we
sped up the process employing WT-MetaD. This simulation was performed using
two CVs: 1) the minimum distance between the Mn monomer and Zn monomers of
the tip of the fibres, and 2) the minimum distance between Mn monomer and all the
Zn monomers of the fibres. We used a bias factor of 50, a gaussian height of 1 kJ
mol−1 and a deposition rate of 1 gaussian every 5 ps.
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3.4.5 Chain-capper release from Zn chain ends

To clarify the interaction mechanism between Mn-based chain cappers and the Zn-
fibres, we performed a CG WT-MetaD simulation. A Mn monomer was placed on
the tip of a fibre formed by 30 Zn monomers, and pre-equilibrated. Two CVs were
used in this CG WT-MetaD simulation: the distance between the central bead of
the Mn monomer and the central bead of the last Zn monomer in the fibre (CV1),
and the number of contacts between the core of the Mn monomer and the cores of
Zn fibre (CV2). We used a bias factor of 25, a gaussian height of 1 kJ mol−1 and a
deposition rate of 1 gaussian every 5 ps. Given the large conformational space that
can be explored during the capping/decapping events, and the size of the system, we
used a 1.5 nm cutoff for CV1.
To characterize all the exchange steps, we used multiple infrequent WT-MetaD
simulations, using the same parameters of section 3.4.3.



Chapter 4

Multiscale molecular modelling of
intertwining covalent organic
nanotubes

This work has been carried out in collaboration with the experimental group of Prof.
R. Banerjee, at IISER Kolkata (India). This section will focus on the computational
aspects and the role of molecular modelling in supporting the experiments. The
Introduction is largely taken from the postprint version of the article published on
Nature Chemistry. The experimental results are briefly summarized at the beginning
of the “Results” section. Details regarding the experimental techniques are available
in the full published paper[348].

Full bibliographic reference: Koner, K., Karak, S., Kandambeth, S., Karak, S.,
Thomas, N., Leanza, L., Perego, C., Pesce, L., Capelli, R., Moun, M., Bhakar, M.,
Ajithkumar, T. G., Pavan, G. M., Banerjee, R. Nature Chemistry 14, 507–514 (2022).
DOI:10.1038/s41557-022-00908-1.1

In this Chapter, we extend our investigation to more complex hierarchical assem-
blies, based on covalent organic nanotubes. Unlike porphyrins, which assemble in
linear supramolecular polymers – due to the highly directional interaction between
porphyrins core – these covalent nanotubes interact with each other in solution via

1My contribution to this article, as the first computational author, has been the development
of all the atomistic and coarse-grained models, performing all MD simulations and analysis and
contributing to the interpretation of the results and in the writing of the manuscript.
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non-covalent forces to form more complex superassemblies with intricate shapes
and structures. This behaviour is similar to how two single long strands made of
covalently bonded nucleotides interact with each other to form the characteristic
double helix structure of DNA, which can further fold to form 2- and 3-D shapes
(e.g. DNA origami).

Carbon nanotubes (CNTs) and synthetic organic nanotubes have demonstrated
great potential in a range of applications, such as electronic devices, energy storage,
catalysis, and biosensors. In this context, the exceptional properties exhibited by
covalent organic nanotubes (CONTs) have led to an increasing interest for their use
in nanomaterials research. The strong covalent bonds formed between carbon, nitro-
gen, and oxygen atoms result in the CONTs exhibiting high thermal and chemical
stability. In this work, we focus on new covalently bonded porous organic nanotubes
(CONTs), synthesized by Schiff base reaction. Morphological characterization of
CONTs showed that, upon ultrasonication, they form intertwined structures that
subsequently coil and form toroidal superstructures. Using multiscale molecular
modelling and enhanced sampling methods, we investigated the impact of the solvent
on the formation of intertwined assemblies and the strength of interaction under
different conditions. Our computational results provide valuable insights into the
role of solvophobic interactions in the formation of covalent organic superstructures,
which can aid in the design of novel nanomaterials for various applications.

4.1 Introduction

Covalent bonds are well known for their strength, directionality and versatility[349].
These bonds impart exceptional thermal and mechanical properties to extended
solids, such as diamond and silicon carbides[350], and their unique properties have
been harnessed in various technological applications. Additionally, the diverse nature
of covalent bonding enables the formation of a vast array of organic, bioorganic
molecules, and polymers. Through dynamic covalent chemistry a wide variety of
organic cages (zero-dimensional) and two- and three-dimensional covalent organic
frameworks have been synthesized[351–353].
Carbon nanotubes and synthetic organic nanotubes in general are one-dimensional
hollow tubular nanostructure attractive for applications in electronic devices, en-
ergy storage, catalysis, membrane separation and biosensors[354–356]. CNTs are
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generally synthesized by rolling two-dimensional graphite sheets along their edges
by various methods, including arc discharge, electrolysis, chemical vapour deposi-
tion, plasma torch and hydrothermal techniques[357–362]. These methods demand
harsh reaction conditions and high temperatures. Furthermore, the incorporation of
predesigned functionalities is difficult due to the insolubility of CNTs in common
organic solvents.
Covalent organic nanotubes (CONTs) represent a promising class of one-dimensional
structures that offer a solution to some of the challenges posed by CNTs. CONTs are
organic nanotubes that are formed through the covalent bonding of organic building
blocks that can be synthesized under milder conditions and are soluble in common
organic solvents, enabling their functionalization and incorporation into various
applications[84, 363, 364]. The strong covalent bonds formed between carbon, nitro-
gen, and oxygen atoms make CONTs highly stable, and impart unique mechanical,
thermal and chemical properties to the materials.
One of the main challenges during bottom-up synthesis of covalent organic nanotube
is controlling both the structure and morphology of self-assembled nanostructures.
This is because even slight variations in the composition of building blocks can
affect the nanoscopic assembly of the system, resulting in changes to the overall
morphology of the structures. As a result, it can be challenging to systematically
tune the size, shape, or porosity of the resulting structures[365, 366].
Molecular modelling can be a valuable tool in overcoming this challenge. It can
elucidate the mechanism of assembly, the mechanism of interaction, and aid in the
design of new structures. By simulating the behaviour of individual molecules,
molecular modelling have been widely employed to obtain insights into the global
properties and behaviour of organic materials[367–371]. Moreover, molecular mod-
elling has shown great promise in predicting how different building blocks can be
combined to produce porous organic nanostructures with specific properties, such as
cages[372] and metal organic frameworks[373].
As discussed in Chapter 1, the extensive application of molecular simulations in this
field is currently limited by their high computational costs, which is due to the large
length and time scales involved. As was the case in Chapter 3, one possible approach
to address this issue is to utilize coarse-grained (CG) models, as they can significantly
reduce computational costs while still providing accurate results[374, 375].

Our collaborators introduced in this study a new design strategy to synthesize
purely covalent porous organic nanotubes, using organic building block designed to
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assemble into one-dimensional CONTs through dynamic covalent chemistry. The
synthesized CONTs display remarkable chemical and thermal stability, due to the
high strength and stability of covalent bonds. Furthermore, a detailed investigation
of the morphological evolution of CONTs revealed that the isolated tubular mor-
phologies go on to form intertwined structures, which then further aggregate to form
toroidal superassemblies.
Through the use of multiscale molecular modelling approach combined with en-
hanced sampling techniques, we aimed to gain insights into the mechanism of
intertwining of nanotubes, the complex interaction between isolated nanotubes in
solution, and the effect of different environmental condition on their behaviour.
Our simulations provided a detailed understanding of the interplay between inter-
molecular forces and geometrical constraints, which govern the self-assembly of the
nanotubes and the formation of the intertwined structures.

4.2 Results and Discussion

4.2.1 Experimental section

In the present section, I will report the main experimental results, obtained by the
group of Prof. R. Banerjee, regarding the structural characterization and morphology
of CONTs to provide context for the theoretical calculations. More details about
the design, synthesis and characterization of CONTs (CONT-1 and CONT-2) are
available in the reference paper[348].

Morphology of nanotubes

Scanning electron microscopy (SEM) images of CONTs reveal uniform tubular
morphology, with an average diameter of ∼5 nm. High-resolution transmission
electron microscopy (HRTEM) and AFM identify the hollow tubular nature at the
interior with a constant diameter of ∼5 nm throughout the entire length of the nan-
otube. Additionally, electron microscopy images show that the single-walled CONTs
are intertwined, which might be due to their high length-to-width ratio (average,
∼300:1). The microscopy analysis further confirms that the individual units of the
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Fig. 4.1 Structure of the porous CONTs synthesized from TAT and from the linear dialdehydes
DMDA. Adapted from Ref.[348].

intertwined nanotubes have diameters very similar (∼5 nm) to those of isolated
single nanotubes. CONT-1 formation starts within 6h of reaction. These CONTs
are 100-200 nm in length and ∼5 nm in diameter. After 12h, the CONTs grow up
to 500-800 nm length with a diameter of ∼5 nm (average length-to-diameter ratio,
130:1). The intertwining starts after 24-30h when the length-to-diameter ratio of the
CONTs increases substantially (average, ∼200:1).
The rapid increase in the length of CONTs induces high flexibility, promoting in-
tertwined structures. After 36h of reaction, almost all CONTs become completely
intertwined, and no notable morphological changes are observed. After 6h, two
nanotubes uniformly intertwine, following a particular pattern where the twining
pitch is 70±10 nm.

The nanotubes retain their morphology in a broad range of solvents of various
polarities, as nitrogen adsorption isotherm confirmed. However, the width of inter-
twined CONT-1 varied with the nature of the solvents due to the solvent environment
apparently affecting the interaction among the CONTs.
Interestingly, the intertwined CONTs further self-assemble to form a toroidal su-
perstructure upon ultrasonication. THF is the best solvent to obtain the toroids in
high yields, but their formation proceeds also in other solvents, such as xylene or
dichlorobenzene. The toroid morphology is confirmed by combination of AFM,
SEM and TEM. The toroid formation will not be investigated by molecular modelling
in this study.
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Fig. 4.2 (a) Graphical representation of the increasing intertwining of the nanotubes, from
top to middle to bottom. (b)-(d) Characterization by HRTEM (b), SEM (c) and AFM (d)
of each of the situations represented in a). In d) two flexible CONTs interconnect first at a
single point (top); this interconnection leads to the formation of intertwined structures with
a characteristic average pitch (middle); this in turn generates the assemblies shown in the
bottom panel. Adapted from Ref.[348].

4.2.2 Computational section

To obtain a deeper insight into the molecular factors that drive CONT-1 intertwining
in different solvents, we used multiscale molecular models to simulate the CONTs
in different solvent conditions. We developed an all-atom (AA) model of CONT-1
composed of 16 layers (Fig. 4.3)
This AA model was simulated in explicit DCM, in THF, in water and in gas phase

(that is, in the absence of solvent), at 20°C. The final snapshots of each simulation
are displayed in Fig. 4.4, panel b. To quantitively estimate changes in the global
shape of nanotubes we defined two characteristic angles: angle 1 and angle 2, which
are displayed in Fig. 4.4a. The distributions of these two angles, as depicted in Fig.
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Fig. 4.3 (a) Atomistic molecular structures of the minimal layer unit; (b) the minimal unit
(highlighted) is then replicated along the z-direction to form a 16-layer long nanotube used
for the MD simulations. Adapted from Ref.[348].

4.4c and also clearly visible from the final snapshots in panel b, reveal that in DCM
and THF the CONT-1 equilibrates to configurations that slightly deviate from the
initial perfect one (Fig. 4.4b): angle 1 shifts from ∼106.1° (reference value in the
ideal configuration) to ∼107.1° (in DCM) and ∼106.7° (in THF), while angle 2
changes from ∼45.3° (perfect tube) to ∼41.9° (DCM) and ∼43.7°(THF). On the
contrary, in water, the tubules tend to collapse along the longitudinal axis due to
strong solvophobic effects, causing angle 1 to change to ∼115.6° and angle 2 to
∼24.8°. A similar structural compression is also observed in the gas phase, with
angle 1 shifting to ∼114.5° and angle 2 to ∼27.1°. In all cases, the diameter of the
AA CONT models remains compatible with that estimated experimentally. We then
used these AA models as a guideline to develop a minimalistic CG model that, while
more approximated, allowed us to study the behaviour and interactions between the
CONTs on a larger scale. In this CG model, each TAT unit in the CONT-1 structure
is represented by a single CG particle, interconnected with the other neighbour TAT
particles via harmonic bonds (Fig. 4.5). The CG particles interact with each other via
a simple Lennard–Jones potential. The parameters of this CG model were initially
optimized to obtain a behaviour consistent with that of the AA CONT-1 model in
explicit DCM solvent. This allowed us to simulate with reasonable accuracy the
behaviour of long CONT models composed of 500 TAT layers (as shown in Fig.
4.6a, left, with a tubule length of approximately 820 nm). We started by creating
a system configuration with two parallel tubes, and then performed CG-MD sim-
ulations by varying the depth of the LJ potential, ε , acting between the CG beads.
The ε value determines the strength of the interaction between the CG particles of
the CONTs, allowing us to effectively simulate changes in the solvent conditions
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Fig. 4.4 (a) The two characteristic angles (angle 1 and angle 2), formed by the TAT moieties
in the CONT structure are highlighted in orange and blue; (b) MD snapshots of the AA
model of the initially perfect CONT-1 (left) and the equilibrated CONT-1 structures after
200 ns of AA-MD in DCM, THF, vacuum and water; (c) Distributions of the angles 1 and
2 in the structure of the equilibrated CONT-1 computed along the AA-MD in the different
environments. Vertical black-dashed lines indicate the values of angle 1 and angle 2 in the
initially perfect configuration of the tube. In water and vacuum the nanotube undergoes
significant shrinkage, adopting a more compact configuration. Adapted from Ref.[348].

Fig. 4.5 Mapping of the AA structure of the model into the CG CONT model: each TAT unit
is replaced by a CG bead. Adapted from Ref.[348].

by adjusting the nanotube-nanotube interaction. For ε values < 1 kJ mol−1 the two
CONTs interacted only weakly and intermittently, and no intertwining was observed
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Fig. 4.6 Spontaneous intertwining of two CONTs during CG-MD simulations. (a) Starting
from initially parallel CONTs (left), different average intertwining pitches are obtained during
the CG-MD as a function of the interaction strength ε between the CG beads (the simulation
time is expressed in CG-MD integration time steps unit, τ); (b) Average intertwining pitches
as a function of CG-MD simulation time, measured for different values of ε . For ε=1 and
ε=2, the nanotubes exhibit a similar behaviour to the nanotubes characterized experimentally.
Adapted from Ref.[348].

during the CG-MD (weak solvophobicity). Instead, for ε ≥ 1 kJ mol−1 we observed
persistent interactions and intertwining of the two CONTs. In these cases (Fig. 4.6b),
the CG-MD showed an average intertwining pitch consistent with that observed
experimentally (∼ 70 ± 10 nm). However, at ε > 2.5 kJ mol−1, the formation of
well-defined helices becomes less favoured, and the CONTs tend to interact further,
generating tighter and less-defined hierarchical assemblies.
The interaction between two CONTs was qualitatively estimated through the use of

Umbrella Sampling (US)[275] calculations. In these simulations, we utilized two
shorter CONT-1 models, each composed of 6 TAT ring layers, placed parallel to
each other in the simulation box. In every window of the US calculation, restraining
potentials were utilized to maintain the parallel configuration of the CONTs, enabling
interaction only through their lateral surfaces and preventing rotational movements.
The resulting trajectories were combined through the weighted histogram analysis
method (WHAM) to obtain the potential-of-mean-force profile (see, for example,
the profile obtained in explicit DCM solvent in Fig. 4.7a.
Our findings support the idea that the interaction between adjacent nanotubes is
primarily driven by solvophobic effects. As solvophobicity increases, the free-energy
difference between the bound and unbound states also increases (as shown in Fig.
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4.7b). The US calculations were repeated at the CG level, while varying ε val-
ues. Interestingly, the results indicate that values of 2 and 2.5 kJ mol−1 provided a
CONT-CONT interaction that is consistent with the results obtained from the AA
models in explicit DCM and THF solvents, respectively. In addition, the results
highlight that the interactions between the CONTs in water (where solvophobic
effects are stronger) or in the gas phase are compatible with higher ε values in the
CG representation.
Although these analyses have a qualitative nature, as they refer to the ideal lateral
interaction between reduced tubule portions, they provide valuable insights into the
relative local interaction strength between the tubules in various solvents.
We calculated the CONT-CONT interaction energy, and decomposed it to electro-
static and van der Waals components in AA systems.

Fig. 4.7 (a) Potential of mean force (PMF) profile computed via Umbrella Sampling (US) for
two AA CONTs (shown in the insets) immersed in DCM; (b) Lateral interaction free energies
for the AA systems in different solvent conditions. The values are indicated per layer units;
(c) Free energies of lateral binding for the CG models at different ε values, computed via US.
For ε=1.5-2, the behaviour of CG models is similar to that of nanotubes immersed in DCM.
For ε=2.5 the CG behaviour is compatible with the one observed in THF solvent. The effect
in water and vacuum is modelled by using higher ε values (ε>5). Adapted from Ref.[348].

4.3 Conclusions

In this study, we aimed to investigate the mechanism of nanotube intertwining and
the interaction between isolated nanotubes in solution, in order to complement the
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experimental findings. Our multiscale molecular modelling approach, combined
with enhanced sampling techniques, allowed us to gain valuable insights into the
process. Specifically, our simulations revealed that the different behaviour of isolated
nanotubes in solution is controlled by solvophobic effects, which can be attributed to
the hydrophobicity of the building blocks. Solvophobic effects are also the primary
driving forces for the intertwining of nanotubes. Through the use of CG models, we
were able to simulate the large-scale folding of nanotubes and effectively reproduce
the experimental conditions. Our results suggest that the model, despite its approxi-
mations, exhibits a good qualitative agreement with the experimental observations,
and could provide some insights into the behavior of the system under different envi-
ronmental conditions. Future research directions could include the study of toroid
formation from intertwined structures, that has been observed experimentally. This
could further elucidate the pivotal role of solvophobic interactions in the formation
of complex covalent organic superstructures.

4.4 Methods

Computational setup

All simulations were performed with the GROMACS 2018.6 software[295] equipped
with PLUMED 2.5.0[296, 297] for the US simulations and systems analysis.
The AA CONT-1 model was parameterized based on the General Amber Force-Field
(GAFF)[223] using the Antechamber software[376]. The partial atomic charges
for the tubule were computed using the Restrained Electrostatic Potential (RESP)
method[224] on an elementary TAT ring layer (composed of 6 TAT and 12 DMDA
units, which, replicated along the main tubule axis, generates the complete tubule
structure) after geometry optimization performed using PM6 and Hartree-Fock (with
the 6-31g* basis set) levels of theory and the Gaussian 16 software[300].
The AA tubule models used in the AA-MD simulations of Fig. 4.4 are composed of
16 TAT layers (plus 3 extra TAT units to saturate the tubule structure), corresponding
to a tubule length of ∼ 21 nm. This AA CONT-1 model was simulated in different
environment conditions: in the absence of solvent (vacuum), in water, in DCM,
or THF solvents. In all these AA-MD simulations, the nanotube was placed in a
simulation box with periodic boundary conditions. To prevent the CONT interaction
with its periodic images via tubule rotation, we imposed external wall potentials
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acting on the centres of mass of the tube ends (terminal TAT ring layers) that
restrained their position to the initial ones within a cylinder having a 0.2 nm radius
on the XY planes. In this way, the AA tubule model is globally free to relax, and it is
free to compress or enlarge along the z-direction, but it cannot rotate perpendicular
to the major axis during AA-MD. Preliminary energy minimization of the systems
was conducted via steepest-descent and short equilibration cycles with a 0.2 fs time
step. The equilibration AA-MD simulations were 200 ns long for each system and
were performed using a time step of 2 fs. The temperature was maintained at 20°C
and the pressure at 1 atm by means of the v-rescale thermostat[261] and Berendsen
barostat[257] using isotropic pressure scaling. The organic solvent molecules DCM
and THF used in the AA-MD simulations were also parametrized compatibly with
the GAFF force field, while simulations in water used the TIP3P water model[377].

Umbrella sampling[275] calculations were employed to qualitatively estimate the
local energy of lateral interaction between two CONTs. For these simulations, two
shorter CONT-1 models were used, each composed of 6 TAT ring layers positioned
parallel to each other in a simulation box. For these analyses, AA-MD simulations
were conducted in periodic boundary conditions, with the tubes restrained at a fixed
distance by means of a harmonic potential acting on the distance between the two
CONT-1 centres of mass. This was repeated for 66 runs, each with a different
equilibrium distance between the tubes, ranging from 3.5 to 6.5 nm. In these runs,
the CONTs were kept in the parallel configuration by using restraining potentials
that maintained the centre of the nanotube ends within a cylinder of 0.9 nm of
radius, in practice allowing the tubes to interact only via their lateral surfaces and
preventing their rotation. The force constant of the harmonic potential restraining
the distance between the tubes was 104 kJ mol−1nm −2. The resulting trajectories
were combined through the WHAM[278] to obtain the PMF profile. From there, we
extracted the tubule-tubule interaction energies that are shown in Fig. 4.7. The errors
were computed using the procedure of Ref.[284].

Coarse-grained modelling

The centres of mass of the TAT molecules in the CONT structure were mapped to
CG particles for building a minimalistic CG CONT-1 model, as illustrated in Fig.
4.5. Each CG-bead is connected to 4 other beads, consistently with the geometry of
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the atomistic CONTs, by means of harmonic potentials of the form:

Vb =
kb

2
(r− r0)

2 (4.1)

where r is the distance between two neighbouring CG-beads, kb is the force coeffi-
cient, and r0 is the equilibrium distance of the bond. Angular potentials were also
applied to reproduce the structure and flexibility of the nanotubes. Two angles, angle
1 and angle 2 (Fig. 4.4a) were restrained by potentials of the following form:

Va,i =
ka,i

2
(cosθ − cosθ0,i)

2 (4.2)

Where i indexes the angle type (1 or 2), and ka,i and θ0,i are the force coefficient and
equilibrium value associated with the i-th angle.
Non-neighbouring CG-beads interact with each other utilizing Lennard-Jones poten-
tials that implement the steric hindrance, mutual attraction, and hydrophobic effects
driving the interaction between the CONTs.

VLJ = 4ε

[(
σ

r

)12
−
(

σ

r

)6
]

(4.3)

We distinguish two kinds of non-bonded interactions described by the equation
above, those between beads belonging to different CONTs, with parameters ε and σ ,
that regulate the interaction between the tubes, and those between beads belonging
to the same CONT, with parameters ε ′ and σ ′, that regulate the self-interactions
within the tube. In all the CG models, the Lennard-Jones potential was truncated and
shifted to 0 at a distance of rcut= 3.54 nm.
The solvent is represented implicitly via the noise term in Langevin dynamics and the
interaction between the assembly beads, which also encode the solvophilic/solvophobic
behaviour of the nanotubes.
The different parameters of the potential terms were optimized to reproduce the
behaviour of the AA model in DCM solvent. First, we tuned the bonded potential
CG parameters (bond, angles) by comparing the AA-MD of a single, equilibrated
16-layer-CONT with that of an equally sized CG-CONT in order to tune the inter-
actions of a single tube in solution. The length of these CG-MD runs was of 107

integration steps (τ).
To this end, we compared the AA and CG distributions of the bond distance and
angles obtained and set the force constants and equilibrium values accordingly. (Fig.
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Fig. 4.8 (a) Distribution of angle 1 formed by the centres of mass of neighbouring TAT
moieties (red area) and by the corresponding CG pseudo atoms in the CG model (blue area).
(b) Distribution of angle 2 formed by the centres of mass of neighbouring TAT moieties (red
area) and by the corresponding CG pseudo atoms in the CG model (blue area). Angle 1 and
Angle 2 are showed in Fig. 4.4. (c) Distribution of the bond, namely the distance between
the centres of mass of neighbouring TAT moieties (red area) and by the corresponding CG
pseudo atoms in the CG model (blue area). Adapted from Ref.[348].

4.8) shows the comparison of the distributions obtained with AA-MD and CG-MD
with the selected parametrization values, reported in Table 4.1. It is worth noting that
in the chosen parametrization, the potential acting on angle 2 is inactive (ka,2 = 0,
because angle 1 potential, together with the intra-tube excluded volume interactions,
already enforce the distribution of angle 2 to a satisfactory agreement with the AA
one. Due to the vast difference in resolution between the AA and CG descriptions,
we looked for the best possible qualitative agreement, as the fine details of the CONT
geometry, accessible with the AA description, are necessarily out-of-reach with the
minimalistic CG model. In this phase, we also set the parameters ε ′ and σ ′, reported
in Table 4.1. For monitoring and tuning the angular and bond distributions of the
beads, we have used the analysis tools available in the Swarm-CG software[236].
We then proceeded tuning non-bonded interaction parameters ε and σ . The length
scale σ was maintained at the fixed value of 1.51 nm, in order to avoid inter-
penetration of the interacting CONTs. For the ε values, we repeated the US calcula-
tions systematically varying the ε values in the range between 1 and 6 kJ mol−1. All
parameters used in the CG model are reported in Table 4.1.

We performed the simulation of two long (500 TAT ring layers, corresponding
to a tubule length of ∼820 nm) CONTs interacting with variable strength ε . Initial
configurations containing two parallel tubes at a distance of 6.4 nm between each
other were generated. After preliminary minimization via steepest-descent and short
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Vb Va,i VLJ
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mol
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mol

] θ0,2
[◦]

σ

[nm]
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] σ ’
[nm]

ε’[ kJ
mol

]
967.2 1.74 10.0 106.1 0 45.3 1.51 1.0-6.0 1.25 0.2

Table 4.1 Parameters of CG model of CONT-1

equilibration cycles with a 0.1τ integration step, each of these systems simulated for
108 steps of CG-MD simulation conducted in periodic boundary NVT (constant N:
number of particles, V: box volume, and T: temperature during the run) conditions.
All CG-MD simulations used a leapfrog stochastic dynamics integrator, with an
inverse friction constant of τt = 25τ , regulating the solvent viscosity and thermaliza-
tion of the system at T=20°C.
The umbrella sampling calculations to compare the tube-tube lateral interactions
with the CG case were conducted mirroring the AA model’s procedure. In particular,
two CONT CG portions composed of 6 TAT ring layers each (same length of the AA
analysis) were placed in a parallel configuration and maintained at a fixed distance
via harmonic potential restraining the distance between the two centres of masses of
the tubes. This was repeated for 40 runs, each with a different equilibrium distance
between the tubes, ranging from 2.86 nm to 9.0 nm. Also, in this case, the CG
tubules portions were allowed to approach each other only in parallel fashion and
were prevented from rotating by using restraining potentials restraining the centres of
mass of both ends within a cylinder of 2.89 nm. The force constant of the harmonic
potential restraining the distance between the tubes was 967.2 kJ mol−1nm −2. The
resulting trajectories were then combined using the weighted histogram analysis
method to obtain the PMF profiles.



Chapter 5

Exploring the interaction of
benzene-1,3,5-tricarboxamide
supramolecular polymers with
proteins

This work has been carried out in collaboration with the experimental group of
Prof. E. W. Meijer, at the Eindhoven University of Technology (Netherlands). This
section will focus on the computational aspects and the role of molecular modelling
in supporting the experiments. The Introduction is largely taken from the postprint
version of the article published on Biomacromolecules. The experimental results are
briefly summarized at the beginning of the “Results” section. Details regarding the
experimental techniques are available in the full published paper[378].

Full bibliographic reference: Varela-Aramburu, S., Morgese, G., Su, L., Schoen-
makers, S. M. C., Perrone, M., Leanza, L., Perego, C., Pavan, G. M., Palmans, A. R.
A., Meijer, E. W. Biomacromolecules 21(10), 4105-4115 (2020).
DOI:10.1021/acs.biomac.0c009041

After investigating the nature of interactions in supramolecular polymers –
porphyrin-based and organic superassemblies – in this Chapter we will shift our focus

1In this article I equally contributed with M. Perrone in the development of the atomistic and
coarse-grained models, performing all MD simulations and analysis.
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with proteins

to another crucial aspect of supramolecular polymers: their potential as biomaterials
and their interactions with biological structures under physiological conditions.

The ability to mimic the fast dynamics that occur in natural processes is cru-
cial for creating biomaterials. Synthetic biomaterials, particularly water-soluble
supramolecular polymers, have demonstrated great potential in emulating the dy-
namic behaviour of natural systems. In particular, benzene-1,3,5-tricaboxamide
(BTA)-based supramolecular polymers have shown to be highly dynamic due to
the exchange of monomers within and between fibres. However, their suitability as
biomaterials has not been fully explored. Experimental investigations assessed the
interactions of BTA supramolecular polymers bearing either tetraethylene glycol or
mannose units at the periphery with different biological entities. When BTA fibres
were incubated with bovine serum albumin (BSA), the protein conformation was only
affected by the fibres containing tetraethylene glycol at the periphery (BTA-OEG4).
Herein, we conducted coarse-grained molecular simulations to gain insights into the
molecular interactions between BTA-OEG4 and BSA. Our results complemented
experimental evidences revealing that BSA interacted with BTA-OEG4 fibres rather
than with BTA-OEG4 monomers present in solution or that may exchange out of
the fibres. Our findings provide new insights into the potential of BTA-OEG4 as a
viable biomaterial, which could have various applications in drug delivery and tissue
engineering.

5.1 Introduction

Although the field of biomaterials has made significant advances in recent years,
mimicking nature remains an arduous task. This is primarily due to the highly
dynamic behaviour of natural systems, which continuously evolve and adapt through
non-covalent recognition motifs. In this context, there has been a significant effort
from supramolecular chemists to replicate nature’s unique dynamics using biomate-
rials assembled through non-covalent interactions. In particular, water-compatible
supramolecular polymers have been thoroughly investigated as the building blocks
for creating dynamic biomaterials[379, 380].
Supramolecular polymers offer a wide range of possibilities for the fabrication of
one-dimensional (1D) fibres in water and buffers[43], making them ideal for mimick-
ing the fibrillary components found in natural systems[381]. Host-guest interactions
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have been utilized to create 1D supramolecular polymers through their hydrophobic
nature[382, 383]. However, it is difficult to achieve complex modular host-guest
biomaterials due to synthetic limitations. As an alternative, modular supramolecular
building blocks based on π-conjugates have been chosen, utilizing hydrophobic
interactions to drive their assembly. This approach allows for direct coupling to
specific biofunctional moieties, simplifying the synthetic challenge[384, 385].
Nature-inspired peptide assemblies are another example of fibre-like materials that
mimic 1D fibrillary natural entities. These peptide assemblies contain natural amino
acids, which give them intrinsic biofunctionality. Peptide amphiphiles (PA) are a
type of such peptide assemblies, made up of peptide sequences covalently linked to
hydrophobic chains[386–388]. These PA materials have demonstrated promising
properties as biofunctional materials[389]. Fascinating applications have utilized
PA fibres, while understanding their structure-property relationship has been es-
sential for advancements. To increase modularity and expand the bioapplications
of supramolecular polymers, researchers have developed 1D materials based on
ureido-pyrimidinone (UPy, see 1.2.2). The UPy moieties dimerize through quadruple
hydrogen bonding, and the addition of urea groups enables lateral stacking into fibres
held together by a combination of hydrogen bonding, hydrophobic interactions, and
π-π stacking[48, 390]. In a relevant study, UPy fibres have been enriched with
cationic moieties in dilute form to facilitate intracellular delivery of siRNA[391].
Another intriguing application is the incorporation of specific peptides to enable
growth factor stabilization[392]. Another example that involves hydrogen bonding
and hydrophobic effects is benzene-1,3,5-tricaboxamide (BTA)-based supramolecu-
lar polymers. In the ’Introduction’ chapter of this thesis, BTA-based supramolecular
polymers were discussed extensively, along with some potential applications in
various fields that were explored. However, the deep understanding gained from fun-
damental studies on their assembly in water makes them highly promising materials
also for bioapplications[64, 393, 394], which is the primary focus of this specific
work.
BTAs 1D fibres are highly dynamic[139, 197, 345, 395] and can incorporate multiple
functionalities in a modular fashion through copolymerization[312, 396]. Moreover,
they can be decorated with peptides, charges, carbohydrates, and DNA, inducing
cellular recognition, intracellular delivery, mimicking the glycocalyx, and recruiting
proteins[64, 396–399]. Recently, hydrogels were obtained by increasing the con-
centration of the fibres[398, 400]. The dynamic and self-healing properties of these
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hydrogels make them extremely powerful tools to emulate the extracellular matrix.
Despite their potential, the use of these supramolecular materials as biomaterials,
such as in tissue engineering, is limited by a lack of detailed understanding of their
behaviour in physiological conditions, including their interaction with biologically
relevant entities such as proteins and cells.
In this study, we explore the potential of water-soluble BTA derivatives as biomateri-
als. Specifically, we investigate the stability of BTA-OEG4 when exposed to bovine
serum albumin (BSA) at physiological concentrations using molecular modelling
techniques. Our results not only support the experimental evidence but also offer
significant insights into the potential of BTA-OEG4 as a biomaterial.

5.2 Results and Discussions

5.2.1 Experimental section

In the present section, I will report the main experimental results regarding the
interaction between BTA-OEG4 and BSA, obtained by the group of E.W. Meijer,
to provide context for the theoretical calculations that I conducted in this work.
More details about the investigation of the interaction between different types of
BTA-based monomers (BTA-Man and BTA-OEG4-Man) and BSA, and between
BTA-OEG4 and FBS and cell media are available in the reference paper[378].

Since protein adsorption onto materials is depicted as the first event occurring
in any biological system, the interaction of BTA fibres with proteins was first inves-
tigated by using BSA as model protein using fluorescence spectroscopy. Different
amounts of BTA-OEG4 fibres were incubated in physiological concentration, and
the changes in tryptophan fluorescence emission were followed (Fig. 5.1b-d). The
fluorescence quenching was overall low and only at the highest concentration of
BTA-OEG4, when the ratio BTA-OEG4/BSA was close to 1:3, the fluorescence
emission spectra overlapped with the one containing urea, which is a known protein
denaturing agent. In order to investigate the mechanism of this interaction, the same
experiment was repeated with more hydrophilic BTA-based supramolecular copoly-
mers (see Fig. 5.1a). The tryptophan fluorescence showed almost no quenching
by these two copolymers indicating a minor interaction between BSA and BTA
copolymers bearing mannose moieties at the periphery. The role of mannose in
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reducing the BTA interaction with proteins was further confirmed by lower Forster
Resonance Energy Transfer (FRET). These experiments also showed that higher
BTA concentrations induced an increase in interactions, corroborating the tryptophan
fluorescence emission results (Fig. 5.1e).
CryoTEM and TIRF microscopy suggested that the interaction with BSA partially
affects the BTA-OEG4 microstructure by shortening the fibre length, but the fibre
morphology is retained.
The stability of BTA-OEG4 fibres and hydrogels in fetal bovine serum (FBS) and
cell media and cytotoxicity were evaluated. The results, available in the reference
paper[378], showed that BTA-based supramolecular biomaterials can be typically
used for bioapplications.

5.2.2 Computational section

Experimental data has demonstrated that the strongest interaction occurred between
BTA-OEG4 and BSA. Therefore, in our computational investigation, we focused our
molecular modelling on the interaction between these two compounds.

Coarse-grained modelling of the BSA/BTA-OEG4 interaction in solution

Two mechanisms were initially hypothesized for the BTA-OEG4/BSA interaction:
either BTA-OEG4 monomers were sequestered by BSA and trapped into the protein
hydrophobic pockets (i.e. monomer exchange out of the fibres into the protein),
or BSA was destabilized by BTA-OEG4 (i.e. interaction of BSA with BTA-OEG4
fibres, rather than monomers). In the first case, the BSA/BTA-OEG4 interaction
would be governed by the dynamics of the monomer exchange out of the BTA-OEG4

fibres, which determines how many disassembled monomers were present in the
solution. In the second case, the destabilization would involve a macromolecular
interaction between BSA and the whole BTA-OEG4 fibres.
In order to have qualitatively insights into the most probable BSA/BTA-OEG4

mechanism of interaction, we employed coarse-grained molecular dynamics (CG-
MD) simulations. In particular, two in silico experiments were designed to assess
the effect on the BSA in the two types of interactions, that is, BSA interaction with
disassembled BTA-OEG4 monomers in solution vs BSA interaction with assembled
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Fig. 5.1 (a) Chemical structure of water-compatible BTA monomers selected for this study;
(b) BSA tryptophan fluorescence emission showed the interaction between BTA-OEG4 and
physiological concentration of BSA at 37°C. The introduction of mannose moieties at the
fibre periphery reduced this interaction (c, d). (e) FRET experiments showed enhanced inter-
action between Cy3-labeled BTA fibres and Cy5-BSA increasing the fibres concentrations.
Adapted from Ref.[378].

BTA/OEG4 fibres. We thus simulated two cases where one BSA dimer interacts
with 100 initially disassembled BTA monomers vs one pre-equilibrated BTA fibre
composed of 100 assembled monomers in aqueous solution. The effect of the
interaction with BTA-OEG4 on the BSA structure in both cases was then compared.
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In general, both CG-MD simulations showed that the protein had a strong interaction
with BTA/OEG4. In the first case, the monomers tended to distribute across the BSA
surface, targeting specific hydrophobic patches (Fig. 5.2a). In the second situation,
the BTA-OEG4 fibre strongly attached to the protein surface and bent surrounding
it (Fig. 5.2b). Analysis of the CG-MD trajectories indicated that the number of
contacts between BSA and BTA/OEG4 was higher in the case of free/disassembled
BTA/OEG4 monomers in solution (Fig. 5.2c). Nevertheless, the BSA 3D structure
deviated more from its native conformation when interacting with the BTA-OEG4

fibre (Fig. 5.2d).

Since CG models can be limited by the approximations in the CG scheme and by
the use of the elastic network applied to the protein model (see the Methods section
of the Chapter), we cross-checked these comparative simulations in presence and
in absence of an elastic network potential (preserving the BSA structure). These
additional simulations confirmed the trends observed in the data shown in Fig. 5.2d
for both cases. This demonstrated that the BSA/fibre interaction entailed a strong
effect on the protein secondary and tertiary structure. This phenomenon, which
can be compatible with protein denaturation, is experimentally corroborated by the
similar effect of urea and BTA-OEG4 seen in the fluorescence spectroscopy. On the
other hand, although the BSA interaction with free monomers was observed in the
CG-MD (Fig. 5.2c: number of contacts with monomers was even higher than those
with the BTA-OEG4 fibre), the effect on the BSA’s 3D structure was considerably
smaller. Altogether, this indicated that the interaction with a full fibre had a stronger
destabilization effect on the BSA structure than the interaction with the same number
of individual BTA-OEG4 monomers. Since the concentration of free monomers when
the fibres are present is very low, BSA proteins interacted more likely with BTA-
OEG4 fibres than with disassembled BTA-OEG4 monomers. Thus, these CG-MD
simulations suggested that the tryptophan fluorescence quenching and the shortening
of the fibres observed experimentally were caused by the interaction of BSA with
the BTA-OEG4 fibre rather than with the monomers. This was further confirmed
by thermodynamic data extracted from the CG-MD simulations, which showed
a more favourable interaction energy for BSA with BTA-OEG4 fibres compared
with the same number of disassembled BTA-OEG4 monomers, with a difference in
interaction energy of ∼2.2 kcal mol−1 per-monomer, see Table 5.1.
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Fig. 5.2 (a) BSA dimer (yellow and pink beads) interacting with 100 disassembled BTA-
OEG4 monomers (red and blue beads) and (b) BSA dimer interacting with the BTA-OEG4
fibre composed of 100 monomers. The snapshots on the left show the initial configuration,
while those on the right are taken after 2µs of CG-MD simulations. (c) Evolution of the
number of contacts between BSA and BTA-OEG4 in the two systems (a) and (b). (d)
Evolution of root-mean-square displacement (RMSD) of BSA conformation from the native
structure, for the two systems (a) and (b) and for a control system with BSA in water. The
first 2µs of CG-MD in (c) and (d) employed an elastic network potential, which was removed
after 2µs (vertical dashed line). Adapted from Ref.[378].

Monomer exchange from the BTA-OEG4 fibre to BSA

Additional evidence for stronger interaction of BSA with BTA-OEG4 fibres rather
than with BTA-OEG4 monomers was obtained by CG Metadynamics (CG-MetaD)
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BSA + 100 BTA
monomers

BSA+BTA fibre ∆ (fibre-
monomers)

LJ energy per-BTA
monomer [kcal/mol]

-2682.68 ± 0.14 -2684.79 ± 0.14 -2.11

Total potential energy
per-BTA monomer

[kcal/mol]

-2643.59 ± 0.06 -2645.75 ± 0.14 -2.17

Table 5.1 Values of the potential energy and the Lennard Jones (LJ) energy in the systems
(per-monomer), computed on the equilibrated phase of 400 ns of the CG-MD simulations.

simulations. Starting from a BTA-OEG4/BSA bound state (i.e. BTA-OEG4 fibre bent
and bound to the BSA surface), a CG-MetaD simulation was performed where one
BTA-OEG4 monomer at the interface was biased to exchange/diffuse from the BTA-
OEG4 fibre within the protein and back. During the CG-MetaD run, the monomer
crossed multiple times back and forth from the fibre into the protein. From this
CG-MetaD simulation, we computed the free-energy surface (FES) of the monomer
exchange between fibre and protein. The FES showed that a BTA-OEG4 monomer
could exist in different states with favourable free-energy (Fig. 5.3). In the first case,
the monomer could be stacked into the BTA-OEG4 fibre backbone having negligible
interaction with BSA (Fig. 5.3i). Another possibility could see the monomer stacked
onto a defect of the BTA-OEG4 fibre backbone at the interface between BSA and the
BTA-OEG4 fibre and interacting with both (Fig. 5.3ii). The monomer could also be
placed at the interface between BSA and the BTA-OEG4 fibre but adsorbed on the
fibre surface (Fig. 5.3iii). In this case, the monomer interaction was stronger with
BSA than with the fibre. Finally, the monomer could be sequestered by the protein,
having no interaction with the fibre (Fig. 5.3iv). Remarkably, the FES demonstrated
that the global free-energy minimum was achieved when the exchanging monomer
was at the interface, interacting more with BSA (Fig. 5.3iii). The shape of the
FES suggested that, once a BSA/BTA-fibre binding was completed, the diffusion
of monomers into the protein was quite likely. From the global minimum, the
monomer could indeed diffuse inside the BSA structure by crossing a free-energy
barrier of just ∼5 kcal mol−1, which is half of the free-energy (∼10 kcal mol−1)
required to exchange a monomer out from the fibre into water. This means that BTA-
OEG4 monomers were more favourably exchanged directly from the fibre into the
BSA structure via a direct surface/interface contact, rather than through a multistep
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mechanism involving monomer exchange from fibre into water and from water into
BSA. This further supported the hypothesis that the conformational change of BSA
observed from the tryptophan fluorescence quenching experiment was also likely
due to the interaction of BSA with BTA-OEG4 fibres rather than with exchanging
BTA-OEG4 monomers present in solution.

Fig. 5.3 In the centre, the free-energy surface (FES) estimated from WT-MetaD simulations
as a function of the two variables A and B (see Methods section). Snapshots from the main
free-energy minima are reported: (i) The monomer (red beads) is part of the backbone of
the fibre; (ii) The monomer is in a defect configuration, interacting with the protein; (ii) The
monomer is adsorbed at the interface between BSA and BTA-OEG4 fibre; (iv) The monomer
detaches from the fibre and is sequestered inside the protein. Adapted from Ref.[378].
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5.3 Conclusions

In conclusion, the study investigated the suitability of water-soluble BTA supramolec-
ular polymers as biomaterials. Three functional BTA materials, BTA-OEG4, BTA-
Man, and BTA-OEG4-Man, were studied in the presence of different biological
entities (BSA, FBS, and cells). The results demonstrated that only BTA-OEG4

interacts with BSA, as observed through tryptophan fluorescence and FRET stud-
ies. CG-MD simulations corroborated this interaction and showed that the BSA
conformation was affected by the interaction with BTA-OEG4 fibres rather than
with BTA-OEG4 monomers. Additional CG-MetaD simulations showed that the
exchange of monomers from the BTA-OEG4 fibres to BSA occurred most likely via a
direct contact between the fibre and the BSA surface without the need of a monomer
exchange to water as an intermediate step. In addition, the study also demonstrated
high biocompatibility and low cytotoxicity of BTA-OEG4 in the presence of cells,
indicating their potential for use in biological applications. This work underscore the
significance of molecular modelling in the development of novel biomaterials. The
use of computational methods such as CG-MD and CG-MetaD allowed us to obtain
valuable insights into the interaction between BTA-OEG4 and BSA, which would
have been difficult to obtain experimentally. Furthermore, this Chapter highlights the
potential benefits of integrating experimental and computational methods in bioma-
terials research. This combination of approaches can provide a more comprehensive
understanding of the behaviour of materials in biological systems, ultimately leading
to the development of more efficient and effective biomaterials.

5.4 Methods

CG-MD Simulations of BTA-OEG4-BSA Interaction–BSA Destabilization

A CG description of the system was chosen by building the molecular model
based on the MARTINI force field[241], as it is suited to study the interactions
between supramolecular polymers and biomolecules[181, 346]. The CG model
of the BSA protein dimer was based on the PDB structure 4f5s[401], and the
topology and interaction parameters were constructed using the martinize.py tool
(github.com/cgmartini/martinize.py), employing the MARTINI force field extension
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for proteins[402, 403]. The MARTINI force field has some limitations in modelling
proteins accurately. The secondary, tertiary and quaternary structure of proteins
are stabilized by various types of interactions, such as hydrophobic interactions,
hydrogen bonds, polar interactions, disulfide bonds, etc. However, most CG models,
including MARTINI, have difficulties in reproducing the directionality of H-bonds,
which are essential for the formation and stability of protein structures. To overcome
this limitation, one possible solution is to combine an elastic network potential with
the MARTINI model[404, 243]. The elastic network potential introduces a set of
restraints (harmonic forces) among non-bonded beads within a certain cutoff to
preserve the correct native protein structure. For the BSA protein, we used a cutoff
of 0.9 nm and a force constant of 500 kJ mol−1nm−2 for the elastic network bonds.
However, the elastic network potential also introduces some bias and constraints that
may affect the realistic dynamics of the protein (and consequently, its interaction
with BTA-OEG4). Therefore, we simulated BSA both with and without the elastic
network. By comparing the results of both simulations, we can assess the impact of
the elastic network on the protein behavior and structure, and evaluate any inconsis-
tencies or discrepancies between the two models.

A MARTINI-based CG model, previously developed and optimized using the
standard MARTINI parametrization procedure[196], was employed for BTA-OEG4.
This model includes a dipole to model the directionality of H-bonding of the BTA-
based monomer. A BTA-OEG4 fibre model was preliminarily equilibrated in explicit
MARTINI water. This model was used to study the interactions of a BTA-OEG4

fibre with BSA compared with interaction of dispersed/disassembled monomers.
The BSA+BTA-OEG4 monomers system contained the protein dimer, 100 BTA-
OEG4 monomers, and 34 Na+ ions to neutralize the protein charge. The BSA
+ BTA-OEG4 fibre model contained the same number of proteins, BTA-OEG4

monomers (arranged into a pre-equilibrated fibre), and neutralizing Na+ ions as the
BSA + BTA-OEG4 monomer system. Both CG models were solvated in standard
MARTINI CG water (W) beads.
We conducted 2µs of MD simulations starting from model configurations where
the BTA-OEG4 monomers or the BTA-OEG4 fibre were placed in proximity to the
BSA dimer. During these runs the interaction between BSA and the BTA-OEG4

monomers or fibre reached the equilibrium in the CG-MD regime. From this point,
the simulation box size was resized in order to have the same number of water
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beads in the two models. An additional 0.5 µs of MD simulations were conducted
to calculate the energies of the two systems and compare the two cases of BSA
interacting (i) with BTA-OEG4 monomers vs. (ii) with a BTA-OEG4 fibre.
In all CG-MD runs, the boundaries of the simulation box were treated with Periodic
Boundary Conditions to reduce finite size effects. To prevent the BSA from rotating
and directly interacting with its periodic images, a restraining potential was imposed,
acting on two residues (Asp363 and Lys312 of first and second BSA monomers,
respectively). As verified by the comparison of two trajectories with and without
the restraining potential, the effect of these restrains was negligible. The leapfrog
algorithm was used to integrate the equations of motion, with a standard CG time
step of 20 fs. The temperature of the systems was set at 293 K by means of the
v-rescale thermostat method[261], with a coupling time of 2 ps, while the pressure
was kept at 1 bar by means of Parrinello–Rahman barostat[262], with a time constant
of 6 ps.

CG-MetaD Simulations–Mechanism of BSA–BTA Interaction

Metadynamics (MetaD)[276] was employed to efficiently explore the configurations
and exchange of a BTA-OEG4 monomer across the interface between the fibre and
the BSA dimer. The applied bias acted along two collective variables A and B,
relative to a preselected monomer M, initially interacting with both the fibre and the
protein surface. A was defined as the minimum distance between the M core atoms
(the benzene ring of BTA-OEG4) and the backbone of the fibre. B was defined as
C f iber −Cprotein, where C f iber was the number of contacts between the core atoms of
M and the backbone of the fibre (the other BTA cores) and Cprotein was the number
of contacts between the core of M and the BSA atoms. The bias was constructed
by depositing every 1000 CG-MD steps Gaussian kernels of height 0.2 kJ mol−1

and width of 0.05 (in the A direction) and 0.25 (in the B direction). All MD and
MetaD simulations and analyses were performed with GROMACS 2018[294, 295],
equipped with PLUMED 2.5[296].



Chapter 6

Into the dynamics of rotaxanes at
atomistic resolution

The work presented in this Chapter is entirely computational and it has just been
published on Chemical Science. Part of the analysis conducted in this work has been
carried out at University College London during my 6-months period as visiting
student. The Chapter is largely taken from the postprint version of the published
article[405].

Full bibliographic reference: Leanza, L., Perego, C., Pesce, L., Salvalaglio, M.,
von Delius, M., Pavan, G. M. Chem. Sci. (2023). DOI:10.1039/D3SC01593A

The last and also the main study of my PhD Thesis will examine the second class
of supramolecular systems that was discussed in Chapter 1, molecular machines.

Mechanically-interlocked molecules (MIMs) are at the basis of artificial molec-
ular machines and are attracting increasing interest for various applications, from
catalysis to drug delivery and nanoelectronics. MIMs are composed of mechanically-
interconnected molecular sub-parts that can move with respect to each other, impart-
ing these systems dynamical behaviours and interesting stimuli-responsive properties.
Among them, extensively studied examples are rotaxanes and molecular shuttles.
The rational design of MIMs with desired functionalities requires studying their
dynamics “in action” at sub-molecular resolution and on relevant timescales, which
is challenging experimentally and computationally.
In this work, we combine molecular dynamics and Metadynamics simulations to
reconstruct the thermodynamics and kinetics of different types of MIMs at atom-



6.1 Introduction 101

istic resolution under different conditions. As representative case studies, we use
rotaxanes and molecular shuttles substantially differing in structure, architecture,
and dynamical behavior. Our computational approach provides results in excel-
lent agreement with available experimental evidences and a direct demonstration
of the critical effect of the solvent on the dynamics of the MIMs. At the same
time, our simulations unveil key factors controlling the dynamics of these systems,
providing submolecular-level insights into the mechanisms and kinetics of shuttling.
Reconstruction of the free-energy profiles from the simulations reveals details of
the conformations of macrocycles on the binding site that are difficult to access
via routine experiments and precious for understanding the MIMs’ behavior, while
their decomposition in enthalpic and entropic contributions unveils the mechanisms
and key transitions ruling the intermolecular movements between metastable states
within them. The computational framework presented herein is flexible and can be
used, in principle, to study a variety of mechanically-interlocked systems, and to
explore how to control their dynamics.

6.1 Introduction

Biomolecular machines and motors are at the basis of many biological processes,
such as DNA replication[406], muscle contraction[407–410] and ATP synthesis[411–
413].
For the last decades, one of the biggest challenges for chemists and physicists has
been to design and synthesize artificial molecular machines (AMMs) with control-
lable movements, mimicking nature’s technology[28, 95, 414]. Within this context,
the pivotal contribution provided by the use of mechanically interlocked molecules
(MIMs)[103, 415–417], such as catenanes[418] and rotaxanes[419], has been care-
fully addressed in Chapter 1.3.2. To recapitulate briefly, catenanes consist of two or
more entangled rings forming a mechanically interlocked chain, while rotaxanes and
shuttles typically consist of one or more macrocyclic rings mechanically interlocked
around a dumbbell-shaped molecule (the axle) with two bulky groups at both ends
(stoppers). In rotaxanes, the macrocycles can move back and forth along the axle,
and we take the liberty to describe this translational movement from now on as “shut-
tling”. The same type of linear movement occurs also in the so-called “molecular
shuttles”, while the fundamental difference of a shuttle (as opposed to a simple rotax-
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ane) is that there are at least two distinct binding sites for the ring within the thread,
such that there is not one single global thermodynamic minimum for the stochastic
location of the ring (but at least two local minima). If properly designed, one can
achieve control over the relative motion of subcomponents, making rotaxane-based
architectures the perfect candidate components for engineering AMMs.
As a significant development, Green et al.[420] designed a monolayer of bistable
molecular switches as a storage element, relating the relaxation kinetics with the
memory retention time of the device. Significant breakthroughs were also achieved in
catalysis, exploiting the threading of the macrocycle along the thread to expose/hide
organocatalytic groups[120, 421–423]. Similarly, the disassembly of a biocompati-
ble [2]rotaxane can trigger the release of anticancer drugs[32]. Designing MIMs with
controllable dynamical properties could benefit from a deeper understanding of the
factors controlling their structure and dynamics. In particular, reaching a molecular
understanding of rotaxane dynamics in solution and unraveling the details of the
mechanisms (thermodynamics and kinetics) underpinning their behavior is crucial
for designing MIMs with desired properties. Experimental techniques based, for
example, on nuclear magnetic resonance, coalescence methods or cyclic voltammetry
provide good estimates of the dynamics of rotaxanes and molecular shuttling. For
example, the influence of the axle length[161, 424], the conformational flexibility of
spacers[425, 426] and of different environments[427, 428] on rate constants were
extensively investigated.
However, the limited resolution of kinetic experiments and the high sensitivity of such
architectures to numerous factors (structure of subcomponents, solvent composition,
pH) hinder the complete characterization of MIMs. In this regard, computational
methods, such as Molecular Dynamics (MD), can be extremely helpful as they can
provide a detailed viewpoint on the atomistic/molecular mechanisms that regulate
the dynamics of MIMs[203–205, 429–438]. In particular, a significant contribution
was made by Cai and coworkers[199, 206–210, 439], on the investigation of how the
solvent and the surrounding environment modulate the thermodynamics of various
rotaxanes.
Nevertheless, the rare-event dynamics that govern shuttling in MIMs exceed the
capability of standard MD simulations. To this aim, as discussed in the previous
Chapters, enhanced sampling techniques (e.g. Metadynamics[276], adaptive bias
force[269]) were recently proven to be efficient in investigating rare events with
atomistic/sub-molecular resolution, enabling the simulation of the relevant timescales
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over which these rare events unfold[197, 289, 290, 304, 440–444]. For example,
Metadynamics simulations have been recently used to investigate the dynamics of
monomer exchange in supramolecular polymers[197, 304, 444] or the innate guest
exchange dynamics in-and-out the cavity of a coordination cage[443, 445], as well
as the motion and dynamic behaviours of supramolecular systems (e.g. nanopar-
ticles, tubules) in out-of-equilibrium conditions or under the effect of an external
stimulus[446, 447]. Offering the opportunity to study molecular motion events
occurring on long timescales at atomistic resolution and providing precious insights
on the key steps or factors controlling them, these approaches are well suited also to
study the dynamics of MIMs such as rotaxanes and molecular shuttles.
Here, we combine standard MD simulations and Well-Tempered Metadynamics
(WT-MetaD)[285] techniques to investigate at the atomistic level the thermodynamic
and kinetic behaviour of four known [2]rotaxanes[161, 448, 449, 426], covering
different features and architectures in the framework of MIMs. With our in silico
approach, we obtain a detailed insight into the thermodynamics of these systems,
recognizing the enthalpic and entropic weight associated with the relevant conforma-
tions of MIMs during shuttling dynamics[292, 293], and outlining the mechanisms
of motion, the kinetics of shuttling (found in perfect agreement with experiments).
We also provide a flexible computational framework that can be used, in principle,
to study a wide variety of mechanically interlocked molecules.

6.2 Results and Discussion

In this study, we have chosen to characterize, as representative examples, four
types of [2]Rotaxanes in an effort to capture different aspects of MIMs common
architectures and obtain general insight into the variegated dynamics of such systems.

Dynamics and shuttling rates measurement of [R4 −H2]
2+ [2]Rotaxane

As a first case study, we focus here on the H-shaped dicationic [R4 −H2]
2+ [2]Ro-

taxane (referred to hereinafter as 1, Fig. 6.1) reported by Gholami et Al.[161],
consisting of a rigid dumbbell with four phenyl rings between two benzimidazolium
recognition sites, and a dibenzo[24]crown-8 ether (DB24C8) macrocycle, which
instead is a relatively flexible element. We have chosen to study this system as it
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Fig. 6.1 Structural chemical formula of [R4 −H2]
2+ [2]Rotaxane. Adapted from Ref.[405].

is part of a influential study exploring the influence of axle length on the rate of
shuttling in neutral and dicationic molecular shuttles. Moreover, the kinetic mea-
surements reported in the reference paper[161] are well-suited for comparison with
computational results.
Firstly, we built the all-atom (AA) model of 1 (displayed in Fig. 6.2a). The model
system was equilibrated in explicit acetonitrile (ACN) (the solvent used in the ex-
periments of Ref.[161]), adding PF−

6 counterions to neutralize the solution. This
constituted the starting point of our investigation (see the Methods section or more
details).
To reveal the translational dynamics and the mechanism of shuttling in 1, we first
performed WT-MetaD[285] simulations of this system. The extensive exploration
enabled by WT-MetaD is essential to capture crucial features of MIMs thermody-
namics at the atomistic level and to reconstruct the free-energy profile. Here, we
reconstructed two-dimensional FES as a function of two chosen reaction variables
(Fig. 6.2b), namely d, the location of the geometrical centre of DB24C8 along the
rotaxane, and dbenz−benz, the distance between the centres of the two benzene rings
of the macrocycle (see Fig. 6.2a).
The WT-MetaD calculations unequivocally reveal that the most stable conformations
of the rotaxane correspond to states where the DB24C8 macrocycle is located close to
the lateral recognition sites (|d|≳ 1.5 nm), while the shuttling states are significantly
less favoured (Fig. 6.2b). A deeper inspection of the structure of these minima shows
that they are quite broad along the dbenz−benz coordinate, signalling that the minimum
is both characterized by states in which the macrocycle folds (dbenz−benz ∼ 0.8 nm),
either stacking its benzene rings with the phenyl rings of the stoppers (state A, in
Fig. 6.2b) or with the first central phenyl ring of the axle (state C, in Fig. 6.2b), and
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Fig. 6.2 (a) Atomistic molecular model of 1. The collective variables (CVs) used to enhance
dynamics in WT-MetaD simulations, namely dbenz−benz and d (see text), are shown. Only the
hydrogens of the recognition sites are displayed for clarity. (d) FES as a function of the two
CVs biased during WT-MetaD simulations. Three representative snapshots of states A, B,
and C are displayed on the lateral panels. Adapted from Ref.[405].

states in which the macrocycle is extended, but still bound to the recognition site
(state B, in Fig. 6.2b). All these states are characterized by the presence of NH · · · O
hydrogen-bonds (HBs) between the macrocycle and the benzimidazolium groups at
the recognition sites (Fig. 6.2b, right: insets). The shuttling process thus requires
that DB24C8 breaks these HBs with benzimidazolium, reaching the “unbound state”
(D, in Fig. 6.2b). As shown in Fig. 6.5a, the number of H-bonds drops from ∼ 2
(at |d|≳ 1.5) to 0 (for 0 ≲ |d|≲ 1.5 nm), while after breaking the interaction with
the stoppers and leaving the bound states the DB24C8 ring diffuses along the axle.
Interestingly, once in the unbound state (Fig. 6.2b: D and D’), the macrocycle does
not maintain an open conformation and the ring shuttling is not resistance-free due
to possible π −π interactions between the aromatic rings of the rotaxane, and to
residual solvophobic effects (see also Fig. 6.3a: plot of dbenz−benz vs. d). The plot
of the number of contacts between the DB24C8 macrocycle and phenyl rings of the
axle of Fig. 6.3b indicates that the two components interact. During the shuttling, the
DB24C8 macrocycle distorts assuming a clip-mode, promoting π −π interactions
between its benzene rings and the phenyl rings of the axle (in the central region of the
axle, points where dbenz−benz reduces, the number of DB24C8-axle π −π contacts
increases, and vice versa). This produces a step-wise diffusion of the macrocycle
along the axle, which is consistent with DFT calculations[161].
WT-MetaD allows us to reconstruct the FES associated with the system, providing
a reliable estimate of the free-energy differences between “bound” and “unbound”
states. However, the ∆G profile obtained from the 1D projection of the FES (Fig. 6.5,
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Fig. 6.3 (a) Mapping of dbenz−benz along d. (b) Mapping of the number of contacts between
DB24C8 and the phenyl rings of the axle along d. The mapping of the variables is obtained
using the approach of Ref.[292]. Adapted from Ref.[405].

right panel, black curve) shows low barriers between intermediate states, suggesting
that the set of variables is well suited to describe the translational motion of the
macrocycle, but may not be optimal for describing the transition from the bound
state. Therefore, we used a different strategy to estimate the transition barriers
(∆G‡) and kinetic information on the shuttling dynamics, that is the “infrequent”
WT-MetaD[289, 290]. In the “infrequent” variant, the Metadynamics strategy is
adopted to accelerate a conformational transition between metastable states, but the
bias is deposited infrequently, to avoid deposition over the transition state. By prop-
erly accounting for the associated acceleration of the dynamics, the unbiased rates
of transition can be reconstructed (see Section 2.6.2). We here applied infrequent
WT-MetaD to excite the transition to the “unbound” state (D, in Fig. 6.2b) starting
from the “bound” state A. We observed that choosing A, B or C as a starting con-
figuration provides very similar transition kinetics (∼10s, ∼70s, ∼40s, respectively,
see Appendix, Fig. A2a). The kinetics of transition among the “bound” states is
indeed much faster than that of the passage to the “unbound” D state, which requires
the rupture of the HBs with benzimidazolium, being the rate-limiting step toward
shuttling from one station to the other. For this reason, from this point on we refer
simply to the “bound” to “unbound” transition, as the distinction between A, B and
C states is negligible for the shuttling dynamics.
As schematized in Fig. 6.4, the transition time, estimated via infrequent WT-MetaD,
is found in the order of ∼ tens of seconds. The free-energy barrier associated with
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this transition is 18.5 ± 0.4 kcal mol−1. Experimental 1H NMR investigations re-
vealed that the shuttling dynamics in 1 (passage of the macrocycle from one binding
site to the opposite one) is characterized by a free-energy barrier of approximately
19.8 kcal mol−1[161], showing a significant agreement between the experimental
and theoretical rates.
It is worth noting that infrequent WT-MetaD is employed to reconstruct the simple
transition from “bound” to “unbound” states, whereas the experimental values refer
to the shuttling between the two recognition sites (that is between the two global
minima of Fig. 6.2b). In this sense, comparing the experimental and theoretical
rates is meaningful if the “bound” to “unbound” transition is the rate-limiting step
of the shuttling process. To test this hypothesis, we also performed unbiased MD
simulations to gather statistics of the macrocycle “unbound” shuttling movement
along the axle (from D to D’, see Fig. 6.2b). The resulting transition rate is approx-
imately nine orders of magnitude lower (in the nanoseconds range, see Appendix,
Fig. A2b) than that associated with the bound-unbound transition, confirming that
the departure from the recognition site is rate-determining for the shuttling kinetics.
This observation agrees with the experimental results of the reference paper[161],
where the reported kinetic rates are independent of the length of the axle (number of
aromatic rings): with such kinetic differences, the shuttling dynamics of DB24C8
along the axis is in fact marginal. A complete schematic representation of the shut-
tling dynamics along the free-energy profile (as a function of d) is shown in Fig. 6.4,
highlighting the times of transition between different states.

Fig. 6.4 Free-energy surface diagram as a function of d and relative transition times, com-
bining the results obtained via WT-MetaD (∆G of conformational states) and infrequent
WT-MetaD (transition times). The free-energy value of each state (coloured circles) and the
height of free-energy barriers are defined with respect to state A. Adapted from Ref.[405].
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Free-energy decomposition and role of solvent on the shuttling of [R4 −H2]
2+

[2]Rotaxane

As recently shown via computational approaches[199, 206–210, 438, 439], the
shuttling dynamics and mechanisms in such kinds of rotaxanes are significantly
dictated by the influence of the environment (i.e. the solvent composition), we thus
characterized and compared the free-energy profile associated to system 1 immersed
in four different solvents, having different β parameter (the hydrogen-bond acceptor
ability)[450]: chloroform (CHCl3, β = 0.10), dichlorometane (DCM, β = 0.10),
acetonitrile (ACN, β = 0.40) and dimethyl sulfoxide (DMSO, β = 0.76). While
exploring the solvent impact, we enriched our analysis by separating the free-energy
profiles in enthalpic and entropic contributions (using the approach described in
Ref.[292] and recently applied in the study of the early stages of nucleation of metal
organic frameworks[293]), to attain crucial information on the factors that regulate
the equilibrium of the rotaxane.

Low β . Similarly to what we have seen in ACN solvent, the free-energy profile
computed in CHCl3 (β = 0.10, Fig. 6.5a, black line of the top panel) shows two
minima at the recognition sites (at |d| ≳ 1.5 nm). The free-energy difference ∆G
between the minima and the “unbound” state is estimated at around 14 kcal mol−1.
To capture the nature of this free-energy difference, we decompose the FES in
enthalpic and entropic terms. Enthalpy (Fig. 6.5a, red line of the top panel) exhibits
a global minimum in the configuration with the macrocycle clamped around the
benzimidazolium (d ∼±2.1 nm). As d increases, the system overcomes an enthalpy
ramp (∼ 10 kcal mol−1) to reach the central region. This behaviour correlates with
the evolution of the HBs established between the subcomponents of the rotaxane
(Fig. 6.5a, bottom panel): the HBs between the binding site and macrocycle (that
characterize the free-energy minima) are broken, indicating that the disruption of HBs
contributes to the enthalpic cost as the macrocycle moves toward the centre of the axle.
With the rupture of the HBs, the binding between the axle and macrocycle becomes
less constrained, and the entropic contribution of these states becomes sensibly larger
(minima of the blue line in Fig. 6.5a). Through the kinetic characterization, we also
note that the access to the unbound state (D in Fig. 6.2b) from the global free-energy
minimum is associated with a relatively high free-energy barrier (∆G‡ ≃ 21.2±0.4
kcal mol−1, estimated via infrequent MetaD, see also Appendix, Figs. A5-A6),
which implies a slow shuttling rate (the transition time is found in the order of
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minutes), on top of the thermodynamic penalty of the unbound state.
As additional tests, very similar results to those in CHCl3 are obtained when studying
the system in DCM, which has β = 0.10 (see Appendix, Figs. A5-A6).

High β . In strong contrast, the free-energy profile obtained in DMSO (β = 0.76)
suggests a different scenario: as it can be observed from Fig. 6.5b, top panel, despite
a similar shape in the global FES (see, e.g., the position of the minima), the ∆G
between unbound and bound states is significantly lower (9.5 kcal mol−1) than in
CHCl3 solvent, as well as the free-energy barrier (∆G‡ ∼ 16.5± 0.3 kcal mol−1,
computed via infrequent WT-MetaD). The decrease of ∆G and the faster kinetics
between unbound and bound states are due to the high tendency of DMSO to accept
HBs from the benzimidazolium site, thereby competing with the macrocycle, and
favouring the departure of the latter from the recognition site. As shown in the bottom
panel of Fig. 6.5b, the average number of HBs between the solvent molecules and
the binding station increases by ∼2 units, once the macrocycle starts shuttling. The
formation of HBs between the recognition sites and DMSO, not only compensates
for the energy loss caused by the rupture of HBs between axle and macrocycle but
also determines an overall favourable enthalpic configuration, as shown by the global
enthalpy minimum that corresponds to the DB24C8 shuttling along the axle (Fig.
6.5b, top panel, red line).

Intermediate β . We can consider the ACN solvent (β = 0.40), discussed in the
previous section, as an intermediate case between CHCl3 and DMSO. In ACN, the
free-energy profile as a function of d (Fig. 6.5c, top panel, black line) exhibits a ∆∆G
∼12 kcal mol−1, between unbound and bound states. Together with the free-energy
barrier estimated via infrequent WT-MetaD (∆G‡ = 18.4± 0.4 kcal mol−1), our
simulations show that the ACN case has an intermediate behaviour between high
and low β solvents, confirming that the dynamics of the system follows a clear
trend dictated by the solvent propensity to form HBs (Fig. 6.5c, bottom panel). In
ACN, the average number of HBs between solvent and benzimidazolium increases
up to ∼2.9 units (vs 0 units in CHCl3 and 3.5 in DMSO) as the macrocycle begins
the shuttling. This compensates for the enthalpic loss due to the breaking of the
interaction between the binding site and the wheel partially. As a result, differently
from the DMSO case, the enthalpy here still favours the bound states (macrocycle
located in the recognition sites).
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Fig. 6.5 Role of solvent in the shuttling mechanism of 1. (a) top panel: free-energy (black),
enthalpy (red) and entropy (blue) profiles of the Rotaxane 1 immersed in CHCl3 solvent
(β = 0) as a function of d; bottom panel: number of HBs between the axle and the macrocycle
(green) and between the axle and the solvent molecules (purple line), as a function of d.
(b) and (c) Same as (a), for DMSO (β = 0.76) and ACN solvent (β = 0.40). The results
demonstrate how the thermodynamics may change as a function of the solvent. Adapted
from Ref.[405].

Our simulations are very useful to obtain a molecular-level description of the
shuttling mechanism and how the solvent nature may finely modulate the process. In
particular, while confirming the in silico results obtained with a free-energy charac-
terization of similar rotaxane systems[438], our approach allows us to quantitatively
estimate shuttling rates in different conditions. This provides unprecedented details
on the shuttling dynamics that enable the comparison with experimentally observed
quantities[161], demonstrating a satisfactory agreement between modelling and
experiments.

Dynamics and shuttling rates measurement of formamidinium [2]Rotaxane

The second test case analyzed is a formamidinium [2]Rotaxane, recently reported by
Borodin et al.[448]. This rotaxane consists of an N,N’-disubstituted formamidinium
ion and the flexible 24-crown-8 (24C8) ether (Fig. 6.6a), and it is part of a seminal
work that describe the self-assembly of stimuli-responsive [2]rotaxanes, using the
dynamic covalent reaction amidinium exchange[451]. This system (referred to here-
inafter as 2), allows us to probe our methods to a relevant case in which both the
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axle and the macrocycle are flexible while focusing on relatively simple shuttling
dynamics (the system is relatively small). We built an AA model for rotaxane 2
(Fig. 6.6b) immersed in explicit DCM, the typical solvent used in experimental
analyses[448], neutralized with weakly coordinating PF−

6 anions. After an initial
equilibration phase energy minimization and a short NPT equilibration, we studied
the system through standard MD simulation. Enhanced sampling is unnecessary in
this system, as the timescale of shuttling events is accessible within a practically
attainable MD time. We study the translation of the macrocycle along the main axis
of the axle molecule, indicated by the macrocycle coordinate d (see the schematic
representation in Fig. 6.6c).
The free-energy associated with the system as a function of d, shown in Fig. 6.6d
(black line) shows three stable states along this coordinate. The most stable minimum
corresponds to the conformation with the macrocycle at the centre of the axle (d
∼0 nm). This “central” state is flanked by two lateral minima which are almost
equivalent in free-energy (with a slight difference of 0.15 kcal mol−1) in which the
macrocycle approaches the lateral stoppers. The kinetics of transition between these
states emerges as very fast, with a transition time of the order of hundreds of ps
(Fig. A7b-c).
By inspecting the free-energy decomposition in enthalpic and entropic contributions
(Fig. 6.6d, red and blue lines), we note that this free-energy landscape characterized
by three, almost equivalent minima along d is the result of a subtle interplay among
the two terms. We observe that, while both enthalpy and entropy favour lateral d
values (|d| ∼ 0.4 nm) there is a clear mismatch between the two contributions, as
states, where the macrocycle is localized close to the stoppers, correspond to deep
entropy minima (|d|= 0.55 nm), while the enthalpically favoured states are located
around |d| = 0.4 nm. This results in less pronounced free-energy wells, having
(slightly) lower stability than the central state (|d| = 0). In fact, in configurations
where |d|= 0 the entropic and enthalpic terms mostly cooperate, with the result that
local minima combine to form a global free-energy minimum. This shows how the
subtly competing enthalpic and entropic contributions characterize the most likely
positions of the macrocycle along the axle. We can relate the decomposition in
Fig. 6.6d to the average number of HBs formed between the macrocycle and the
formamidinium site at the centre of the axle (Fig. 6.6e). We note a clear correlation
between this variable and d. The global minima of the entropic curve (Fig. 6.6d,
blue line) are found at |d| = 0.55 nm, where the average HB number is relatively
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low, enabling higher mobility of the macrocycle, while the repulsive walls between
stoppers and macrocycle localize the longitudinal position of the latter [452], pro-
ducing the tight entropic minima in Fig. 6.6d. The enthalpic contribution is instead
modulated by both the formation of the HBs and the interaction with the solvent (see
the Solvent Accessible Surface Area, SASA, as a function of d reported in Fig. 6.6e);
The higher average number HBs (∼ 1.7), combined with the relative reduction to
solvent exposure (confirming that more compact geometry is more energetically
accessible [205], determines the enthalpically favoured states.

Fig. 6.6 Shuttling dynamics of the formamidinium [2]Rotaxane (2). (a) Structural, chemical
formula of the formamidinium [2]Rotaxane, 2. (b) AA molecular model of 2. Only the
hydrogens of the recognition sites are displayed for clarity. (c) Schematic representation
of the mechanism of shuttling along the translational position d of the macrocycle. (d)
Free-energy surface (black), enthalpy (red) and entropy (blue) profiles projected along d. (e)
Number of HBs between the crown and the thread (purple line) and SASA of the rotaxane
(green line) as a function of d. Adapted from Ref. [405].

The global enthalpic minima are found at |d|= 0.4 nm. A visual inspection of
the trajectory showed that it is the ensemble of configurations where the flexible
crown not only H-binds to the central formamidinium motif, but also appears to form
CH · · · O bonds with the lateral stoppers, stabilizing the states.

Overall, our analysis on system 2 provides detailed insight into the complexity
of factors (solvent and conformational entropy, intermolecular interactions, . . . )
that can impact the shuttling motion of the macrocycle in this kind of flexible
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system, exploiting the relative simplicity and fast dynamics of the formamidinium
[2]Rotaxane. This level of characterization is an advantage of our in silico approach
and is precluded to experiment [448].

Dynamics and shuttling rates measurement of [10]CPP-Fullerene [2]Rotaxane

The third test case chosen for our investigation is a [2]Rotaxane consisting of a ten
para-substituted phenylene ring ([10]CPP]) that binds a central bis-adduct fullerene
(C60) with two bulky fullerenes (C60) hexakis-adduct stoppers [449], separated by
two flexible macrocyclic spacer groups (system 3, Fig. 6.7a). In the last decade,
π-conjugated molecules, and in particular CPP-fullerene complexes [453–456] has
attracted enormous attention for its photophysical properties and potential applica-
tions. The rotaxane studied here is characterized by a stable “bound” state, in which
the CPP binds the fullerene, and “unbound” states, in which the CPP lies on the
spacer groups. While remarkable differences in the charge transport/recombination
properties between those “bound” and “unbound” states have been shown in ex-
periments, the relative dynamics of the system across these conformers remains
elusive [449], providing a convenient testing ground for our methods.
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Fig. 6.7 (a) Structural chemical formula of [10]CPP-Fullerene [2]Rotaxane (3), Y: macro-
cyclic spacer and schematic representation of the rotaxane. (b) Atomistic molecular model
of 3, hydrogen atoms are omitted for clarity. Adapted from Ref. [405].

The FES in Fig. 6.8 (black line) as a function of d (see the schematic representa-
tion of the CV in the top panel) shows a very deep minimum at d ∼0 nm, in which
CPP surrounds the central fullerene (“bound” state). The time required to leave the
central fullerene has been estimated via infrequent WT-MetaD, and it is found in
the order of tens of seconds. It is informative to compare this transition time to the
typical escape time of CPP from a [10]CPP-Pseudorotaxane system to the solution
(Fig. A9). In such a system the C60 has only a single adduct so that the CPP can be
released in solution directly from the bound state. This transition occurs in a typical
time of ∼3–4 orders of magnitude faster than the time required for the macrocycle to
leave the bound configuration in 3 [449]. The slower timing evaluated in 3 indicates
the higher frustration CPP encounters in the system, as it can break the complex
with the fullerene only by following the directions allowed by the substituents. This
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reduces the allowed pathways that activate the shuttling along the flexible linkers,
significantly slowing down the kinetics of the transition.

Fig. 6.8 Top: schematic representation of the shuttling mechanism and of the translational
CV d used in WT-MetaD simulations. Bottom: free-energy profile (black), associated to
the 3 system, with enthalpic (red) and entropic (blue) contributions. The boxes below show
schematic representations of the relevant configurations, indicated by dashed circles on the
free-energy profile. The arrows indicate the transition from the bound state (minimum) to
the shuttling state, with the associated timescale. Adapted from Ref. [405].

Accordingly, in the infrequent WT-MetaD study of these transitions, we have applied
the bias potential also on the angle between the CPP and the central fullerene (be-
sides the translational CV d), triggering the exploration of different escape pathways
until the allowed one was picked. Interestingly, the global minimum (bound state)
of the FES is both enthalpically (π stacking interaction between [10]CPP and the
central C60) and entropically (rotation along the main axis of the dumbbell, “twisting”
around the C60-fullerene) favoured. During the translational motion, the rotaxane
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must inevitably pay an entropic cost [457] (see Fig. 6.8, blue line) to have the macro-
cycle passing through the flexible linkers (already observed in similar [2]Rotaxanes
with flexible linkers [425, 426]), as the possible conformations of the linkers are
strongly reduced by the rigid ring encircling them; such entropic cost is partially
compensated by the increasing interaction between CH2 groups of the linkers and
CPP, as also showed by ROESY NMR experiments [449], in an enthalpy-entropy
compensated mechanism (red line) [458].

To obtain further information on the dynamics of [10]CPP in the bound state
around the central fullerene, we also performed 1 µs unbiased MD simulation
starting from this configuration, with the purpose of gathering insight into the motion
of the CPP in this specific state. We thus decomposed the motion of [10]CPP around
the fullerene in terms of pure rotation (φ , Fig. 6.9a, top panel) and tilting (ψ , bottom
panel) components. The rotation can assume values between -π and π radians
while the tilting ranges between π/4 and 3/4π radians. To better decompose and
visualize this angular ring motion we collected the φ and ψ sines and cosines data,
and operated a principal components (PC) analysis over these four variables. As
expected, the first two PCs contain the majority of fluctuations (about 99%), because
of the 2D nature of the motion. In Fig. 6.9b we show the projection of the sampled
ring conformations onto the first two PCs, obtaining a FES associated with the
angular distribution of the CPP when bound around the C60. The free-energy shows
10 periodic minima arranged in a circle. The circle is associated with the rotation
φ of CPP around the fullerene, while the width of the distribution around the circle
is associated with the tilting motion. Each minimum is separated by a free-energy
barrier of ∼2 kcal mol−1. Interestingly, this result is in remarkable agreement with
the energy barrier associated to the dynamic rotation of fullerene inside a carbon
nanohoop, as reported by Matsuno et Al. [459]. The presence of ten minima indicates
that, at the resolution of this simulation (Å, ns), the motion is step-wise, determined
by the possible π-stacking of [10]CPP and fullerene benzene rings. We employed
a clustering analysis (Probabilistic Analysis of Molecular Motifs [460]) to capture
the transitions between these angular minima along the MD simulations, which
characterize the kinetics of CPP rotation around the fullerene. We thus calculated a
mean residence time in each minimum ∼0.1 ns, which signals a fast rotation of the
macrocycle, characterized by a step-wise mechanism. These rotational degrees of
freedom determine a crucial entropic contribution to the bound state, making it the
complex favoured conformation. This combination of PC and clustering analysis
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Fig. 6.9 (a) Left: the two angles of macrocycle rotation around the central fullerene. The
rotaxane is treated as cylindrically symmetric, where φ is the rotation along the z-axis and
ψ is the tilting angle (with axis in the in XY plane). Right: φ and ψ as a function of time,
for a short portion of simulation. (b) Free-energy surface associated to the system in its
bound state, as a function of CPP angular configurations (sin(φ), cos(φ) and sin(ψ), cos(ψ))
projected along the first two PCs. The φ angle corresponding to each minimum is reported.
Adapted from Ref. [405].

represents a further, useful strategy to characterize the dynamics of shuttling systems.

The proposed AA simulation study exhaustively characterized both translational
and rotational degrees of freedom of system 3, and revealed the dynamic nature of
the interaction between CPP and fullerenes. We obtain a thermodynamic picture
of the rotaxane that is in line with the experimental observations [449], providing
atomistic details on the nature of the main conformers and of the fascinating kinetics
of these fullerenes/CPP-based systems.

Dynamics and shuttling rates measurement of rigid bistable [2]Rotaxane

As the final example, we investigate a degenerate bistable [2]Rotaxane, consisting
of a dumbbell containing two naphthalene (NP) recognition sites and the tetraca-
tionic macrocycle cyclobis(paraquat-p-phenylene) (CBPQT4+), the so-called “blue-
box” [426] (Fig. 6.10b). From now on, we will refer to this system as 4. In this
architecture, the rigid spacer between the two recognition sites determines simpler
dynamics compared with more flexible systems, making this design a promising
candidate for molecular switches. Nonetheless, a complete comprehension of the
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on/off mechanism and kinetics is crucial for the rational utilization of rigid linkers
in such systems. Also in this case, we developed an AA model of 4 (Fig. 6.10c,
that was later immersed and equilibrated in explicit acetone solvent, to reproduce
experimental conditions [426]. We then employed WT-MetaD simulation to explore
the shuttling dynamics of the rotaxane, obtaining the free-energy landscape as a
function of the translational position d of the blue-box macrocycle along the axle
(Fig. 6.10d). The computed free-energy profile demonstrates the “all-or-nothing”
mechanism of shuttling, in which the blue-box switches between two states that
correspond to the binding of the cycle with the two symmetric recognition sites,
separated by a high activation barrier [426]. Further insight into the movement of
CBPQT4+ along the dumbbell is provided by decomposing the free-energy in its
enthalpic and entropic contributions. Fig. 6.10d shows clearly how the global minima
of free-energy (d ∼± 1.0 nm) are mostly entropically driven (also entropic minima
correspond to d ∼± 1.0 nm). On the other hand, four enthalpy minima have different
locations along the axis of 4. By inspecting the configurations corresponding to
these entropic and enthalpic minima (Fig. 6.10d) we can elucidate the nature of
these states. Indeed, the enthalpy minima correspond to configurations in which a
ring pyridine in CBPQT4+ is stacked on one of the NP rings. This creates an angle
between the macrocycle plane and the NP, due to the spacing between pyridines in
the blue-box (see snapshots in Fig. 6.10d). This determines two enthalpic minima
per each NP site, either with the centre of mass heading outward (dot-dashed circles
in Fig. 6.10d) or inward (dotted circles in Fig. 6.10d) to the centre of the axle. In
contrast, the free-energy minima correspond to a more dynamic state, in which the
bipyridine group of the blue-box fluctuates next to the NP without a well-defined
stacking of the two aromatic rings. This “dynamic binding” originates the entropic
stabilization of these states, which correspond to free-energy minima. The high
entropic penalty when CBPQT4+ surpasses the NP recognition states (|d|> 1.5) and
is threaded by the lateral PEG chains agrees with the loss of conformational freedom
observed with similar flexible chains (linkers/spacers) [425]. We then characterized
the kinetics of the blue-box movements between the two main stable states, namely
the dynamic binding with recognition sites, employing infrequent WT-MetaD (see
scheme in Fig. 6.10e). For steric reasons, the NP site plane needs to be parallel to the
CBPQT4+ bipiridyne plane to allow the threading of the macrocycle and the binding
with the recognition site. Provided the entropic nature of free-energy minima, we can
impute the kinetic barrier of transition from one NP site to the other mostly to this
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Fig. 6.10 Shuttling dynamics of rigid bistable [2]Rotaxane (4). (a) Schematic representation
of the shuttling mechanism and the translational CV d used in WT-MetaD simulations. (b)
Structural chemical formula and (c) atomistic molecular model of rigid bistable [2]Rotaxane
(4). (d) Free-energy profile (black), associated with the 4 system, with enthalpic (red) and
entropic (blue) contributions; representative snapshots of three relevant states (indicated in
the plot by dashed, dotted and dot-dashed circles) are displayed in the three boxes below. (e)
FES diagram showing the two free-energy minima in which the blue-box is located at the
two recognition sites. The arrow indicates the transition of the blue-box between the two
recognition sites, with the associated transition time. Adapted from Ref. [405].

constraint. We characterized the kinetics of the transition, obtaining a transition time
of tenths of a second (see the Appendix, Fig. A11, corresponding to a free-energy
barrier of ∼ 10.7 kcal mol−1, in good agreement with the experimental result (9.7
kcal mol−1).

Overall, our simulation approach allows characterizing this system with un-
precedented detail, collecting data that complement the experimental results [426].
Interestingly, we demonstrated that the streamlined, bistable dynamics of this system
result from subtle entropic effects, which need to be understood to rationally regulate
the switching kinetics of the rotaxane.
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6.3 Conclusions

In this last Chapter we have reported an extensive in silico investigation of the dy-
namics characterizing four notable examples of MIMs. By means of AA molecular
modelling and enhanced sampling techniques based on standard and infrequent
WT-MetaD approaches, we designed a protocol to access the dynamics of these ro-
taxanes with atomistic detail, in order to elucidate the main molecular factors guiding
their shuttling motion. We have selected the four test cases presented herein in an
effort to consider variable architectures and dynamics behaviours, that are common
in the family of rotaxanes and of relevance for the various foreseen applications.
The results of our simulations provide unprecedented insight into the free-energy
characterization of this kind of system, allowing to determine the most favourable
states that the interlocked molecules populate at the equilibrium. To reach a deeper
comprehension into the factors that regulate the population of different molecular
states, we have exploited the potential of the chosen computational techniques to
uncover the enthalpy and entropy contributions to the free-energy associated to the
system. This allowed us to discover how the most stable states of MIMs are often
related to a dynamical regime, and how a delicate balance of intermolecular interac-
tions, e.g. H-bonding, and conformational entropy determines the final performance
of such molecular machines. We also pushed our analysis forward, capturing the
kinetics of the transitions that connect the different states of such rotaxane molecules.
The infrequent WT-MetaD protocol enabled the calculation of characteristic times
associated to the most relevant transitions in each system. The results of our kinetic
study are in considerable agreement with available experimental results, confirming
the validity of our approach, which is thus extendable to a large variety of MIMs.
This kinetic characterization is crucial in the context of MIMs, where a solid un-
derstanding of transition times is essential to exploit such molecular architectures
for the foreseen engineering applications, such as molecular motors, nanowires and
switches.
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6.4 Methods

6.4.1 Simulation setup

All the model systems and ions were parametrized using the Generalized Amber
Force Field (GAFF) [223], except for the β dihedral angle of 2. The partial charges
for the atomistic models have been calculated using the RESP [224] method, com-
puted at Hartree-Fock (HF) level of theory, with 6-31G basis set, as implemented in
Gaussian16 [300]. AmberTools21 [376] package was used for the parametrization
of the systems. The solvents parameters were obtained from the virtualchemistry.org
database [461, 462]. A proper amount of PF−

6 ions have been added to neutralize
the total charge of the systems. All the systems simulated herein have been mini-
mized via steepest-descent and equilibrated in NPT condition (constant N: number
of particles, P: pressure, T: temperature). Production runs were conducted in the
NPT ensemble for up to 2 µs. Temperature and pressure are kept constant (298 K
and 1 bar for 1 2 3 4) using the v-rescale thermostat[261] and the Berendsen[257],
and Parrinello-Rahman[262] barostats (see A1 for details). Long-range electrostatic
interactions have been treated using the Particle-Mesh-Ewald (PME)[347] and a
cutoff of 1.0 nm. Van der Waals interactions were truncated at 1.0 nm. The LINCS
algorithm[246] has been used to constrain all the bonds involving hydrogens. The
leap frog integrator was used to propagate dynamics with a time step of 2 fs.
All the simulations were carried out using GROMACS[295] 2021.6, patched with
PLUMED, version 2.7[296, 297].

The choice of the CVs and all the technical details of the simulations, and data
not included in the main text of this Thesis are discussed in the Appendix.
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Conclusions

This thesis collects different types of computational works that I have conducted
along my PhD in the attempt to characterize and understand the dynamical behaviour
of various supramolecular systems in various conditions and on different scales.
Supramolecular polymers and superassemblies, as well as molecular machines, have
been studied through the use of advanced molecular modelling techniques and all-
atom and coarse-grained models. The multiscale approach allowed us to achieve a
thorough comprehension of the underlying physical-chemical mechanisms spanning
all the relevant time and space scales in a variety of systems of interest, unvealing
the key factors controlling them.

Firstly, we studied the chain-capping and supramolecular polymerization of
multi-component systems of porphyrin-based supramolecular polymers. This has
been achieved by using Well-Tempered Metadynamics and coarse-grained models,
validated through simulations at atomistic resolution. The predictions of these
models helped to study the interaction between the monomers, quantifying the
relative stability of the different aggregate species and probe the mechanism of
supramolecular polymerization, revealing that multi-step processes (adsorb-slide-
stack) are likely involved in the exchange phenomena.

Afterwards, climbing the hierarchical ladder, we investigated the interaction
between isolated nanotubes in solution and the mechanism of nanotube intertwining.
Our multiscale molecular modelling approach, combined with umbrella sampling
simulations, revealed that the intertwining of the nanotubes is primarily driven by
solvophobic effects. Through the use of coarse-grained models – carefully developed
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to reproduce structural features of the atomistic one – we were able to simulate the
large-scale folding of nanotubes and effectively reproduce different experimental
conditions.

After gaining insights into the interaction between supramolecular monomers,
we extended our investigations to their interactions with biological entities, with
a particular focus on the potential of BTA-based supramolecular polymers as bio-
materials. Our coarse-grained classical molecular dynamics and Metadynamics
simulations revealed the interaction between BTA-OEG4 and BSA and elucidated
the mechanism of monomer exchange in this aggregate.

Lastly, in the main project of my PhD research, a flexible computational frame-
work – based on Well-Tempered Metadynamics and its “infrequent” variant – has
been succesfully applied to resolve the dynamics of a variety of mechanically inter-
locked molecules (e.g. rotaxanes, molecular shuttles). Enthalpy/entropy decomposi-
tion of the free-energy profiles allowed us to quantify the relative contributions to
the motion at the molecular level. The effect of different solvents on the dynamics of
molecular shuttles has also been evaluated.

Overall, the work reported in this Thesis has contributed to increasing our knowl-
edge of the behaviour of supramolecular systems. By providing a detailed molecular-
level understanding of the mechanisms governing self-assembly or the monomer
exchange events in supramolecular fibres our simulations were instrumental in com-
plementing and resolving unclear/ambiguous experimental findings and shedding
light on the underlying principles of supramolecular polymers. The careful utiliza-
tion of enhanced sampling methods allowed us to capture the slow dynamics (in the
regime of all-atom simulations) observed in rotaxanes with sub-molecular resolution,
providing unprecedented insights into their mechanism of motion. This work also
represents, to the best of our knowledge, the first case of Metadynamics simulations
in the field of rotaxanes and molecular shuttles, and – given the versatility of the
approach – may be applied to a variety of MIMs.

However, despite its innovative aspects, this work is not without limitations.
One is that the choice of the CVs are often based on chemical/physical intuitions
and prior knowledge of the problem under investigation. This choice undoubtfully
simplifies the description of the rare-event, leading to a smoothening of the potential
energy surface. This might be one of the reason why some kinetic barriers are often
underestimated using standard Well-Tempered Metadynamics, and we need to rely
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on its ad hoc “infrequent” variant. For example, if the solvent drives or hinders some
mechanisms (as in Chapter 4), a more complex coordinate that involves solvent
degrees of freedom is needed[212]. One potential solution for overcoming this
limitation and enabling new research directions is the application of machine-learning
techniques to optimize the choice of our CVs[463–466]. For example, the group of
Parrinello proposed the method called “deep-LDA”, which combines neural networks
and linear discriminant analysis (LDA) to – provided unbiased simulations from the
two different basins – identify a linear combination of descriptors that distinguish
between them. Lamim Ribeiro et al. combined Automatic Mutual Information
Noise Omission (AMINO)[467] and Reweighted Autoencoded Variational Bayes for
Enhanced sampling (RAVE) method[468] to learn optimal reaction coordinates for
infrequent metadynamics simulations of drug dissociation[469]. Other approaches
can be also useful to this end. One method is the “bias-exchange metadynamics”
proposed by Piana and Laio[470]. This technique, based on the replica-exchange
scheme[471], exchanges between replicas performed at the same temperature, but
with the bias potential acting on different variables. With this approach, a large
number of different variables can be simultaneously biased, improving the sampling
of the multidimensional configurational space and overcoming barriers that are
orthogonal to the reaction coordinates. The application of similar methodologies to
derive a low-dimensional set of CVs capable of driving, e.g. the translational motion
of MIMs without neglecting relevant slow modes can significantly extend the power
of the computational approach illustrated in Chapter 4 for more challenging cases
currently under study (see, e.g., the system in Fig. 7.1c).

Another area where further improvement can be made is in the estimation of
transition rates. In fact, the necessary conditions of ideal CVs and no bias deposition
over the transition rates are not always met. The group of Pietrucci showed that
Kramer’s theory provide more accurate estimates of the transition rates between
different states from biased simulations[472].

Further perspectives and related activities

From the research presented in this Thesis, several potential avenues emerge for
further investigation. One opportunity is the development of a minimalistic coarse-
grained model to study the self-assembly of porphyrin-based monomers. Porphyrin
groups may coordinate different metal in their centres, which may impact their inter-
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actions, aggregation pathways, and properties. By adjusting the interactions between
the cores, it may be possible to model different metal centres or solvent conditions
– as done in Chapter 2 – and capture the different aggregation pathways leading
to J- or H- aggregates. Additionally, adjusting the strength of bonds or the length
of arms could model changes in the structure of the monomers. Such a simplified
model allows simulating a wide range of possible monomers in different conditions
with limited computational efforts. This approach could significantly boost the
rational design of these materials, leading to improvements in their performance in
optoelectronic devices.

The development of customized minimalistic coarse-grained models is also
currently being evaluated as a promising approach for investigating the later stages
of MOF nucleation. While early stages of MOF nucleation are extensively studied at
atomistic level[293, 473, 474], the later stages remain a challenge. To address this
issue, we are currently collaborating with UCL on a project focused on developing
minimalistic coarse-grained models of MLA, MLB, and MLC sub-units, which
interact with each other via a simple LJ potential. These models will enable us to
study the assembly of these MOFs on a larger scale and longer timescales, modelling
various conditions and combinations of sub-units only by changing the strength of
the interactions between the particles (Fig. 7.1a).

A relevant future work from this thesis would be also to develop coarse-grained
models of porphyrin-based monomers compatible with the MARTINI 3 force field. In
fact, while porphyrins are important both for proteins simulations and supramolecular
chemistry, creating a coarse-grained model for this complex molecule is a non-trivial
task. Using a bottom-up approach, the first big challenge involves selecting an
appropriate level of theory to describe the metal-centre, due to the complex chemistry
of these species. Then, one need to determine the force-field parameters to perform
the atomistic simulations and generate the reference data. The final challenge is
to map the atomistic structure, which is a relatively simpler task compared to the
previous steps. Several mapping schemes have been proposed in the literature for
porphyrins, and there are also automatic coarse-graining mapping algorithms that
can be utilized[475–477] (Fig. 7.1b).
We plan to create a comprehensive framework for automating the coarse-graining
process of metal porphyrins. Our proposed solution involves utilizing optimization
algorithm (particle-swarm optimization is currently under evaluation) to iteratively
adjust CG parameters, in order to match radial distribution functions (RDFs), order
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parameters, dimerization free-energies, or other functions, from all-atom simulations.
The ultimate goal of this research is to create a large database of CG-models of several
metal-porphyrins, that will be shared with the community on the Martini Database
server[478], thereby facilitating the preparation of porphyrin-based complex systems.

The computational approach presented in Chapter 4 can be extended to asym-
metric interlocked architectures. Asymmetric rotaxanes have several advantages
over symmetric rotaxanes, including greater control over the motion and increased
functionality. This makes them a particularly relevant and promising target for
experimentalist interested in developing more complex and functional molecular
machines. Therefore, the atomistic-level details provided by our simulations can
be fundamental for the engineering of molecular motors, switches, and molecular
machines.
At last, we are currently collaborating with the prestigious group of Prof. Alberto
Credi, a renowned expert in the field of molecular machines. This collaboration
is aimed at elucidating the operation cycle of a chemically driven rotary motor
based on a catenane. Through the use of the well-tested computational framework
in Chapter 4, we will focus on determining the transition rates from one state to
another, calculating the relative free-energies of the most relevant states and their
thermodynamic balance (Fig. 7.1c).
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Fig. 7.1 Further perspective from this PhD Thesis: (a) Development of minimalistic coarse-
grained models of MLA, MLB, and MLC sub-units, which interact with each other via a
simple Lennard-Jones potential, to simulate the early stages of nucleation on larger scales
and longer timescales. (b) Automatic parametrization of porphyrin-based monomers, using
MARTINI 3 force field[242]. (c) Molecular simulations of a chemically driven rotary motor
based on a catenane, a collaborative project with the group of Prof. A. Credi.
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Appendix A

This appendix contains additional analysis and information that have been omitted
from Chapter 6 for the sake of conciseness. Parts of these results are part of the
published article:
L. Leanza, C. Perego, L. Pesce, M. von Delius, M. Salvalaglio and G. M. Pa-
van. “Into the dynamics of rotaxanes at atomistic resolution” Chem. Sci. 2023,
DOI:10.1039/D3SC01593A

Shuttling and kinetics of [R4 −H2]
2+ [2]Rotaxane

To study the translational dynamics of system 1, we employed WT-MetaD simula-
tions, biasing: 1) the difference d of the distance between the centre of geometry of
the oxygen atoms of the ring and the centre of geometry of one benzimidazolium
(d1) and between the centre of geometry of the oxygen atoms of the ring and the
second benzimidazolium (d2); 2) the distance dbenz−benz between the two benzene
rings of the dibenzo[24]crown-8 ether macrocycle (see the schematic representation
of CVs in Fig. A1).

We initially considered the position of the center of geometry of all the heavy
atoms of the macrocycle as a collective variable (CV). However, the visual inspection
of the trajectories showed that changes in the CV often were the result of fluctuations
of the benzene rings of the macrocycle, that used to form aromatic stackings with the
phenyl rings along the dumbbell or with the benzimidazolium site. These changes
were not indicative of the actual translation of the macrocycle that we aimed to study,
but rather of faster conformational motions. Therefore, we decided to consider the
center of geometry of the oxygen atoms of the macrocycle only, and include a second
CV describing the benzene rings opening-closing.
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Fig. A1 Schematic representation of WT-MetaD simulation setup for system 1. The two
selected CVs d and dbenz−benz are displayed. Adapted from Ref.[405].

The bias has been updated every 500 time steps (1 ps of simulation time) using
Gaussians of initial height 1 kJ/mol, the width of 0.1 nm and 0.05 nm for CV1 and
CV2, respectively, and a bias factor of 20 in DMSO, 30 in ACN, and 40 in DCM
and CHCl3. For each system, we ran a minimum of 1.5 µs, allowing us to record
multiple shuttling events across stations.

For the calculation of the shuttling rates in 1 from bound to unbound we ran ∼25
infrequent WT-MetaD simulations, starting from the bounded state and biasing the
distance between the centre of geometry of the ring and the centre of geometry of
the closest benzimidazolium (d1, CV1) and the distance (dbenz−benz, CV2) between
the two benzene rings of the dibenzo[24]crown-8 ether macrocycle. Each run ends
when CV1 falls in basin D (see 2D-FES in Fig. 6.2b). In ACN, the bias has been
added every 20 ps using Gaussians of initial height 1 kJ/mol, width of 0.1 nm and
0.05 nm for CV1 and CV2, respectively, and a bias factor of 20.

The times for transitions D −→ A and D −→ D’ in ACN are collected via multiple
classical MD runs. Every 500 simulation steps, PLUMED checks whether CV1 is in
basin A or D’ and, eventually, stops the simulation.
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Fig. A2 (a) The transition times for the macrocycle shuttling are estimated via multiple
infrequent WT-MetaD simulations starting from different starting points: state A (red steps),
from state B (blue steps), and state C (green steps). The fitting of ECDF via the Poisson
function (grey curves) leads to very similar results in the three cases (∼10s, ∼70s, ∼40s,
respectively), suggesting that the disruption of the h-bonds between macrocycle and binding
site is the rate-limiting step, and it is barely affected from the aromatic stacking between
rings. The starting points (reported in Fig. 6.2b) are reported at the top of the panel for
clearer interpretation. (b) Top panel: atomistic molecular structure of 1, state D. The
red and green arrows indicate the two possible directions of motion of the macrocycle.
Bottom: Transition times estimated via multiple MD simulations (grey steps) and Poissonian
probability distributions (red and green curves) for the D−→A and D−→D’ motion of the
macrocycle along the dumbbell. The vertical dashed red and green lines represent the
characteristic timescale τ associated with the events and are estimated by fitting the ECDF
with the Poissonian distributions. Adapted from Ref.[405].

In CHCl3 and DCM, the bias has been added every 50 ps, using Gaussians of
initial height 2 kJ/mol, a width of 0.1 nm and 0.05 nm for CV1 and CV2, respectively,
and a bias factor of 45. In DMSO, the bias has been added every 80 ps, using
Gaussians of initial height 2.5 kJ/mol, width of 0.1 nm and 0.05 nm for CV1 and
CV2, respectively, and a bias factor of 25.
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Fig. A3 FESs from WT-MetaD simulations in the four solvents. The associated error bars
are calculated using block averages[282].
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Fig. A4 Block analysis of the WT-MetaD simulations.
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Fig. A5 FESs as a function of the two CVs biased during WT-MetaD simulations in all
the four solvents investigated in this study. The free-energy profiles are symmetrized with
respect to d = 0, exploiting the symmetry of the system. Adapted from Ref.[405].

Fig. A6 Barrier heights of unbinding from the recognition site in various solvents, estimated
from infrequent Metadynamics. Adapted from Ref.[405].
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Shuttling and kinetics of formamidinium [2]Rotaxane

In formamidinium [2]Rotaxane[448], we run 1µs of classical MD simulation, in
NPT conditions. The 2D-FES has been computed along the difference between
the distance between the centre of geometry of the macrocycle and the centre of
geometry of one stopper and the distance between the centre of geometry of the
macrocycle and the second stopper.

Fig. A7 (a) Schematic representation of 2. The CV d used for reweighting the free-energy
surfaces is displayed. (b) Free-energy surface diagram as a function of d and relative
transition times. The free-energy value of each state (coloured circles) and the height of
free-energy barriers are defined with respect to the central minimum. (c) Transition times
obtained from multiple single-transition MD replicas. Adapted from Ref.[405].

Shuttling and kinetics of [10]CPP Fullerene Pseudorotaxane and [10]CPP
Fullerene [2]Rotaxane

The rates for the decomplexation of [10]CPP-Fullerene Pseudorotaxane[449] have
been calculated running 20 infrequent WT-MetaD using the distance between the
centre of geometry of [10]CPP and the centre of geometry of the fullerene as CV,
depositing Gaussians every 40 ps, 0.5 kJ/mol of initial height, 0.1 nm width and a
bias factor of 10.
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Fig. A8 Schematic representation of WT-MetaD simulation setup for system 3. The selected
CVs (CV1, CV2, CV3) are displayed. Adapted from Ref.[405].

We used here a WT-MetaD bias acting on the difference d between the distance
between the centre of geometry of the [10]CPP and the centre of geometry of one
stopper (d1) and the distance between the centre of geometry of the [10]CPP and
the second stopper (d2); Gaussians has been added every ps, with an initial height
of 1 kJ/mol, gaussian width of 0.3 nm, a bias factor of 25. To prevent the trans-3
fullerene bisadduct from closing under the effect of the Metadynamics bias, we
imposed an external wall potential that acted on the centre of geometry of the two
fullerene hexakis-adduct stoppers when their displacement from reference is greater
than 1 nm, with a force constant equal to 200 (kJ/mol)/nm2.

For a quantitative estimation of the characteristic timescale associated with a
transition from “bound“ to “unbound“ states in [10]CPP-Fullerene [2]Rotaxane,
three CVs were used: 1) The distance between the centre of geometry of [10]CPP
and the centre of geometry of the central fullerene (CV1); 2) The distance between
the centre of geometry of [10]CPP and the first carbon atom of the substituent Cy

(CV2); 3) The relative rotation between [10]CPP and the central fullerene (CV3).
The bias has been added every 40 ps using Gaussians of initial height 0.5 kJ/mol,
width of 0.1 nm for CV1 and CV2 and 0.3 radians for CV3, and a bias factor of 10.
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Fig. A9 (a) Transition times for [10]CPP Fullerene Pseudorotaxane decomplexation (jump
in solution) estimated via multiple infrequent WT-MetaD. (b) Estimated times for [10]CPP
to leave the central Fullerene (“bound“ state) and jump on one lateral stopper (“unbound“
state), collected via multiple infrequent WT-MetaD). Adapted from Ref.[405].

Calculation of the rotation in [10]CPP-Fullerene [2]Rotaxane

The analysis of the dynamics of the [10]CPP over the central Fullerene was done
by decomposing its rotation (φ – rotation axis of the [10]CPP parallel to cylindrical
symmetry axis of the molecule itself) from the tilting (ψ – tilting axis orthogonal to
the cylindrical symmetry axis of [10]CPP) (see Fig. 4d in main text). Performing
principal component analysis (PCA) over cos(φ), sin(φ), cos(ψ) and sin(ψ) sam-
pled during unbiased MD, the first two principal components, PC1 and PC2 (the new
coordinates obtained from the analysis), transform the displacement of the measured
values into ten blobs over a circle (see Fig. 4e in main text the −KBT log(ρ) map,
where ρ is the density map of the configurations). The position along the circle is
directly related to φ as shown in Fig. 4e, while the radial position correlates with ψ .
By performing cluster analysis by the means of Probabilistic Analysis of Molecular
Motifs (PAMM)[460], we could identify ten clusters (states), and by analysing the
dynamics time evolution of the labelling of each data-point, we could estimate the
∼ 0.1ns residence time in each cluster (configurations). These clusters identify
periodic configurations of the macrocycle around the fullerene, which demonstrate
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that the rotation of the latter is fast in these conditions (occurring in the nanoseconds
scale). From this analysis it is clear that the most relevant movement of [10]CPP is
the rotation, while the tilting mainly fluctuates about its equilibrium position.

Shuttling and kinetics of rigid bistable [2]Rotaxane

Fig. A10 Schematic representation of WT-MetaD simulation setup for system 4. The two
selected CVs d and ψ are displayed. Adapted from Ref.[405].

The WT-MetaD simulation of system 4[426] has been run using the difference
between the distance between the centre of geometry of CBPQT4+ and the oxygen
atom of the last PEG of one lateral chain and the distance between the centre of
geometry of the ring and the oxygen atom of the last PEG of the other lateral chain
(CV1) and the torsional angle between the two naphthalenes (CV2) as CVs. The
bias has been added every 2 ps, using Gaussians with an initial height of 1 kJ/mol, a
width of 0.2 nm for CV1 and 0.2 rad for CV2, and a bias factor of 20.

For estimating the kinetic rates, forty-five infrequent WT-MetaD have been run,
using the distance between the centre of geometry of CBPQT4+ and the centre of
geometry of the closest naphthalene (CV1) and the torsional angle between the two
naphthalenes (CV2) as collective variables. The bias has been added every 20 ps,
using Gaussians with an initial height of 0.239 kJ/mol, a width of 0.1 nm for CV1
and 0.2 rad for CV2, and a bias factor of 20. The simulations ended when CBPQT4+

jumped from station 1 to station 2.
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Fig. A11 Transition times estimated via multiple infrequent Metadynamics simulations (blue
steps) and Poissonian probability distribution (red curve) for the transition of CBPQT4+

from one naphthalene to the other. The vertical dashed line represents the characteristic
timescale τ associated with the event and is estimated by fitting the ECDF with the Poissonian
distribution. Adapted from Ref.[405].

Table A1 Details of Molecular Systems simulated in Chapter 4

System Solvent Number of
atoms

Size of the
box (Å)

Barostat Simulation
time (µs)

1 ACN 26162 8.2x7.4x6.7 Parr-Rahm 2

1 CHCl3 26621 10.6x9.1x7.6 Parr-Rahm 2

1 DCM 22676 9.5x8.1x6.8 Berendsen 2

1 DMSO 21732 7.5x6.4x5.3 Parr-Rahm 1.6

2 DCM 5495 5.6x4.8x4.5 Berendsen 1

3 CHCl3 21849 9.7x7.8x7.8 Berendsen 2

4 ACE 11724 8.9x6.9x6.9 Parr-Rahm 2
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