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Abstract

Nowadays legacy electric grids are facing a big challenge: the steady increase
in energy demand is increasing the need for a renovation of the systems which
requires the introduction of technologies that can facilitate monitoring and increase
the automation capabilities. In addition to this, the raising necessity to shift from
fossil-fuel is rapidly increasing the diffusion of renewable energy sources. These
two challenges force us to rethink the way in which the grid is operated and require
us to switch to the Smart Grid paradigm. This paradigm aims to redesign the old
grid by introducing Information and Communication Technologies (ICT) that can
support the monitoring and the automation mechanism, but also it allows us to
take into account the various distributed renewable energy resources that will be
more and more diffused. This dissertation addresses these 2 challenges by using the
Internet Of Things (IoT) to provide a possible solution to the first challenge, and
by studying solutions for the new actors that will enter the energy market with their
own distributed renewable energy systems.

Firstly the dissertation proposes an IoT architecture to enable communication
among the different entities of the Smart grid to allow both an accurate monitoring
of the grid and also to enable remote actuation and therefore increase the automation
of the grid. This architecture makes use of well-known ICT tools to assess its ca-
pabilities and its resilience. Together with that, the dissertation introduces a design
guideline for a 3-phase smart-meter and proposes a related prototype. This prototype
realized with low-cost and open-source hardware, exploits the communication infras-
tructure to self-configure and auto-update itself, but also to achieve a self-healing
grid.

Then the dissertation analyzes the characteristics of the new actor that will appear
in the smart grid, in particular: i) the prosumers, i.e. those customers that can both
consume or self-produce the energy they need, ii) the Energy Aggregator, i.e. a third



vi

party entity that aggregates the energy demand and request of multiple customers,
iii) the Renewable Energy Community, i.e. a group of prosumers that join together
to share a common renewable energy system which can at least partially satisfy their
energy demand. Nowadays the most common technology used by those actors are
PhotoVoltaic (PV) for this reason, the dissertation proposes three different solutions
to plan the deployment of PV system in three different contexts. Each solution has its
own implementation which takes into account the constraints and the opportunity of
every single context. However, they share a common goal: to provide an optimization
of the placement of the PV panels and to provide an economic analysis that can help
those actors to evaluate the cost and the benefits of such a system.

The thread that runs along the dissertation is that all the proposed solutions
have been developed to be used in a co-simulation environment. Co-simulation is
a technique that allows studying the interaction among the simulation of different
aspects of a complex system. This technique is particularly useful in the Smart Grid
field, where there are a lot of different actors that are involved and interact with each
other.

Therefore the solution proposed in this dissertation have various functionality for
researchers: i) the proposed solutions can be used in complex cosimulation scenarios
to provide a communication infrastructure for the Smart Grid ii) the proposed smart
meter implementation can be used to test new technologies or policies, iii) the PV
frameworks can be used to assess the impact of the new actors and their distributed
energy plant on the electric network. However, also operators and customers can use
the proposed solution as a standalone product to evaluate the cost and the benefits of
monitoring the grid infrastructure or the deployment of PV systems.
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Chapter 1

Introduction

1.1 Smart Grid

The legacy electric grids that have been used for the past 70-80 years have a "linear
architecture": large plants generate all the electrical power and feed it to the high-
voltage part of the system known as the "transmission network". The transmission
network is used to transport the energy for long distances to the various substation
closer to the end user. From these substations than the distribution network takes
care of providing energy to the customer. The different actors of the transmission
system communicate only basic information to each other to ensure the correct
functioning and the automation is extremely simple and usually designed for well-
known malfunction cases. The distribution has instead even simpler functionality
and the communication is mainly used for billing purposes. However, as shown
in Figure 1.1 the aim of the future Smart Grid is to move away from this structure
towards an approach where the actor of the grid can exchange both information and
energy with each other. The evolution in the field of Information and Communication
Technologies (ICT) is fostering this transformation. In particular, ICT offers the
possibility to increase the monitoring capabilities in the grid ensuring more reliable
operation and cost-effective use of the resources. By using these technologies the
aim is to transform the electric grid into a Smart Grid, capable of exchanging various
kinds of information among the different actors at each level of the grid. Thanks
to such a system the grid will be capable of promptly reacting to various situations



2 Introduction

Legend

Gen er at i on

Legacy Gr id
Tr an sm i ssi on

D i st r i b u t i on

Power  plant Transm ission 
l ines

Substat ion

Office H ouses

Factory

En er g y 

Gen er at i on  Tr an sm i ssi on

D i st r i b u t i on

Power  plant Transm ission 
l ines

Substat ion

Office H ouse

Factory

Renewable 
source

Renewable 
source

D at a

H ouse

H ouse

Smar t  Gr id

Fig. 1.1 Comparison of the legacy grid vs Smart Grid

that may occur in the network and, whenever possible, even take an autonomous
decision.

Another factor that is pushing the transformation of this traditional paradigm is
the urgent necessity to move from fossil-fuel generation toward a more sustainable
energy source. Renewable energy plants, therefore, will be more and more diffused
however unlike their legacy counterpart they will be smaller but more distributed. In
this scenario, it will be essential to have deeper and more precise monitoring of the
grid to ensure its correct functionality. In addition to that due to the uncertainty of
the output of some renewable energy sources, such as solar or wind generators, it
will be essential to constantly monitor the grid to ensure that the supply of the Smart
Grid meets the demand of the users. In the Smart Grid scenario also the user will
have a different role and many of them will become prosumers. The prosumer is a
user which owns a small private power generation plant to produce a portion or even
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the entirety of the energy that they consumes. Prosumers generally own some kind of
renewable energy source, such as photovoltaic systems, that is capable of generating
a relevant amount of energy that creates 3 possible situations: - the energy produced
meets exactly the prosumer demand - the system produces more energy than needed.
- the system cannot satisfy the user’s demand. However, these situations are not
mutually exclusive: during the day there may be moments when any of them occurs.
Therefore in the Smart Grid we will have a bidirectional flow of energy that will be
withdrawn or injected into the grid by the prosumers, according to the need of the
moment. Overall Table 1.1 summarizes the main differences between the legacy grid
and the Smart Grid paradigm, which are [8]:

• Power generation: Centralized vs. Distributed

In the legacy grid the energy is generated in few, big and centralized plants thus
reducing the possibility to include smaller but numerous and dispersed plants.
Smart Grids instead will be capable of integrating such sources, especially
renewable energy sources, which can help to balance the load during the peak
our

• Communication: One-way vs Two-way

Thanks to the ICT technologies the different actors (hardware and software)
will be capable of communicating at any level of the grid (generation, trans-
mission and distribution)

• Metering: Basic vs. Smart

Smart sensor will be deployed in the grid. These devices will be not only
able to communicate measurements to the other actors but these could be also
capable of executing non-trivial algorithms to support the monitoring and the
resilience of the grid

• Power flow: Unidirectional vs. Bidirectional

As mentioned before the presence of distributed energy sources owned by
prosumers will require the possibility to both withdraw and inject power into
the grid not only to satisfy the energy demand of the customer but also to
ensure a proper load balance across the grid.

• Restoration: Manual vs Automatic
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Nowadays human intervention is needed in case of fault to detect its location
and repair it. In the Smart Grid, also thanks to the smart sensor and the detailed
monitoring, the grid will be capable of self-healing and temporarily restoring
the service. In addition to that the sensor will be also capable of indicating the
precise location of a fault to speed up the restoration of the grid to the normal
operational condition

• Actuation: Limited vs Complete

Nowadays the companies that manage the electric network have control of the
network substations but the control and access to the network itself are quite
limited. In the Smart Grid, together with the sensor, also smart actuators will
be deployed to ensure a more granular control on the grid from the generation
plant to the final user

Characteristics Legacy grid Smart grid
Power generation Centralized Distributed generation
Communication One-way Two-way

Metering Electromechanical Smart digital
Monitoring Manual Self-monitoring
Power flow Unidirectional Bidirectional

Architecture Radial Network
Restoration Manual Self-healing
Controlling Limited Pervasive

Table 1.1 Comparison among the characteristics of the legacy grid and the Smart Grid

However this shift towards a Smart Grid requires huge investment due to the
large size of the electric grid, thus it requires careful study, design and planning to
justify its cost. Given the number of technologies and expertise that will be involved
in the Smart Grid, the research has been focused on various and different topics. In
[9] nine main research areas were identified:

1. Smart Grid reliability and awareness:

In the Smart Grid context, the aim is to quickly respond to, or even forecast,
possible situations that may cause harm to the grid itself or just compromise
the efficiency of the service. The aim is to have a self-healing grid by using
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smart devices and control procedures that can at any time provide detailed
monitoring and automatically ensure the correct operational status of the grid.

2. Energy efficiency

The aim is to use strategies and provide incentives to push the customer to
use the energy efficiently, for example by reducing consumption during the
peak hour. Strategies like Demand Response, for example, do this by trying to
continuously match power supply and demand.

3. RES

As the need to find alternatives to fossil fuel generation increases, more and
more renewable energy sources will be deployed in the grid. However due the
efficiency of most of these technologies strongly depends on external factors
thus making them not completely predictable. Therefore there is a need to
find the correct placement of such power plants to ensure their efficiency and
maximize their usefulness for the grid.

4. Energy storage

The storage of power is a big challenge, the aim is to store the electric energy
as such in large-sized batteries or in other forms of energy (such as thermal
energy). This aspect is heavily influenced by the usage of renewable energy
sources which can produce more energy than the actual demand of the grid.
Another important factor is the rapid diffusion of electric vehicles which both
increase the demand and could be even used as temporary energy storage itself.

5. Transmission

The deployment of RES in distributed plants will reduce the amount of energy
that needs to be transferred across the grid and will also reduce the distance
that this needs to travel. Also in this case the presence of electric vehicles will
enable new strategies such as the usage of such cars as movable batteries to
transport energy.

6. AMI

The usage of smart electric meters aims to increase the monitoring capabilities
of the grid and will provide more direct communication and control from the
power plant to the final user. In this field, the Internet of Things paradigm
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plays a crucial role since it introduces various protocols and techniques to
enable the deployment of such metering infrastructure.

7. Distribution

While nowadays the distribution level is monitored mainly for billing purposes,
in the future smart appliances and meters will be used to ensure more efficient
usage of energy and increase the reliability of the last mile of the grid.

8. Security

Since most of the features of the Smart Grid are strictly related to ICT commu-
nication and infrastructure, the security and privacy of the communication will
be of crucial importance. For this reason, it may be necessary to design and
develop new domain-specific solutions to ensure it.

9. Network communication

Given the huge amount of information that will be transferred across the Smart
Grid, both the infrastructure and the protocols available right now could be
not suited for that scenario. Therefore there is a need to carefully analyze the
challenges and find effective solutions to support the communication in the
grid at all its levels (generation, transmission, distribution)

My Ph.D. activity focused on two of that topics AMI and RES, aiming to solve
the following question:

• About the AMI

– Which are the objectives of an AMI?

– Which IT solutions are the most appropriate to reach such objectives

– Which feature should an AMI have?

• About the RES

– Why PV seems to be the most diffused RES in the upcoming future?

– How to optimize the production of a PV system?

– Which are the upcoming scenario in which PV panels will be used and
how can those be addressed?



1.2 Advanced Metering Infrastructure 7

Due to the complexity of the Smart Grid scenario, other questions raise up:

• which research tools can be used ?

• What is the cosimulation and how can be useful for the Smart Grid?

• How to integrate AMI and RES with cosimulation?

The following section will give an introduction to these three topics analyzing
their characteristics, the opportunity and the challenges that they present.

1.2 Advanced Metering Infrastructure

Nowadays the meters in the customer’s houses are mainly used for billing purposes
and, despite some exceptions, the reading of the energy consumption still needs
to be done manually. With such limited capabilities therefore it is impossible to
ensure proper detailed monitoring for the operators of the electricity distribution
system and for the customer itself. Even at the transmission, the capabilities of the
meter are extremely and in case of fault and outages the automation mechanisms
are extremely simple and the restoration of the service needs human intervention.
However, as already mentioned previously, a proper Smart Grid will need a constant
and widespread monitoring mechanism to increase its reliability and enable new
control strategies and services. ICT, and the Internet of Things (IoT), in particular,
will be extremely important to achieve such objectives. The IoT approach provides
various tools and technologies which can be used to connect to the internet the
different sensors and actuators that will be deployed on the grid, enabling them to
exchange data and to be remotely controlled. As shown in Figure 1.2, with this
approach the sensing devices of the grid, commonly known as meters will become
smart meters, such devices will be able to collect and send data, process them, and
even take autonomous decisions for the management of the smart grid. Smart meters
are usually composed of a data-acquisition board and a computation and commu-
nication board. The data acquisition board is in charge of collecting the analog
measurements of voltage and current and transforming them into digital signals for
further processing. The sampling frequency of this board may vary according to the
purpose of the meters. According to the literature, the data acquisition board of a
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Fig. 1.2 Differences among the legacy metering infrastructure and the Advanced Metering
Infrastructure of a Smart Grid

proper smart meter should respect a set of minimum requirements, it particular a
meter must be able to:

• collect measurements with a level of accuracy that may depend on its applica-
tion (Accuracy).

• send and/or receive commands to/from other devices (Control).

• be able to receive updates that improve its functionalities(Updates)

• obtain a precise time reference to perform their operations since time synchro-
nization is a crucial aspect in the field of electric energy (Syncronizathion)

• show information regarding the monitored data (optional in case of meter not
devoted to the customer service(Display)

The second component is the one that makes the meter "smart" since it enables
bidirectional communication between the meter and the rest of the grid and, when
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needed, can process the meter’s measurement. This data processing can be use-
ful to run onboard algorithms that can be simple statistics or more complex grid
management algorithms. This component allows the meters to be part of a com-
munication infrastructure, which is needed to receive and send any kind of data
and commands. For such communication many standards and protocols are already
available, however, multiple aspects need to be considered to select correctly:

• Data volume: various smart devices (not only smart meters) will be deployed
on the Smart Grid therefore a high amount of data will be generated and those
data need to be transferred

• Confidentiality: due to the sensitivity of some of the data that will be monitored
it is essential to provide a secure and safe communication among the AMI
actors

• Cost effectiveness: since the objective is to deploy a lot of devices to ensure
a deep network monitoring, the cost of the devices and the communications
infrastructure need to be taken into account.

• Upgradability: the devices should be able to receive both software and hard-
ware upgrades without major issues.

In addition to that during, the design phase also the strategies and the technologies
to use need to be carefully selected. For example, in some applications, gateways or
concentrators could be used to filter and reduce the amount and the size of the data
to transfer. Various communication topologies can be used, multiple technologies
can be selected, such as:

• Power Line Carrier (PLC)

• Optical fiber or copper

• Cellular line (GPRS, 3G, LTE, 5G)

• Bluetooth

• Zigbee

• Internet
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• Satellite

It is important to underline that two main types of smart meters can be used in
the Smart Grid: in addition to the one that is the direct evolution of the meters that
we can find in each house, also the so-called Phasor Measurements Unit (PMU) will
be deployed. PMUs are extremely precise meter that allows monitoring the grid at
the transmission level, hence these devices are particularly useful for the operator of
the transmission system since they can provide a detailed overview of the operational
status of the grid.

Therefore the usage of smart meters and PMUs within an AMI enables a series
of other features and services at every level of the grid, which nowadays is nearly
impossible such as [10]:

• Real-time pricing for the final customer

• Power quality monitoring

• Fault and outage autonomous detection

• Demand response policies

• Detection of energy theft

• Prosumer energy management

These kinds of functionalities will bring sizable benefits both to the final customer
and also to the energy suppliers and the operators of the transmission and distribution
system, those are summarized in Table 1.2 [11]

As summarized in the table, we can notice how AMI can also facilitate the
deployment of RES. Since the production of most of the RES heavily depends on
atmospheric conditions (sun presence, wind strength, rain, to name few) the presence
of an AMI is necessary to ensure a correct power balance across all the Smart Grid.
Since the RES will be more and more diffused, for reasons explained in Section 1.3,
RES and AMI pose challenges that need to be faced by developing proper metering
infrastructure.

The Ph.D. activities focused on this aspect, my research aimed to provide a
reliable communication infrastructure and a smart-meter prototype to compose a
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Suppliers and grid op-
erators advantages

Customers advantages Common advantages

More precise, more fre-
quent and cheaper mea-
surements

Increased consciousness
of electricity usage

Reduced energy wasting

Possibility to manage
peak demand through de-
tailed Demand-Response
policies

Possibility to reduce bills
by following Demand-
Response plan

Increase service reliabil-
ity during peak hours

Easier planning of gener-
ation and maintenance

Possibility to customize
electricity usage

ensuring network re-
silience and improve
service quality

Easier deployment and
management of RES

Possibility to self-
generate energy through
small RES installation

Increase energy supply
and reduce fossil-fuel
generation

Possibility to offer and
sell new services

Increased electric vehicle
support

Increased energy effi-
ciency and reduce CO2
emission

Table 1.2 Overview of the advantages provided by AMIs

proper AMI architecture. This infrastructure, together with the smart meter, should
provide a foundation on which to build the functionality of the Smart Grid, such
as automatically reacting in case of fault or providing an updated estimation of the
operational status by exploiting the monitoring and processing capabilities of the
smart meters.

1.3 Renewable Energy Sources

With the agreement signed in Paris in 2021, more than 190 parties committed to
keeping the rise in the global average temperature below 1.5 Celsius compared to
pre-industrial measurements. In addition to that the past 3 years, due to the outbreak
of COVID-19 and the military escalation in Eastern Europe, underlined the still
strong dependency of society on fossil fuels. The energy cost skyrocketed, putting
in serious difficulty the entire industrial sector and private customers. Indeed, as
shown in Fig 1.3 more than 80% of the energy production uses fossil fuels such as
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oil coal, or gas. However, these two challenges can and should be faced together: it

Fig. 1.3 Percentage of the source used for energy production in 2020

is not feasible to keep investing in inefficient energy production and distribution that
can even harm the future of human beings. RES can instead improve the efficiency
and the resilience of the grid while helping in reducing the emissions of CO2. This
transition requires a serious change in the ways in wich the energy is produced and
consumed, we need to increase:

• the percentage of energy produced through RES

• the energy efficiency

• the ectrification of the products sectors (for example electric vehicle and heat
pump)

• the usate bioenergy and hydrogen

• the diffusion of energy storage systems
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Among these different possibilities, the production of energy through RES is
nowadays the easiest and cheapest solution. Therefore, in most of the countries, RES
are concentrating most of the investments devoted to rise the capacity of electric
generation.

As shown in Fig 1.4, among the different technologies, the usage of photovoltaic
panels is one of the most common choice in the past year since its cost lowered by
around 85% in the last ten years. This technology alone is concentrating around 50%
of the investment dedicated to RES around the world[12]. In the same figure, we can
see how wind generation is a common choice of investment. This happens because
they allow having large-sized power plants where a lot of energy can be generated
and injected into the grid. This solution is particularly easy to adopt even for a
traditional grid where the standard topology assumes to have few large power plants
that produced all the energy needed to satisfy the customer’s demand. However, as
mentioned before in the Smart Grid this will be not the only solution, small and
distributed power plants will become more common [13–17].

Fig. 1.4 Evolution of the investment dedicated to the research and development of renewable
energy technologies
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1.3.1 REC and PV installation

A Renewable Energy Community is an association that uses RES technologies to
balance the energy supply and demand of its residents, to oversimplify we can see
a REC as a group of prosumers with a shared energy production system. RECs
play a crucial role in successful energy transitions as they increase the flexibility
and resilience of energy systems, and spread the acceptance of bigger renewable
energy projects [18]. RECs are composed of a variety of actors (such as households,
public institutions, business activities, etc.) sharing the common goal of producing
energy from renewable sources to maximize self-consumption, hence reducing the
need to withdraw energy from the electric grid. However, a simple installation of a
shared renewable energy plant through an investment of a community is not enough
to set up a REC. Many other challenges need to be taken into account, such as
legal aspects, grid connections, demand flexibility policies, and storage systems [19].
The legal institution of a REC is the first challenge that needs to be analyzed since
regulations vary from place to place. For example, EU and North America have
distinct policies [20, 21] with differences even among countries [22–24]. In addition
to that, due to the complexity of the system and the variety of actors involved,
RECs need careful planning to ensure efficiency and success [25]. The first thing
to consider is the type of renewable energy that should be deployed. As previously
mentioned, cost reduction makes PV systems the perfect choice for a collaborative
approach. For such reason, the PV solution will become even more widespread since
it is, among the RES technologies, the one that does not require a huge amount of
space for deployment and PV panels can be installed even in urban environments
without any major difficulty.

Due to those characteristics, PV panels are particularly suited for the needs of the
prosumers, those customers that deploy their own small-sized PV system to partially
satisfy their own energy demand. Similarly, it is also an effective solution for the
REC. However, while one could think that the easiest solution could be to deploy
as many PV panels as possible this approach is not practical. Despite being cheap
the cost deployment and the maintenance of PV panel is not negligible so for each
scenario it is needed to have careful planning. The design of a RES system, whether
it uses PV or other technologies, needs to take into account the trade-off between
cost and benefits and try to optimize the investment. Therefore there is a need for
tools that can simplify ad optimize the planning phase, which allows simulating as
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realistic as possible the different scenarios to provide effective renewable energy
systems.

This indeed was the objective of my activities during the Ph.D, my research
focused on the development of a framework for the optimization of the PV placement
in the context of prosumers, EA and REC. The framework is able to provide optimal
PV configuration of the whole system, provide economic analyses for the stakeholder
of such systems and evaluating the environmental benefit related to the usage of
renewable energy.

1.4 Cosimulation for Smart grid

Simulations are widely diffused in all fields of research since this help to test the
reference case study of different scenarios that may be hard or unfeasible to reproduce
in the real world. This is the case also for electric network research where models
are used to reproduce and study the behavior of the various components of the
grid in a variety of situations. However, this approach is extremely difficult when
applied to the Smart Grid. Due to the number of actors involved and the variety of
technologies used, it easy extremely hard if not impossible to create a unique model
that synthesizes the complex interaction and evolution of the grid. The two main
limitations of this approach are:

• Expertise

Given the variety of topics, a single model developer cannot possess the
knowledge needed to design a complete model of the whole Smart Grid in all
its facets

• Tools

Nowadays there is plenty of software to have detailed models of the different
parts that compose the Smart Grid, however, each of them is extremely specific
and mainly suited for a single technology. There is still no universal tool that
can model all the different components of the Smart Grid and their interactions.

• Hardware

While the computational capabilities of modern hardware are impressive and
continuously improve it is still unfeasible or even impossible to run complex
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simulations that would be needed to study the Smart Grid behaviors. In
addition to that some actors and devices of the Smart Grid may require custom
hardware which is often not capable of running other kinds of simulation.

To solve those limitations in the study of Smart Grid the technique of cosimulation
has been adopted. Co-simulation, also known as co-modeling or co-simulation
framework, refers to a methodology or technique used in computer simulation to
integrate and coordinate multiple simulation models or software tools, allowing them
to interact and exchange information during the simulation process[26].

In a co-simulation setup, different simulation models, which can be developed
using different programming languages or simulation environments, are combined
to create a more comprehensive and realistic simulation of a complex system. Each
individual model represents a specific aspect or component of the system, and the
co-simulation framework enables these models to communicate with each other and
simulate their interactions.

The co-simulation approach is often used when a single simulation model cannot
adequately capture the behavior of a complex system due to its size, heterogeneity,
or interdependencies between different components. By integrating multiple models,
each specialized in modeling a particular aspect, co-simulation enables a more
accurate representation of the system’s behavior and interactions.

Typically, co-simulation involves the exchange of inputs and outputs between the
individual models at predefined synchronization points during the simulation. The
models run in parallel, and at each synchronization point, they exchange information,
such as state variables, control signals, or data packets. This exchange enables the
models to react to each other’s outputs and update their own states accordingly,
simulating the dynamic behavior of the overall system.

Co-simulation finds applications in various fields, including engineering, physics,
computer science, and social sciences. It is commonly used in areas such as auto-
motive engineering, aerospace, power systems, communication networks, and even
urban planning. The key advantage of co-simulation is its ability to integrate special-
ized models and leverage their individual strengths to provide a more comprehensive
understanding of complex systems.

Cosimulation is an effective tool to study systems with such complexity and
variety as the Smart Grid, however, it does not come without challenges to solve. The
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first major challenge is time synchronization since each simulation tool may have
different timing requirements related to how rapidly the simulated system evolves.
For example, while the simulation of the energy production of a PV system works
fine with 15 minutes time-step, the simulation of the grid behavior in case of a
fault requires a time step of only 25µs. Another aspect of this same challenge is
the different ways in which simulators can work: event-based vs. time-based. In
event-based simulations, such as the simulation of control algorithms or network
communication, the time interval between 2 subsequent events can vary by an
unknown amount of time. On the other hand, time-based simulation works with a
fixed time-step, which means that all the events of the simulation are equally spaced
in time.

The cosimulation approach reduces the need of having a single extremely power-
ful device to study a smart grid scenario, instead using this approach a researcher
is able to connect together multiple devices, each responsible for running a single
simulation. While still, some specific simulations require ad-hoc hardware to be
performed in a lot of cases simulations can run on desktop PC or even laptops.

Moreover, it allows using Hardware-In-the-Loop (HIL) approach to test such
hardware in multiple scenarios that could be dangerous or unfeasible to reproduce
in the real world. Therefore cosimulation techniques have been widely used by
researchers in all the fields of the Smart Grid as summarized in Table 1.3.

During my PhD cosimulation has been studied and used in the work described in
2 and 8, both these works used the HIL technique and in 8 also deals with simulators
with different time requirements.

1.5 Proposed scientific novelties

The first contribution of this work is related to the field of the AMI. A preliminary
study of the literature underlined a lack of flexibility in the proposed infrastructure
and meters. The AMI solutions proposed in the literature are usually strongly related
to a particular challenge that needs to be solved such the usage of a particular technol-
ogy or the strengthening of the security of the communication network. While those
approaches are valid that there also the need to provide a more flexible infrastructure
that enables the integration of various solutions, both hardware and software by
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Field Advantages
Smart Grid relia-
bility and aware-
ness

Cosimulations has been used to test the resilience and assess
the performance of the grid, by testing monitoring and
control platform and to analyze the interaction between the
smart grid and the ICT infrastructure.

Energy effi-
ciency

Cosimulation has been used to study user behaviors in
different conditions, to test Demand-Response policies, and
more in general to evaluate possible solutions to improve
the efficiency of the Smart Grid.

RES In this field, it has been used to analyze the deployment of
renewable energy plants and their interaction with the grid
and its components such as energy storage solutions.

Energy storage It is extremely useful to analyze and test the hardware or
the different policies that could be applied to store the en-
ergy. Cosimulation is widely used to analyze the interaction
between RES plant and the energy storage solution while
also considering the rapid diffusion of electric vehicles.

Transmission Cosimulations have been used to test control algorithms and
devices for the transmission grid or to test FLISR solution
and other self-healing strategies.

AMI Cosimulation has been extremely useful to analyze the
impact of a large number of smart-meters on the Smart Grid
while taking into account all the ICT aspects involved in
the communication of a large number of connected devices.

Distribution Cosimulation has been exploited to find solutions to im-
prove the service for the customers and to test effective
solutions to manage the interaction between the prosumers
and the Smart Grid.

Security Cosimulation allows analyzing the interaction between the
electric and the communication network, to test their re-
silience to cyberattacks and more in general to identify the
weak points that malicious third parties could exploit.

Network com-
munication

is one of the most common topics where cosimulation is
needed to test the integration of ICT in the electric grid.
It is extremely useful to test communication technologies
and protocols or to identify possible bottlenecks in the
communication infrastructure which can undermine the
efficiency and the security of the Smart Grid.

Table 1.3 Usage of cosimulation for the Smart Grid research
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defining minimum requirements that can be easily satisfied. In addition to that, while
there are various solutions for the monitoring of the grid at the transmission level,
the meters used for this purpose are lacking most of the features that the Smart
Grid requires. Therefore the first major achievement of the Ph.D. activities was the
design and the development of AMI and a smart meter prototype capable of filling
these gaps. The proposed metering architecture uses common ICT technologies
enabling easy integration of third parties tools, it also includes a mechanism that
allows the self-configuration and the auto-update of the devices deployed on the
smart grid. Together with that, we proposed a smart-meter prototype that uses cheap
and open-source hardware and software. This smart meter is capable of collecting
3-phase measurements and features the possibility to be used for Edge computing
and Fog computing.

The second major contribution of my research activities is related to the field on
REC, in particular in the usage of PV systems in the REC context. This is a very
active field of research as the energy transition is becoming a crucial objective to
achieve in the immediate future. The literature identified the REC paradigm as one
of the most effective ways to increase the diffusion of renewable energy sources
and various solutions are proposed. Most of the works study the interaction among
different energy sources or are dedicated to the design of energy storage solutions.
However, we noticed that there is a lack of work that tries to optimize the energy
production of renewable sources. Therefore the second novelty proposed by my
activities aim to provide an optimization of the the PV systems in a REC scenario.
This result was achieved proceeding by steps. The first work described in Chapter 3
aims to design an algorithm for the optimal placement of PV modules in order to
maximize the production of the system. In order to do so we designed a framework
that uses Geographic Information System (GIS) technologies to provide a realistic
estimation of the production of a PV system. The second work proposed is built
upon that but instead takes into account the main opportunity offered by the REC
paradigm: the sharing of the assets. Therefore this solution considers the roofs of the
participants of the community as a common resource therefore the energy produced
by the system could be shared among them. The third and final work makes an even
further step. Up until now we were able to provide a realistic and detailed estimation
of the energy produced by a shared PV system, however during the planning phase
also the energy demand of the community should be considered to better evaluate
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the possible benefit that could be obtained thanks to the REC approach. Therefore
this third work provides a complete framework that:

• provides an optimal placement for the PV modules on the roofs of the commu-
nity

• provides a realistic estimation of the energy demand of the community

• uses the previous results to evaluate the possible economic and environmental
benefits that the REC would obtain

1.6 Structure of the dissertation

The structure of the dissertation is the following. Chapter 2 provides the description
of the design and development of 3SMA, a 3-phase Smart Metering Architecture.
The chapter will describe the challenges to face and compares the proposed platform
w.r.t. other literature solution. The result of this work is a flexible communication
platform for the Smart Grid and a configurable smart meter prototype that can be
used together with it. Chapter 3 gives an introduction to photovoltaic technology to
underline its functionalities and its limitations. Then it provides a brief description of
the economic aspect of the renewable energy sources and their cost, with particular
attention to the solutions that exploit the PV technologies. Chapter 4 proposes a
framework that includes a placement algorithm and an economic analysis that aim
to optimize the installation of PV panels for a prosumer. This is the first work that
introduces the foundational approach and tools that will be used in the chapters
after that. Chapter 5 proposes instead a similar framework but with the approach
of the Energy Aggregator EA. This new approach includes new constraints and
opportunities that are required to modify the previous solution. Chapter 6 finally
proposes a framework for the planning of a REC, by providing an estimation of the
balance between its energy supply and demand, while evaluating both the economic
and the environmental benefit that it would obtain. Chapter 8 presents a co-simulation
infrastructure that includes the output of the work described in Chapter 2 and Chapter
3. This chapter illustrated a realistic case study to evaluate the effect of a prosumer
PV system on a Smart grid, this allows for easily testing of different policies and
tools which can bring benefit to both the actors.



Chapter 2

3SMA

2.1 Introduction

Power networks have evolved in the last decade to reach a new level of efficiency
and reliability, and to include new and pervasive RES. To achieve these targets, smart
grids are now implemented at all levels, from the power plants down to end-user
networks. A modern grid does not only include wires, substations, transformers, and
other electrical devices, but it also exploits the Internet to better manage the energy.
In other words, a modern smart grid is an electrical grid that adopts strategies coming
from the ICT area to autonomously gather information and improve its efficiency,
reliability, economics, and sustainability.

Among the different devices that are possible to connect to a power grid, next-
generation meters (also known as smart meters) implement IoT functionalities to
collect data from the power grid and to communicate with other hardware and remote
software entities over the Internet. The resulting AMI [27] offers different features
to each actor playing in the energy marketplace [28].

For example, Distribution System Operator (DSO)s can use smart meters to
increase the efficiency of the distribution network and to improve its capability and
reliability. Retailers can use smart meters to forecast the variations of the network
load to create adequate policies to reply to demand. Prosumers can use smart meters
to control their energy production (highly variable due to the intermittent behavior
of renewable sources) and utilization and they can reduce the cost of their electricity
bills [10].
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Unfortunately, modern metering infrastructures have to face multiple challenges
to be cost-effective, scalable, and reach the desired penetration on the market. Among
these hurdles, we would like to recall the cost of the communication infrastruc-
ture [29], the price of the hardware devices [30], and the extremely high intricacy of
modern networks. To propose cost-effective and scalable solutions, we thus need to
deploy low-cost devices and to be able to configure, control, and update all units of
the network remotely. For example, a self-healing grid should be able to automati-
cally reconfigure itself in case of an outage, automatically performing fault location
and service restoration [31]. Unfortunately, this process is still partially executed
manually nowadays. This approach reduces the reliability of the network, increases
the outage time, augments the network dependability from human intervention, and
often results in customer dissatisfaction and extra costs for the system operators.
To design a true self-healing grid, all previous process steps should be automated,
minimizing human intervention. Distributed RES also need particular attention.
RES breaks the traditional schema of the unidirectional energy flow as they can
be installed by end-users (the so-called prosumers), which can both consume and
produce energy, and are also quite unpredictable. For these reasons, State Estimation
(SE) algorithms are required to help the operators to monitor the state of the grid. SE
strategies evaluate the electrical parameters of each node and build a comprehensive
picture of the grid to prevent possible contingencies,

To overcome some of the above challenges, we propose two main contributions:

• We describe a distributed software infrastructure, including an advanced meter-
ing technology, providing several benefits. This infrastructure admits bidirec-
tional communication for the smart units and it enables the devices deployed
on the grid to self-configure and auto-update themselves. Moreover, it allows
the information related to the deployed devices to be used by the remote
services included in the system. In this way, we enable interoperability with
third-party software, which could facilitate further general-purpose services
and business cases.

• A design pattern for an IoT-enabled 3-phase smart meter. Our design defines
a 3-phase meter with the capability to run multiple algorithms, either on-
board, on-fog, or on-cloud. Thanks to the self-configuration and auto-update
procedures, any algorithms can be added, updated, or removed on the fly
without affecting the rest of the system. This makes the whole solution flexible
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and opens it to future improvements of the smart grid technology. In our view,
this feature is essential to unlock new services and to foster new business
opportunities for the actors playing in the energy marketplace.

During our design process, we pay particular attention to the software engineering
phase and to the meter (hereinafter, referred to as 3SMA) design stage. We present
an evaluation of our distributed infrastructure, and more specifically of our 3SMA,
based on real-time simulations. Our simulations proved that our architecture imposes
very low requirements for the device needed to build the 3SMA, thus reducing the
cost and making the entire structure highly scalable.

2.1.1 Contributions

To summarize, our work includes the following novelties. We design and develop
a scalable distributed software infrastructure for advanced metering presenting the
following features:

• It provides bidirectional communication between smart devices and novel
services.

• It enables cloud, fog, and edge computing to support new smart services to
manage the grid.

• It unlocks new decentralized services and improves the quality and the perfor-
mances of those already existing.

• It allows the self-configuration and the auto-update of the smart devices in-
stalled across the smart grid.

• It provides remote services with (near-) real-time information about both the
smart devices and the smart grid status.

• It integrates third-party software and enables their interoperability with all the
entities, either hardware or software, in our solution.

We also propose a novel design pattern to develop our 3SMA, i.e., a new 3-phase
meter, which:
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• Embeds IoT functionalities.

• Is compliant with the requirements of the proposed distributed software infras-
tructure.

• Provides bidirectional communication with the other actors in the infrastruc-
ture, either hardware or software.

• Allows remote grid data samplings and transmissions in (near-) real-time.

• Runs custom algorithms for advanced smart grid management, either on-board
or distributed, thus, exploiting the offered cloud, fog and edge computing
capabilities.

2.1.2 Roadmap

This chapter is organized as follows. Section 2.2 focuses on related works and
their main differences from the approach proposed in this chapter. Section 2.3 first
describes the proposed distributed software infrastructure for advanced metering,
introducing both the identified actors, and the technologies adopted to enable the
communication and the data exchange among them. Then, it presents the proposed
IoT-based 3-phase smart meter (i.e., our 3SMA) with its main characteristics and
interactions with the other entities in the distributed software infrastructure. Finally,
Section 2.3 reports the on-cloud, on-fog, and on-edge applications used to test
and assess both the 3SMA and the infrastructure. Section 2.4 concentrates on the
communication flows among the identified actors, either hardware or software, in
our solution. Section 2.5 describes the case study and the experimental setup we
used to evaluate our infrastructure. Section 2.6 includes our experimental analysis of
the metering infrastructure. To conclude, Section 2.7 reports our final remarks and
some hints on possible future works.

2.2 Literature review

As introduced in Section 1.2, advanced metering infrastructures for smart grids enable
bidirectional communications to monitor the energy transmission and distribution
process [32]. The last few years have seen growing attention on the area, focusing
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on different approaches and distinct technologies to reach advanced management
architectures. Different standards and protocols are diffused and have been proposed
such as DLMS/COSEM [33], SML [34] and IEC 61850 [7][35][36], these solutions
aim to address different challenges of the Smart Grid scenario and are designed for
different actors according to their needs.

Table 2.1 shows some of the main IEC standards involved in the Smart Grid
communications which are more than 100. This variety is related to the diversity
of actors involved in the Smart Grid. As shown in Table 2.2 the bandwidth and
the latency requirements can be quite different according to the application target
and its criticality. Finally, Table 2.3 shows the main IoT protocol that has been
used in literature for the Smart Grid communication. It is important to notice how
the characteristics of each protocol make it preferable over another for a particular
application. While this approach ensures a higher level of optimization, this also
requires careful testing and verifying, case by case, which is the best choice according
to the requirements of the application. Therefore interoperability is not a limit but
it is instead a feature that needs to be taken into account during the design of an
application.

Thus interoperability plays a crucial role in the design of AMI and smart meters
that need to offer multiple ways to communicate with the grid.

Meloni et al. [37] introduce a new infrastructure to guarantee device interoper-
ability. They also introduce the possibility to develop additional cloud services by
providing proper API to obtain information from the meters. However, the suggested
infrastructure manages only the distribution network and not the transmission one.
Moreover, the authors design their meters as sensing devices able to collect and send
data, but unable to perform any sort of data processing.

Chen et al. [38] illustrate a smart-metering architecture for IoT-based meters.
They design it using edge computing to overcome the problems related to the latency
and the bandwidth, typical of cloud computing. However, their architecture does
not provide cloud or fog computing, which, in our opinion, are crucial to unlocking
advanced and third-party services, for smart grid management.

Yan et al. [39] implement their infrastructure adopting fog computing. They
perform data processing on clusters composed of a single board computers and
located between the edge and the center of the metering infrastructure. In this way,
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Standard Subject

IEC 61850 Communication networks and systems for power utility automa-
tion

IEC 61970 Energy management system application program interface in-
cluding the common information model

IEC 61968 System interfaces for distribution management

IEC 61400-25 Communications for monitoring and control of wind power
plants

IEC 62325 Framework for energy market communication

IEC 62351 Standard for the data transfer security

IEC 62056 Data exchange for meter reading, tariff and load control

IEC 61508 Functional safety of electrical/electronic/programmable elec-
tronic safety-related systems

IEC 61131 Programmable controllers

IEC 61334 Distribution automation using distribution line carrier systems

ISO/IEC 14543 Home Electronic System (HES) architecture

IEC 61499 Distributed control and automation

IEEE 1547 IEEE Standard for Interconnection and Interoperability of Dis-
tributed Energy Resources with Associated Electric Power Sys-
tems Interface

Table 2.1 The table reports some of the over 100 IEC standards involved in the Smart Grid
communication[4]

they can reduce the amount of data exchanged. However, they do not support edge-
computing features nor provide self-configuration and auto-update functionalities.

Ou et al. [40] describe a metering system for transmission networks using wireless
technologies. They receive measures from the transmission line and communicate
them to a central monitoring service. Unfortunately, their infrastructure does not
support third-party applications and the meters are used only to transfer data without
performing any data processing.

Lloret et al. [41] introduce a centralized architecture supporting different smart
devices by using distinct communication protocols. Their infrastructure includes
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Application Bandwidth Latency

Substation Automation 9.6-56kbps 15-200 ms

Overhead Transmission
Line Monitoring

9.6-56kbps 15-200 ms

HEM 9.6-56kbps 300-2000 ms

AMI 10-100kbps per node,
500kbps for backhaul

2000 ms

Wide-Area Situational
Awareness Systems
(WASA)

600-56kbps 15-200 ms

Demand Response Manage-
ment

9.6-56kbps several minutes

Outage Management 9.6-100kbps 2000 ms

Distribution Automation
(DA)

99.0-1500Kbps 99.99% 20-200 ms

Distribution Management 14-100kbps ms-100 sec

Securitysection 99.0% per node 2000 ms

Distributed Energy Re-
sources and Storage

56kbps 2000 ms

Vehicle to Grid (V2G) 56kbps 300 ms-2 sec

Electrical Vehicles (EVS)
Charging

9.6-56kbps ms-5 min

Asset Management 9.6-56kbps ms-5 min

Meter Data Management 9.6-56kbps < 1 minute

Table 2.2 Bandwith and latency requirements of Smart Grid applications[5]

cloud services using big-data techniques to provide different types of services to
users and DSO. However, their approach is not scalable enough for large smart
grids. With thousands of devices, a centralized infrastructure implies the necessity to
transfer and collect a huge amount of information. This process can cause latency,
reduce the bandwidth, and increase network costs.
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IoT Protocol QoS Data Security Transport Layer Message Prioritization Message Pattern Complexity

AMQP ✓ TLS SSL TCP ✓ Req-Res Pub-Sub Low

CoAP ✓ DTLS UDP ✓ Req-Res Pub-Sub Low

CORBA ✓ SSL UDP x Req-Res Push-Pull Medium

DDS ✓ SSL DTLS TCP UDP ✓ Pub-Sub High

DPWS ✓ TLS SSL TCP UDP ✓ Pub-Sub Medium

MQTT ✓ TLS SSL TCP x Pub-Sub Low

OPC UA x SSL TCP x Req-Res Pub-Sub Push-Pull High

XMPP x TLS TCP x Req-Res Pub-Sub Push-Pull High

ZeroMQ ✓ TLS TCP x Req-Res Pub-Sub Push-Pull Medium

Table 2.3 Comparison of the characteristics of the main IoT protocols used in the Smart Grid
context[6]

The previous analysis shows that the most promising approaches are the ones
adopting fog and edge computing.

With the diffusion of IoT the Cloud computing approach started to show some
limitations. Some of the developed IoT solutions require low latency which can be
hard to reach in a traditional Cloud computing architecture where the server can be
quite far from the IoT device. Moreover, the rising number of connected devices
generates a huge amount of data, however communicating all the collected data
to the Cloud could be not useful and sometimes even impossible (for example for
security or privacy limitations)[42]. The Edge computing paradigm tries to solve
these and other challenges by leveraging the diffusion of powerful IoT devices.
Indeed nowadays, sensors, actuators, and other IoT devices have a computational
power that is sufficient to perform the data processing on the device itself. The name
"Edge" derives from the fact that those devices are located in the outmost part of
the network as close as possible to their owner/user. However, in some cases this
approach is not applicable: the computational power of the IoT devices could be not
enough to perform any kind of data processing or even these devices may need to
have strict energy requirements and low energy consumption. In those cases the Fog
paradigm can be a solution: this approach provides an intermediate layer between
the edge and the cloud relieving some of the computational efforts from both sides.
This change of paradigm is affecting also the smart grid scenario. Indeed, various
literature contributions demonstrated that various applications, in the smart grid
context, can improve their performance in terms of scalability, latency, data storage
and processing [43][44] [45] [46]. For these reasons in this work, we proposed a
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platform capable of supporting both edge and fog computing as those are state-of-art
approaches that bring numerous benefits to Smart Grid applications.

Unlike the previous works, i.e., [37, 40, 41], where the computation is per-
formed in centralized form, with fog and edge computing the computational load
is distributed among different devices. This strategy reduces, especially for critical
applications, the latency and the bandwidth required to transfer information [47].
Forcan et al. [48] locate fog servers close to the metering devices. Servers perform
data processing whereas the metering devices are just used for sensing. Liu et al. [49]
use edge computing to support multiple network management algorithms, reduce
the computation time, and decrease the bandwidth required for data transmission.
Their infrastructure, as in all other works mentioned above, makes use of IoT to
gather data from the Smart Grid. As [37, 41], and [49], they support the execution of
different algorithms to improve and simplify smart grid management, and to increase
its reliability.

Another key element of state-of-the-art metering infrastructures is the meter
architecture. To have distributed, or even fully delocalized algorithms, and to reduce
the necessity to communicate a huge amount of data [50], smart meters should be
able to communicate through the Internet and to perform data processing. Unfortu-
nately, the majority of the works designing smart meters mainly concentrate on the
performance [51–53] of the physical device. On the contrary, there are relatively few
works focusing on the development of smart meters using IoT technologies to enable
new features for grid management.

Gallano et al. [54] design an IoT meter supporting a mobile application able to
display the energy consumption. However, the meter is not included in a metering
infrastructure, and it offer the possibility to run neither on-board nor distributed
algorithms.

Using a single board computer, Sirojan et al. [55] develop a 3-phase meter able
to collect the values of the current on each phase. The meter is also capable of
performing simple data analysis, but it does not offer the possibility to run custom
algorithms.

Chen et al. [56] test an IoT-enabled single-phase smart meter for demand-side
management in smart homes only. Even if the meter is used as an edge computing
device, only a few predefined algorithms can be executed on it without any possibility
of customization.
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Pegoraro et al. [57] illustrate a 3-phase smart meter prototype capable of running
distributed state estimation. Their meter adopts IoT-based cloud systems for data
exchange. Pignati et al. [58] suggest a similar solution in which the meter exploits
the ICT system of a university campus. In both these works, the meters are used
to collect information and to transfer it to concentrators located toward the edge of
the communication network. These concentrators run the first step of a distributed
algorithm performing data processing.

As mentioned before, both interoperability and flexibility need to be taken
into account during the development of a smart device or an AMI. Protocols such
DLMS [33] only offer the possibility to securely exchange metering data across the
network and to update the meter. However, since it is designed for reading consumer
data it could be unfeasible or hard to use it by the multiple concurrent applications
for smart grid management.

One of the advantages of our approach, with respect to the ones described so far,
is the possibility to use the meter to execute stand-alone or distributed applications.
In addition, it is possible to completely customize the smart-meter, both in terms of
hardware and software. Thus, the user is free to select the desired target accuracy and
the applications to deploy on the meter. Moreover, our infrastructure supports self-
configuration and auto-update strategies. In this way, our meters can automatically
discover newly installed devices and we can change settings and software applications
on the fly. As a consequence, we can deploy on the grid at run-time smart devices
which differ from the designed meter and offer innovative and previously unforeseen
services.

To summarize, Table 2.4 shows the main similarities and differences between
our approach and the works previously described.

2.3 Metering infrastructure and smart meter

This section describes our metering framework. It first details our distributed soft-
ware infrastructure, defining the actors involved and the technologies adopted to
enable the communication among them. After that, it presents the design of our
internet-connected 3-phase smart meter (the 3SMA) highlighting its main character-
istics and its interactions with the other units. Finally, it reports the decentralized
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applications used to test both the 3SMA and the infrastructure. We focus on auto-
reconfiguration for self-healing and state estimation capabilities. Notice that the
system supports both on-board (deployed and executed directly on the 3SMA) and
remote (deployed and executed on-fog or on-cloud) applications. Moreover, note
that the algorithms presented in this work are just a mere example of the ones that
could be used on our infrastructure. Indeed, thanks to the auto-update feature, both
the infrastructure and the 3SMA meter have been designed to be flexible in terms of
updating, adding, and replacing the application at run-time, without the necessity
to reboot the whole system. Thus, our infrastructure will also trigger the possibility
to use other innovative services in the future. Various tools and programming lan-
guages have been used to develop the infrastructure and its actors, in particular: the
Device Catalog, the Network Reconfigurator and the code for the data collection on
the meter were all developed using Python 3.6 The algorithm for the Faull Location
and the one for the State Estimation was developed in Matlab. The Device Catalog
and the Network Reconfigurator were executed on a desktop PC through a Docker
container. The same goes for the two MQTT brokers which used the Mosquitto
Docker image. The algorithms running on the 3SMA, instead, were executed through
Octave as in most cases (such as the ones we tested) is a drop-in replacement for
Matlab.

2.3.1 Distributed Metering Infrastructure

One of our targets is to design a highly scalable, distributed, and decentralized me-
tering infrastructure to manage and monitor a high number of devices and services
over the grid. As shown in Figure 2.1, the principal entities of this infrastructure are
the Message brokers, the Device Catalog, the 3-phase Smart meter (3SMA), and the
Remote service applications. These units talk to each other by exploiting two com-
munication paradigms, namely the request/response through the REpresentational
State Transfer (REST) Web Services [59] and the publish/subscribe [60] through the
Message Queuing Telemetry Transport (MQTT) protocol [61].

The Device Catalog (DeC), at the center of Figure 2.1, is an essential software
component of our infrastructure as it acts as both service and device register. It is
in charge of registering all active devices and software entities managing the smart
grid. It also keeps track of the active units connected to the Internet, thus enabling
service and device discovery. When, for any reason, a hardware device or a software
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entity cannot communicate with other units, the DeC marks it as unavailable and
propagates this information to all other units connected to the infrastructure. This
procedure makes the unavailability of a device known on the entire network. The
DeC also stores the metadata for each 3SMA. Metadata includes the algorithms run
by the meter and the topology of the portion of the grid that it has to monitor. The
DeC can eventually provide this information to the remote service applications, such
that these services are able to perform the right set-up to retrieve the required data.
The DeC is also responsible for the self-configuration and auto-update of the 3SMA
units. In other words, the DeC provides to each meter the endpoints of the message
brokers, the metadata, and all the necessary information to keep the meter updated.
Moreover, it provides to each remote service application a complete list of both
3SMA and other services’ endpoints, and all the necessary information to manage the
smart grid. As mentioned before, two communication protocols, REST and MQTT,
are used in this framework. REST is a synchronous architectural style used to build
web services exploiting the HyperText Transfer Protocol (HTTP) protocol [59]. It
is widely supported and used for 1-to-1 communications. On the contrary, MQTT
is an asynchronous protocol implementing the publish/subscribe paradigm [60]. It
is quite common in the IoT world and it is optimal for 1-to-many and event-driven
communications [61]. Due to their differences and their specific characteristics,
these two protocols have been selected to perform different tasks. REST is mainly
used for the self-configuration and auto-update of the IoT devices deployed over
the grid. MQTT is adopted to exchange data with the meters and on remote service
applications. More details on these protocols are reported in Section 2.4.

The two message brokers of Figure 2.1 manage the publish/subscribe communi-
cation among hardware and/or software components exploiting the MQTT protocol.
We decided to use two different message brokers to separate the two main communi-
cation contexts. The first broker manages data exchange over the grid (i.e., topology
changes, reconfigurations, etc.). The second broker monitors information. We adopt
this configuration to minimize the delay of the MQTT messages related to device
management. Indeed, depending on the amount of information we need to exchange
and on the implementation of the message broker, a single broker might constitute a
bottleneck for our infrastructure, thus increasing the overall communication latency.
As communication latency is a crucial factor in smart-grid management, we appro-
priately considered it and we minimized it by resorting to two message brokers in
our configuration.
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Fig. 2.1 Infrastructure schema.

2.3.2 Our 3-phase Smart Meter Architecture

We designed our 3SMA to operate in our distributed infrastructure, described in
Section 2.3.1, and to fully exploit its features. Essentially, we optimized our 3SMA
to perform three different tasks: self-configure, collect electric measures from the
power grid, and run user-defined network algorithms. These tasks are logically
performed by different units, as graphically illustrated in Figure 2.2. The tasks
performed by each unit are the following.

The first unit, i.e., the communication interface, is represented on the left-hand
side of Figure 2.2 and it is in charge of enabling the communication over the Internet
among 3SMA and the other actors in the platform, either hardware or software.To
be compliant with the infrastructure, we exploit both the communication protocols
introduced in Section 2.3.1, namely REST and MQTT. We use REST, i.e., the
request/response approach, to gather the initial configuration of the 3SMA from
the DeC unit. We also use the REST protocol to notify the DeC device that it is
reachable and it is properly connected to the network. Finally, we use REST to
update the 3SMA in terms of the endpoints, the MQTT broker that must be used, and
the algorithms that must be run. On the other hand, we adopt the MQTT protocol, i.e.,
the publish/subscribe approach, to receive updates from the DeC unit concerning the
status of the grid and the settings of the metering infrastructure (such as modifications
on the topology of the grid, changes of the endpoint, etc.). Moreover, we also use
the MQTT protocol to transfer the data collected by the 3SMA unit and the results
computed by the on-board algorithms to the remote service applications.
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The second logic unit of our 3SMA device, i.e., the self-configuration and
algorithm unit at the center of Figure 2.2, is in charge of executing three main
different tasks: Self-configuration, auto-updating, and data-processing. We stress
the terms “self” and “auto” because one of the main features of our meter is that it
can potentially run any algorithm, at least as far as it has the computational power
to execute it. When we need to execute a new algorithm on the meter, we start
by updating the algorithm inside the DeC device. Once done this, the 3SMA will
receive all updates from the DeC, it will retrieve the new algorithm, and it will
start executing it. This strategy can then be used to replace any existing algorithm
on-the-fly, without affecting the rest of the system, and enabling our infrastructure to
be ready for future extensions.

The third, and last, logic function performed by our 3SMA, i.e., the data acquisi-
tion part, is performed by the rightmost block of Figure 2.2. This unit collects all
electrical quantity measures on the power grid and it makes them available for the
algorithmic manipulation performed by the computational unit.

Obviously, the three logic units previously described can be realized, i.e., im-
plemented, adopting different hardware devices. Our current hardware prototype
combines a Raspberry Pi 3 Model B unit with a Data AcQuisition board (DAQ)
provided by Measurements Computing™ [62]. The Raspberry Pi unit is a small
embedded computer and it is connected with the DAQAQ using a USB port. We
selected these hardware devices because using open-source and relatively cheap units
drastically reduces the costs of the entire infrastructure and improves its adoption
in large networks improving our design scalability. As mentioned before, indeed
scalability is one of the main challenges faced by modern infrastructures. With
this hardware configuration, our DAQAQ is able to collect six channels, each one
with a frequency that is limited to 6.4 kHz but it can be customized according to
the necessity of our application. For example, for our initial tests, we limited the
sampling rate to 3.2 kHz, i.e., to 50% of the maximum possible frequency. Anyway,
this value was not only more than sufficient to perform our acquisition phase but it
also allowed us to dedicate the remaining computational power to run our algorithms
more efficiently.

Using this configuration, the measures are collected through the DAQAQ by
the Raspberry Pi. The Raspberry Pi is also in charge of running the self-configure
and auto-update routines, of executing the different algorithms, and of exchanging
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information with the remote service applications and the DeC. Thus, it is essentially
the hardware unit making our 3SMA architecture “smart”.

Fig. 2.2 Conceptual scheme of the 3SMA on-board software.

2.3.3 Algorithm and remote service applications

As mentioned in Section 2.3.2, our 3SMA supports on-board applications deployed
and executed directly on the device. In general, these applications can be seen as
a part of a more complex and complete software suite running in a distributed way
over the network, thus offering on-edge, on-fog, and on-cloud features. To evaluate
the computational power of our infrastructure, we tested it with two different and
well-known applications: a FLISR algorithm and a SE one.

Given a network fault, a FLISR procedure automatizes the localization and the
isolation of the portion of the grid affected by the fault and, wherever possible, it
reconfigures the power grid to minimize the number of disconnected customers [63].
This is a combination of fault location algorithms with Fault Detection Isolation and
Restoration (fdir) schemes to improve the performance of fault management. The
aim is to restore most of the interrupted customers as quickly as possible.

To reach these targets, we deployed the algorithm proposed by Estebsari et
al [63] on our 3SMA (i.e., on-edge). Their approach combines an impedance-based
algorithm with a sparse voltage measurement-based strategy. Their procedure detects
the bus pair affected by the fault and evaluates the distance between the fault and
the first bus of the pair. The bus pair defines the secondary substations (i.e. bus) and
the branch on which the fault occurred. When a fault occurs, the protection relays at
the beginning of the feeders trip, and the circuit breakers disconnect the feeder from
the supply. The required measurements to run the above-mentioned fault location
algorithm are sampled by 3SMAs and sent to the one with the activated algorithm
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and installed at the beginning of the feeder. Once the measurements are received by
this 3SMA, it runs the fault location algorithm. The results of this computation are
then sent to the remote service application running on the cloud. This application
reconfigures the network, providing a new grid topology to isolate the faulty portion
of the network and to restore the power supply for the rest of the grid. To obtain
the new network configuration, the procedure sends an actuation message to open
or close every smart switch that needs to be switched. The new topology is also
communicated to all entities (both hardware and software) that can be affected by
the changes. Additional details on the communication phase of the FLISR process
are given in Section 2.4.2.

The main target of a SE procedure is to provide an estimation, over the entire
network, of some electrical values (such as voltages, powers, and currents), given
the available local measures. This task is of paramount importance to promptly
identify any critical problem in the grid, especially when distributed or renewable
energy sources are connected to the system, as the energy production of those sources
is largely unpredictable and volatile. Usually, system operators estimate the state
of the network by adopting a centralized application collecting all the measures
coming from the meters spread across the grid. Unfortunately, this process can be
unfeasible on smart grids, or at least it can be very expensive, due to communication
bottlenecks and unpredictable delays. Therefore, to distribute the computation
on-edge and on-fog, we adopted the hierarchically and distributed SE algorithm
introduced by Pau et al. in [64, 65]. This algorithm is based on the weighted least
squares approach. Its target is to filter out the errors on the measures to provide
the most probable operational state of the grid, exploiting the redundancy of the
input measures (please, see [65] for more mathematical details on the algorithm).
The distributed implementation of the algorithm divides the estimation problem
into multiple hierarchical SE levels, which are sequentially executed following a
bottom-up process. In our implementation, the estimation process is divided into
three different levels: The Concentrator, Low Voltage (LV), and Medium Voltage
(MV) level. This partition reflects the hierarchy existing on the grid and illustrated in
Figure 2.3. In this representation, multiple concentrators C are connected to a single
LV substation, and multiple LV substations are connected to a single MV substation.
These connections can be easily represented with a tree structure which can also
be exploited for the logical partition of the SE process. The first computation is
made at the concentrator level. At this level, the state is estimated for all customer
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nodes subtended by the feeder bus to which the concentrator is associated. The
LV level estimators use the results provided by the concentrators (voltage and total
power at the feeder bus) to estimate the operating conditions of the low voltage grid
feeders. Similarly, the MV level estimator uses the result of the MV and LV level
(i.e., voltage and overall power) as input to evaluate the operating conditions of the
subtended medium voltage grid. Differently from the conventional implementation
of the SE algorithm, in our architecture both the LV level and the MV level state
estimation algorithms are deployed on a 3SMA entity. Each 3SMA, in charge of the
execution of the SE service, executes one of the two algorithms (namely, either the
LV level or the MV level) according to the settings that it has received during the
self-configuration and the auto-update procedure. These are two on-fog algorithms.
More details on the communication flow and the coordination among the different
actors running the distributed SE are provided in Section 2.4.

Fig. 2.3 Conceptual scheme of the distributed State Estimation algorithm.

2.4 Communications flow

As analyzed in Section 2.3, we adopt both the requests/response and the publish/sub-
scribe communication paradigms [60]. We use REST during the initial communi-
cation phase. In this step, we define the settings of the DeC and 3SMA units, and
we respect the client-server approach required by the protocol. On the contrary, we
adopt the MQTT protocol every time an actor of the infrastructure needs to trans-
fer information, even in (near-) real-time, to more than one unit. In this case, the
publish/subscribe functionalities offered by MQTT completely satisfy multi-point
communication requirements. Given this framework, this section describes the com-
munication scheme used between the units of our infrastructure. More specifically,
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we detail how REST has been used for the self-configuration and auto-update phases,
and how the MQTT protocol has been exploited to manage faults (i.e., the FLISR
service) and to coordinate the state estimation process.

2.4.1 Self-configuration and auto-update

Figure 2.4 illustrates the main steps of the self-configuration process, which is also
the first phase running within the infrastructure every time a new 3SMA is installed
or (re-) booted on the grid. The self-configuration capability avoids the necessity to
manually configure each 3SMA and it also enables remote reconfigurations. These
possibilities increase the scalability and maintainability of the whole infrastructure.
As stated in Section 2.3, the DeC stores all settings required by each 3SMA. As
soon as a 3SMA is deployed and turned on, it sends a configuration request to the
DeC, specifying its unique (device) identifier. Once this request is received, the DeC
performs two tasks. First, it adds the specific device to its list of active units. Then,
it sends back to the 3SMA the full list of settings. When the 3SMA receives its
configuration setting back, it initializes its status following the procedure specified by
the settings. Immediately after that, it starts collecting and sending data, running the
specified algorithms and it publishes and/or subscribes to the MQTT topics indicated
in the settings.

The other major feature of the 3SMA is its auto-update capability. Auto-update
is illustrated in the bottom frame of Figure 2.4. The first step of this phase is similar
to the self-configuration process. However, in the auto-update phase, the 3SMA
periodically inquires the DeC to receive its settings and the DeC replies by updating
its configuration. In addition, every time it receives a request from a 3SMA, the DeC
stores the time-stamp of such a request, which is needed to keep the list of active
and online devices up-to-date. Indeed, if the DeC does not receive an auto-update
request from a specific 3SMA, after a certain amount of time (configurable by the
user), it marks the 3SMA as “disconnected” until the next auto-update request. It is
worth noticing that the self-configuration and the auto-update features increase the
flexibility and the configuration and re-configurations speed of the whole system.

For the purpose of the testing scenario, the parameters used for the self-configuration
of the meters were the following

• The topology of the monitored portion of the grid
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Fig. 2.4 Self-configuration and the auto-update: The main operational steps of our infras-
tructure.

• The algorithm deployed on the meter and whether they were enabled or not

• The MQTT topic at which publish and/or subscribe

An example of a JSON configuration used is the following:

{
" meter ID " : 000000 ,
" t o p o l o g y " : { . . . } ,

" DeCIP " : " 1 0 . 0 . 0 . 1 0 " ,
" a l g o r i t h m s " : [ {

" name " : " F a u l t D e t e c t i o n " ,
" e n a b l e d " : t r u e

} , {
" name " : " S t a t e E s t i m a t i o n " ,
" e n a b l e d " : f a l s e

} . . . ] ,
"MQTT" : [ {

" app " : "RMS" ,
" t o p i c s " : {

" v o l t a g e " : [ " 3SMA/ d a t a / v o l t a g e / 0 0 0 0 0 " ]
}

} , . . . ] ,
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}

An example of the topology field is the following:

{
" nodes " : [ {

" i d " : " 1 " ,
" l a b e l " : " Node 1"

} ,
{

" i d " : " 2 " ,
" l a b e l " : " node B"

} ,
{

" i d " : " 3 " ,
" l a b e l " : " node C"

}
] ,
" l i n k s " : [ {

" s o u r c e " : " 1 " ,
" t a r g e t " : "2"

} ,
{

" s o u r c e " : " 1 " ,
" t a r g e t " : "3"

} ,
{

" s o u r c e " : " 2 " ,
" t a r g e t " : "3"

}
]

}

The configuration of a device therefore is determined by its "meterID" field. Once
a meter connects to the catalog the configuration corresponding to its "meterID"
is communicated. The only manual step involved in the initial configuration is
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the upload of a file, similar to the one in the example, on the Device Catalog, any
further modifications to the configuration are automatically retrieved through the
auto-update mechanism.

2.4.2 Fault Location Isolation and Service Restoration

As illustrated in Figure 2.5, when a fault is detected, the 3SMA seeks the bus pair
on which the fault occurred. Once the search is finished, the identifiers of these 2
buses, and the distance of the fault from the first bus of the pair, are published using
the MQTT protocol. At this point, the remote service application in charge of the
network reconfiguration, which is subscribed to the MQTT protocol, receives these
identifiers and computes the new configuration of the network. While doing that, this
application also takes into account the detected fault, so that the line between the two
faulted buses is not included. Once this step is performed, the network configurator
sends a command to the switches that need to open or close the connection to
reconfigure the grid. In our tests, all open switches that could receive this kind of
actuation commands were simulated on the real-time simulator. At the same time,
the information related to the new topology of the grid is transferred to the DeC.
When the DeC receives the updated topology, it uses MQTT to store and forward
this information to all 3SMA units that are affected by the configuration change,
such that these 3SMAs can update their settings accordingly. If, for any reason,
a 3SMA device does not receive such update settings in (near-) real-time, it will
receive them when it runs its auto-update routine (please, see Section 2.4.1). Notice
that updating the setting is particularly important for the correct execution of the SE.
When a network reconfiguration occurs, a 3SMA may need to run the algorithm for
a different portion of the grid. In this case, the new settings are needed to reconfigure
both the SE algorithm and the MQTT communication protocol.

2.4.3 State estimation

As mentioned in the section above, our distributed SE algorithm includes three
layers: The concentrator-level, the LV grid-level, and the MV grid-level. Figure 2.6
describes how the MQTT protocol communicates results between different layers.
Each concentrator-level SE is an MQTT publisher and uses the data coming from
the downstream of an LV grid node as input data. Once the computation is finished,
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Fig. 2.5 Fault detection and restoration process: Communication flow among the different
units of the grid.

the results are published through the MQTT protocol with a topic that identifies the
associated LV node. The LV grid-level SE algorithm is subscribed to the MQTT
topics that identify each concentrator of the corresponding portion of the grid to
receive their SE results. These results are used as input to evaluate the status of
the low voltage grid. After the previous evaluation, the new results produced by
each LV state estimation are published using the MQTT protocol that identifies the
corresponding MV portion of the grid. Therefore, they are received by the MV
grid-level SE. In turn, this level executes the last part of the distributed algorithm.
The overall results are then published, using, again, the MQTT protocol. Each
potentially interested remote service for grid management can obtain this information
by subscribing to the related topic.

Fig. 2.6 Estimation process: Communication flow among the different layers and units of
the grid.
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2.5 Case Study and Experimental Setup

In this section, we describe our testing methodology for the 3SMA unit and the
distributed metering infrastructure defined in Section 2.3. To perform the verification
phase, we exploit the multi-model co-simulation platform introduced by Barbierato
et al. [66]. This platform provides an environment to realistically simulate different
smart grid scenarios. We focus on the simulation performed with Hardware- and
Software-in-the-Loop.

To perform our simulations on different configuration scenarios, we model a
small portion of an urban distribution grid with two feeders and one normally open
switch. With this network, we simulate a small portion of the real distribution grid of
Turin, a large city in the northwest district of Italy. Figure 2.7 represents the topology
of the case study and the location of the fault. Overall, the grid is composed of two
primary and twelve secondary substations, with a high voltage of 220 KV and a
medium voltage of 22 KV. All twelve secondary nodes supply residential LV grids.
In our tests, we also consider a constraint on the radial operation of the grid. It is
important to notice that the switches are modeled as IoT devices simulated on the
Opal-RT. Once the fault is isolated, we use this framework to send the necessary
actuation messages (adopting the MQTT protocol) to all involved switches to restore
the power supply.

To run the simulations of the power network, we use the Opal-RT© Digital
Real Time Simulator. The model of the grid, implemented in MATLAB© Simulink
using the RTLab© software provided by Opal, can be compiled and uploaded in the
simulator. The simulator is able to execute the simulation with a fixed time step of
250 µs. During the simulation, the Opal-RT can provide up to 16 analog outputs.
During our tests, we also simulate all sensing devices that are required on a real-world
network. The output signals of the Opal-RT are scaled in the range [0,+10] V to
respect the input range of the DAQ. Thus, the DAQ is directly connected to Opal-RT
via the analog outputs. Figure 2.7 shows the topology of the grid implemented in the
simulation, the location of the 3SMA units, and the location of the simulated devices
(both smart meters and switches). To perform our test with Hardware-in-the-Loop,
we substitute 2 out of the 14 smart meters by our real 3SMA prototypes. On the one
hand, our 3SMAs are connected to the Opal-RT with their DAQs to sense and collect
power measurements from a primary and a secondary substation (respectively, M1
and M2, in Figure 2.7). On the other hand, they are connected to the Internet to
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be automatically configured and to periodically send information (as described in
Section 2.4). To perform more realistic simulations, the simulated devices (i.e., the
remaining smart meters and switches) send and receive information via the Ethernet
connection of the Opal-RT. Among the simulated devices, we also include those
deployed at the low voltage level running the state estimation.

Fig. 2.7 Our simulated grid: Its topology with the location of all 3SMA prototypes and all
other simulated devices.

As described in Section 2.2, one of the crucial aspects for any service imple-
mented on a smart grid is the communication latency required to fulfill a request
(measured as the time passed from the moment in which the event has been discov-
ered and the final actuation). To take into account the Internet congestion during our
evaluation, we use some of the features provided by our multi-model co-simulation
platform [66]. Indeed, this platform integrates different network simulators to realis-
tically simulate a MAN. For our simulations, we choose Mininet [67]. Figure 2.8
reports the schema of our MAN backbone model. Nowadays, MAN backbones
typically leverage upon fiber-optic links deployed across our cities that interconnect
different backbone routers forming a ring configuration. Fiber optic links usually
guarantee 100 Mbps connections and, in our model, they are full-duplex with a
maximum length of about 10 Km and zero losses (Figure 2.8 represents these links
with red edges). In Figure 2.8, we supposed that all smart devices, simulated in
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Opal-RT, and the two 3SMAs prototypes are connected to the same backbone router
R1.

The remote service for Network Reconfiguration, the DeC, and the two MQTT
message brokers, are connected to routers R2, R3, and R4, respectively. R1, R2,
R3, and R4 are connected to their respective sub-networks through a 10 Mbps full-
duplex link, with a maximum length of about 1 Km, and zero losses (Figure 2.8
represents these links with green edges). Finally, routers R5, R6, and R7 serve three
other different sub-networks that generate background traffic with different rates to
realistically congest the MAN by exploiting iPerf [68]. To avoid bottlenecks, the
links between these last three routers and their traffic generators are 200 Mbps full-
duplex, with a maximum length of about 1 Km, and zero losses (Figure 2.8 represents
these links with black edges). Thus in our simulations, the 3SMAs, Opal-RT, DeC,
network reconfiguration service, and message brokers are in different locations in
the same metropolitan area and communicate over the internet.

Fig. 2.8 Our MAN backbone model.

Using this framework, we have been able to run a test for two scenarios: One
including normal operations and one with some fault occurrences. In the first case,
each 3SMA collects the data coming from the analog output of the Opal-RT, namely
the 3 voltage and the 3 current values of the 3-phase signal. The data collected
are continuously analyzed to check whether a fault has occurred and the state
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estimation algorithm is executed every minute. In the second scenario, whenever
a fault (triggered using the graphical user interface of the real-time simulator) is
identified by a 3SMA, the FLISR routine is automatically started to find the location
of the fault, isolate it, and restore the service.

In our laboratory set-up, we employ, together with an Opal-RT and the two
3SMA prototypes, four different desktop computers to run the network reconfigu-
ration services, the DeC, the two MQTT message brokers (we choose the Eclipse
Mosquitto [69]), and the Mininet Network Simulator. It is worth noting that we
implemented two different versions of our 3SMA. The first one follows the hardware
specifications discussed in Section 2.3.2, i.e., it uses a Raspberry Pi 3 Model B
connected via USB with the DAQ provided by Measurements Computing™ [62].
Hereinafter, we refer to this 3SMA as 3SMA-RPi. The second version of 3SMA is
used to assess the performance of the first one, and we implement it with a Laptop
computer connected with a more precise (and expensive) data acquisition board,
namely the BNC-2120[70] and the DAQCard-6062[71]. These boards support a
sampling frequency up to 500 KS/s per channel, with smaller input noise, and a quite
higher resolution. Hereinafter, we refer to this 3SMA as 3SMA-Laptop.

All these devices belong to the same dedicated local area network. They are
physically connected through a 100 Gbps Ethernet switch that introduces a negligible
communication latency of about 10 ns. Gigabit Ethernet equipment provides back-
ward compatibility to older 100 Mbps and 10 Mbps legacy Ethernet devices [72].
All the traffic generated by this equipment is routed through the computer where the
virtual MAN runs in Mininet. Tables 2.5 and 2.6 reports all the parameters required
to our model to configure the simulation scenario in terms of both power grid and
MAN.

Node type # of Node Voltage Distance among nodes

HV to MV substation 2 220kV/22kV n.d.

MV to LV substation 12 22kV/230V 220 m

Table 2.5 Electric parameters used by our model to set-up the simulation.
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Node type Connection type Transfer rate

Backbone routers connec-
tion

full-duplex,max
10 Km,zero losses

up to 100 Mbp

R1,R2,R3,R4 towards
users

full-duplex,max 1 Km,
zero losses

up to 10 Mbp

R5,R6,R7 towards traffic
generators

full-duplex,max 1 Km,
zero losses

up to 200 Mbp

Physical connection Gigabit Ethernet switch up to 100 Mbp

Table 2.6 Our simulated grid: The main parameters used by our model to set-up the
simulation.

2.6 Experimental Results

In experimental analysis, we consider two sets of experiments. The first one includes
evidence on fault location isolation and service restoration (FLISR). The second one
reports data on state estimation (SE). Each aspect is analyzed in one of the following
subsections.

2.6.1 Fault Location Isolation and Service Restoration

In this section, we focus on the efficiency of our 3SMA-RPi unit to implement the
FLISR procedure. We evaluate the computation efficiency and the accuracy of our
3SMA-RPi architecture and we also compare it with its laptop implementation, i.e.,
the 3SMA-Laptop, exploiting a more precise data acquisition board (see Section 2.5).
As illustrated in Figure 2.5, one of our targets is to minimize the time required to
reconfigure the network when a fault occurs. In a real-world scenario, a crucial factor
in measuring this time is the congestion of the MAN, which can strongly influence
the communication delays. To take this aspect into account, we consider in our
scenario the data network simulation previously described. We also tested different
scenarios by changing the location of the fault in the grid to evaluate how this aspect
influences our results.

During our tests, the 3SMA-RPi was always able to correctly detect the presence
of a fault on the grid, with no false positive or false negative. Moreover, the fault
location algorithm was always able to correctly identify the two buses among which
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the fault occurred and locate the fault with an error of ±50 m. Notice that this
relatively low accuracy is strongly related to the quality of the USB DAQ used to
collect the values of voltage and current. To double-check this accuracy, we repeated
our test replacing the 3SMA-RPi with the 3SMA-Laptop. With the new unit, the
error to locate the position of the fault was reduced to a value of ±10 m. However,
even if this accuracy analysis confirms our expectations, it is worth noticing that to
correctly complete the FLISR process the meter just needs to correctly identify the
two buses among which the fault occurred. For example, in Figure 2.9 the position
of the fault does not have any meaningful effect on the execution time. This was
equal to 8.17±0.14 s for the 3SMA-RPi and to 0.531±0.008 s on average using the
3SMA-Laptop.

Fig. 2.9 The fault location phase: Execution times exploiting the 3SMA-RPi unit.

To properly evaluate our approach to fault restoration, the last factor we need to
take into account is the communication delay. To do that, we measure the elapsed
time between the moment in which our smart meter sends the MQTT message con-
taining the information of the buses affected by the fault and the moment it receives
the new topology from the network configurator through another MQTT message.
The latency time is shown in Figure 2.10, with different levels of network congestion
and a packet size of 1.4 KByte. As expected, the latency in the communication is



50 3SMA

mostly related to the congestion level. Even if this measure includes the execution
time of the Network Reconfiguration algorithm, this time does not particularly affect
the delay due to the transmission time as it is always lower than 0.028s. In the worst
scenario of our simulation, with 100% of congestion, the medium latency time was
equal to 0.49 s and the maximum latency time was 1 s. However, Internet service
providers try to avoid such high network congestion as, in long periods, it could lead
to the collapse of MAN itself. Thus, we can assume that the communication latency
would be always smaller than 1 s.

Fig. 2.10 Latency time as a function of the level of traffic over the network. The packet size
is equal to 1.4 KByte,

To further detail our analysis, Figure 2.11 reports the time required by all main
steps of our procedure in the worst-case scenario, i.e., their higher values obtained
running the procedure several times. From the graphic, it is possible to notice that
during our simulations the maximum time needed to perform the whole FLISR is
about 10.5 s for the 3SMA-RPi unit. This maximum time decreases to approximately
2.5 s for the 3SMA-Laptop device. As shown in Figure 2.11, the majority of this time
is taken by the execution of the fault location algorithm running on-board of our smart
meter. On the contrary, the latency due to the data communication and execution of
the Network Reconfigurator represents a minor contribution. Interestingly, this result
also highlights that, with a relatively simple infrastructure and low-cost hardware
devices, it is possible to drastically improve the time required by the operator to
restore the energy distribution after a fault.
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As a final consideration, Figures 2.11 and 2.12 show that the advantage of our
approach in terms of service restoration. With the methodology traditionally used
in real scenarios, the restoration phase can require from 40 minutes to more than
80 minutes [1] (Figure 2.12). With our infrastructure, the same process is completely
automated and, as illustrated by Figure 2.11, just a few seconds are required for
the entire process even in the worst-case scenario. Thus, the difference of about
8 s in the computation time between the 3SMA-RPi and the 3SMA-Laptop unit can
be considered as negligible. As a consequence, our approach not only improves
the quality of the service delivered to the customers, but it also helps the system
operators to reduce maintenance costs and it allows them to avoid penalties for long
service failures.

Fig. 2.11 The total FLISR time for the proposed infrastructure: A comparison between the
low cost 3SMA-RPi unit and the more powerful but expensive 3SMA-Laptop.

Fig. 2.12 Legacy process for fault management on real infrastructures [1].
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2.6.2 State Estimation Results

As far as the state estimation algorithm is concerned, our target is to prove that
our 3SMA-RPi is able to perform each step of the algorithm as efficient as the
3SMA-Laptop unit. We also want to prove that our 3SMA-RPi is able to complete
each step in less than 1 minute, as this is the time occurring between two consecutive
states evaluations. As in the previous section, to ensure a more realistic condition,
we included in our setting the data network simulation to test the algorithm with
different levels of network congestion.

Our first test focuses on verifying that the infrastructure and our two 3SMA
prototypes are able to communicate, run the distributed algorithm, and update the
MQTT topic in case of a network reconfiguration. The state estimation has been
verified using both our prototypes running in two possible configurations, i.e., with
3SMA-RPi executing the LV grid-level SE and the 3SMA-Laptop running the MV
grid-level SE, and vice-versa. This enables a fair and head-to-head comparison in
terms of performance and accuracy.

As shown in Figure 2.13, when 3SMA-RPi (M2 in Figure 2.7) runs the LV
grid-level SE, it takes about 11.9±0.4 s for each computation. When it executes the
MV grid-level SE (M1 in Figure 2.7), it takes 4.13±0.03 s. Repeating the very same
tests with the 3SMA-Laptop unit, the two steps are executed in 0.127±0.003 s and
0.057±0.003 s, respectively. As the same version of the algorithm is used on both
units, the accuracy achieved is the same and we did not notice any difference in terms
of outputs accuracy. Thus, we can claim that our 3SMA-RPi unit is perfectly suitable
to address such computation, even if it takes a longer time for its execution. To better
analyze our infrastructure, as in the previous cases, we need to consider the latency
time added to the process by the communication network. Indeed, as introduced
in the previous sections, the MQTT is used to send partial results from the smart
meter performing the LV grid-level SE to the one running the MV grid-level SE
algorithm. Since the size of the messages is quite similar to the one of FLISR (i.e.,
1.4 KByte), the maximum possible latency in the worst case is less than 1 s, as shown
in Figure 2.10. Since the proposed procedure runs a state estimation algorithm every
minute, the 3SMA-RPi unit is fully compliant with this requirement as it is able to
complete all phases, i.e., LV SE and MV grid-level SE, in less time. Moreover, in
case of a fault, after the topology changes occurred during the restoration phase,
the MQTT topic and the configuration of the SE algorithm are correctly updated
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according to the portion of the MV network monitored by the 3SMAs. As discussed
in Section 2.6.1, this reconfiguration can last about 10.5 s. During the network
reconfiguration, in case one of the 3SMAs deployed across the grid is disconnected
from the Internet, it will receive the new setting when the next auto-update routine
starts. The time period between two consecutive auto-update routines depends on
the end-users settings configured in the DeC (see Section 2.4.1).

Fig. 2.13 Execution time of the state estimation for both LV and MV grid-level SE running
on our 3SMA-RPi unit.

When our algorithm runs on the 3SMA-RPi, even if the memory usage is just at
3.9%, the CPU usage is always around 100%, with some outliers that even exceed
that value. This result may look liks an issue, but there are two main factors to take
into consideration:

• The algorithm is written in Matlab© and it runs on 3SMA-RPi using Octave,
thus, the code is not optimized at all for embedded devices.

• The target of our test is to assess the possibility to run a distributed algorithm
on the 3SMA prototype, not to optimize our application for real usage.
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Once these two considerations are correctly taken into account, our results look
promising. Even without any code optimization and with the adoption of low-cost
hardware devices, the 3SMA is perfectly able to run the different levels of SE
and to satisfy the time threshold required by the algorithm. In conclusion, using
inexpensive hardware devices reduces costs and improves scalability but it also
implies the necessity to carefully design and optimize the applications deployed on
the devices.

2.6.3 Final Remarks on Communication Latency

Assessing the impact of data transmission in existing communication networks is
crucial to address novel service requirements in terms of data transmission latency
as well. Indeed, such latency can affect the operational status of the smart grid. The
IEC 61850 standard [7] defines the communication requirements to be addressed
in power distribution networks. Table 2.7 reports the performance classes defined
by the standard. Our experimental results on time delay, performed by exploiting
Mininet to simulate a realistic virtual MAN, satisfy the requirements of classes TT0,
TT1, and TT2. This is confirmed when the MAN congestion rate is lower than 90%,
as in this case, the maximum latency never exceeds 500 ms. When the congestion
rate is 100%, the median and the maximum latency values are about 350 ms and 1 s,
respectively. However, as previously discussed, this latter scenario is very critical
and must be avoided because it could lead to the collapse of the MAN itself.

2.7 Conclusion and future work

In this chapter, we propose a low-cost smart meter architecture and a distributed
software infrastructure for AMI, which can collect data from the network, communi-
cate with other entities, and offer different features to each actor connected to the
network. The usage of well-known IoT technologies ensures a high compatibility
with other devices and third-party services. Our 3-phase meter architecture is able to
run multiple software applications, either on-board or distributed over the network,
and to auto-update its status when required. Moreover, new algorithms can be added,
updated, or removed on the fly thanks to its auto-configuration capability. This
ensures high compatibility with other device management tools and communication
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Performance

Requirements

Performance

Classes

Values

[ms]
Example of services

Transfer time

TT0 >1,000 Files, events log contents, SCADA

TT1 1,000 Events, alarms

TT2 500 Operator commands

TT3 100 Slow automation interactions

TT4 20 Fast automation interactions

TT5 10 Releases, status changes

TT6 3 Trips, blockings

Table 2.7 The IEC 61850 [7] standard: Communication requirements and performance
classes for power systems.

protocols such as DLMS/COSEM [33], SML [34], and IEC 61850 [7], which could
be added and treated as any other data processing algorithm.

To verify the characteristics of the entire infrastructure, we run real-time simu-
lations with different configurations and settings. The experimental results prove
that the system can identify and locate grid problems at high speed, restoring the
original functionalities faster than any other state-of-the-art solution. Moreover, the
time delay on data transmission, estimated by including a MAN simulator in our
realistic test-bed environment highlights that the resulting latency respects the limits
imposed by the IEC 61850 standard [7].

Among the possible future work, we would like to mention that the proposed
distributed software platform and the 3SMA will be integrated in a wider distributed
multi-model co-simulation environment [73]. The target of this effort is to unlock
other possible scenarios and test additional multi-energy services such as optimal
management of renewable energy sources. In addition, we also plan to further
optimize our algorithms and software running on our 3SMA to improve their per-
formances when implemented on embedded systems with reduced computation
power.



Chapter 3

Photovoltaic panel:technology
background and investor
opportunities

This chapter is devoted to giving a brief explanation of the PV technology and the
new actors that will participate in the transition toward the Smart Grid. Section
3.1 explains how the PV modules technology works and which are its limitations,
Section 3.2 explains how the prosumers and the REC can use such technology in
the smart grid and explains the role of the EA. Finally Section 3.3 and Section 3.4
introduce the common methodologies that have been used for the works presented in
the following chapters.

3.1 Photovoltaic power generation

3.1.1 PV hierarchy

The basic element of a PV generator is the cell, whose behaviour can be described
by an ideal current source, proportional to solar irradiance, and by a diode connected
in anti-parallel. A cell is described by a voltage-current (I-V) characteristic curve
(right of Figure 3.1, black lines), which, at a given cell temperature, changes as
a function of the irradiance G: when G increases, the open-circuit voltage Voc

increases logarithmically and the short-circuit current Isc increases proportionally.
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With fixed irradiance G, a temperature increase yields a slight increase of Isc and
decrease of Voc. The maximum of the corresponding voltage-power (P-V) curves
(grey lines) corresponds to the optimal conditions for extracting power, given the
current irradiance.

PV installations are organized hierarchically (left of Figure 3.1): cells are con-
nected together into a PV module; PV modules can be further interconnected to form
a PV array to achieve the desired voltage and current levels. The typical connection
is organized as a number of parallel strings, each composed of the same number of
PV modules connected in series.

Fig. 3.1 PV hierarchy (left) and voltage-current (I-V) and voltage-power (P-V) characteristic
curves of the Mitsubishi’s PV-MF165EB3 PV module [2].

3.1.2 Impact of uneven irradiance distribution

As anticipated in Section 3.1.1, irradiance has a heavy impact on the power produc-
tion of a PV module. PV installations are typically designed by assuming that the
surface of interest is subject to even irradiance. This is however not accurate, as
shadows projected by obstacles such as chimneys, surrounding buildings, trees, etc
determine a heterogeneous distribution of irradiance, with the effect that each PV
module will operate at different irradiance conditions. Shading is critical for PV
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installations, as the least irradiated PV module acts as a bottleneck on the power
production of the overall installation: the higher the variance of irradiance, the
higher the power loss. When PV modules are connected in series, the least irradiated
module will provide the smallest current, thus restricting the available current of
the string; when series strings are then connected in parallel, the string with lowest
voltage will determine the voltage of all strings. This leads to a potentially high
power dissipation, resulting in local overheating, accelerated ageing and permanent
cell damage [74].

3.2 Economic aspect of RES owners

In the Smart Grid, the customer will change by transforming in the so-called pro-
sumers, i.e. those users that are able both to withdraw or inject energy in the grid.
As discussed in Section 1.3 the most common technology that will be chosen by the
prosumer will be the PV due to its relatively small cost and the possibility to install
it without major difficulties even in urban environments. In addition to that multiple
users will create Renewable Energy Communities. Those communities can be seen
as a group of customers that organize to become all prosumers by sharing the cost
and the benefit of a common Renewable Energy System (can be PV or others).

3.2.1 Prosumers and REC finance

However, given the economic effort needed to instantiate and maintain a new PV
system, it is extremely important to analyze the various financing schemes available
to choose the best one according to each scenario.

• Self-funding

This is the simplest and most common scheme. In this scenario, the system
owner, prosumer or REC, uses his own money to pay for the system beforehand.
This schema during the last years has been the most common end effective
for small-scale residential and commercial customers. The main limit of this
approach is that is suitable only for those users that have enough money already
at their disposal.

• Debt
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This is the other most common schema for the funding of renewable energy
systems. As the name suggests with this approach the owner of the system
borrows a portion of the entirety of the money necessary to acquire the system.
However, the borrowing of money can assume different forms: - Personal loan:
in this case banks or other credit agencies will lend money to the owner to pay
for the initial cost of the system - Project finance: in this scenario, the earnings
generated by the system are used to pay back the initial loan. In addition to
these, other debt-based solutions have been adopted by each country such as
the transfer of tax credits etc.

• Leasing

This financing scheme is very useful to create a larger RES plant with respect
to the one that could be deployed by single prosumers or small REC. In this
approach, a company takes care of the planning and purchasing of the PV
modules and installing the system on the customer’s roof. In order to use the
energy provided by the roof it is required to pay a rent fee to the company.
This approach allows the REC participants to avoid the high initial investment
needed to deploy the system, however, unless differently stipulated in the
contract with the system owner, they still need to take care of the maintenance
cost of the PV panels.

3.2.2 Operational approaches

Once the PV system of a REC or a prosumer is installed, different approaches can
be used to define how to use the energy produced by the system and how to manage
the possible surplus. Therefore different business models can be adopted, the choice
however is often influenced by the law regulation and by the grid flexibility. The
most common business model assumes that the participant to the REC (or even the
single prosumer) self-consumes most of the energy produced by the system avoiding
the need to buy it from the grid. For the surplus of energy, there are two main
possibilities: store the excess for further use when the system reduces its production
(for example during nighttime in the case of a PV plant) or reintroduce the energy
into the main grid in exchange for some kind of benefits. In some cases, when it’s
allowed by regulation and technologies these two approaches can also coexist and
the REC can decide whether it is more convenient to store, sell or buy the energy.
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Regarding the benefit that the REC could receive from the introduction of energy in
the main grid, the strategy usually applied is called net metering, which involves two
possibilities:

• reverse metering: the system operator will reduce the amount of energy that
the prosumer/REC needs to pay,

• financial credits: the prosumer or the REC will receive credit for buying energy
in the future

The selection of one among those two approaches mainly depends on the legislation
of the country in which the prosumer or the REC is located and or whether the grid
is capable or managing the energy introduction.

3.2.3 EA or Virtual Power Plant

While the prosumers and the REC approach are two non-profit approaches, there is
another approach that will be diffused in the Smart Grid. It can be seen as the direct
counterpart of the leasing approach and it requires the introduction of a new actor
in the energy market, the EA. In this case, it will pay a rental fee to install the PV
system on the roofs of the customers. As shown in Figure 3.2, its role is to be in the

Ener gy Flow

Legend

Customer

En er g y 
Ag g r eg at or

Sm ar t  Gr i dPr osumer

PV plant

Fig. 3.2 The EA is an actor that aggregates the energy demand and production of the
customers and manages the interaction between users and the grid

middle of customers and distribution system operators by aggregating the demand of



3.3 GIS methodology for PV placement 61

multiple customers. This operation allows the aggregator to buy energy at a reduced
cost from the DSOs or even earn by selling them the surplus produced by the panels.
So by playing with the prices at which it buys or sells energy to the DSOs and the
price at which it sells the electricity to the customers it is able to generate profits.

3.3 GIS methodology for PV placement

In all of the described operational approaches, the placement of PV systems in
buildings’ roofs should be carefully designed to maximise both the power production
and, consequently, the ROI. To this extent, it is necessary to avoid any source of
inefficiency: PV modules must be installed in areas with the best conditions in
terms of solar irradiance, so to limit the impact of shading and the consequent
power losses. At the same time, it is crucial to take into account the economic
dimension, to guarantee that the initial investment is compensated by revenues over
time, and and adequate ROI. So far, this has been performed by following some
general methodologies that try to roughly estimate these two parameters based on
rule-of-thumb criteria. To achieve better results the stakeholders need the fine grain
data of the irradiance of the zone or the rooftops they want to utilize in order to
obtain a better placement. In some cases, this information is used to obtain which
are the surface that can be used to place the PV panels but these does not provide any
information on how to actually place it. There is also the need to take into account
the economic aspect: some stakeholders may be interested in placing a given amount
of panels while others may have budget limitations.

My Ph.D. activity proposes a novel GIS-based methodology for an optimal
configuration and placement of PV systems in building roofs. It exploits detailed
information on air temperature and solar irradiance to determine the optimal series-
parallel topology of a given number of PV modules in a target area on the roof,
evaluating also the foreseen payback time of the installation. This methodology
has been included in a more complex framework that allows to analyze of three
different scenarios: a single prosumer, an Energy Aggregator and a Renewable
Energy community. Despite the common goal of having an optimal pv placement,
each operational approach needs to be addressed on its own due to the opportunity
and the limitation that characterize them. For example, the way in which the panels
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can be connected and the methodology used to evaluate the energy production have
major differences that have an impact on the economic analysis.

The common denominator of those three scenarios is the methodology used
to identify the suitable areas and the identification of the most irradiated portion
of those areas that are the most promising for the installation of pv panels. The
following subsections are devoted to the explanation of such methodology that will
be used in the following chapters.

3.3.1 Suitable area identification

Starting from a DSM of the area of interest, the algorithm identifies possible encum-
brances and the corresponding evolution of shadows to find areas that could be used
for the deployment of the PV installation.

To process theDSM , we used GDAL[75], a translator library for raster and
vector geospatial data formats. This allowed to identify the surfaces (i.e., roofs) that
maximize power production in terms of tilt angle and orientation, depending on the
geographic location of the district. In our case study, we generated two raster images
in GeoTIFF format: one to store the data describing the roof slope and the other to
store the data of the aspect for the area under test. Then we processed these two
files to extract the surfaces with a slope between 15 and 36 degrees and aspect value
between 240 and 300 degrees in order to have roof pitches oriented towards South,
configuration that guarantees optimal sun exposition and potential PV production
[76]. Top of Figure 3.3 shows an example roof (pink) to highlight how the area that
it is suitable for PV installation resulting from this step (purple) is only a portion
with respect the whole area.

Each identified suitable area is then annotated with the inclination and the aspect
of its roof pitch. Those areas are then intersected with cadastral maps to annotate
the average height of the roofs. This information is extremely useful as the height
difference of contiguous roofs must be taken into account when the placement
algorithm is executed, to allow installation of connected PV modules on different
roofs without incurring in high dispersion of the produced power.

The areas are then sampled with the same resolution of the DSM (i.e. 1m). The
result of this sampling is shown in top of Figure 3.3, where each point (yellow) corre-
sponds to a pixel of the DSM model that resides within the area. Using these points,
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Fig. 3.3 Example of total area of a roof (pink), area suitable for PV module placement
(purple), and DSM points covered by the area (yellow) (top), and corresponding 75th
percentile over one year of the suitable area (bottom, darker areas are subject to more shading
and thus to lower irradiance).

we are able to determine the evolution of irradiance over time from yearly weather
data by using the shadow model developed in [77]. Using georeferenced points
allows to generate and store data only for the areas that could actually be exploited
for the installation of the PV modules. This is a key point of the proposed approach,
as it allows to optimize the amount of data that must be generated, memorized and
handled thus guaranteeing an optimal trade-off between the size of the district of
interest (that can be of a number of squared kilometers) and achieving at the same
time a fine-grain representation of the solar evolution of the suitable areas over time.

3.3.2 Performance pre-evaluation

The next step consists of identifying the most irradiated portions of the suitable areas,
that are the most promising positions for the installation of PV modules. The suitable
area is explored by considering all possible placements of a PV module inside of
the area. The yearly trace of irradiance of a position is derived from the DSM by
considering the traces for the DSM point covered by the PV module. In case there
are multiple points, for each time instant we consider the minimum value of the
irradiance over all the traces, to reproduce the bottleneck effect described in Section
3.1.
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To get a compact signature and allow easy comparison of positions, we use the
75th percentile of irradiance, i.e., the value below which 75% of samples of a yearly
irradiance traces fall. The 75th percentile thus allows to discriminate between highly
irradiated and poorly irradiated positions, as larger values of the percentile identify
positions whose irradiance trace distribution is more skewed towards the upper range
of the irradiance values, i.e., that are more irradiated and more promising for PV
power production. Figure 3.3 exemplifies this process by showing a suitable area and
its heat-map, where whiter points corresponds to a higher value of the 75th percentile
(i.e., more irradiated points).

The PV module positions are then sorted by decreasing value of the 75th per-
centile. The user is now allowed to give a threshold value minT h representing the
minimum value of the percentile that is accepted for PV placement. The experimental
analysis will prove the impact of this choice on the resulting identified solution. All
positions with 75th percentile lower than minT h are now excluded from the suitable
area, as the performance indicator identifies them as non-promising locations from
the perspective of PV power generation. The resulting suitable area represents the
area that can be occupied by PV modules to achieve optimal power generation.

3.4 Power production estimation

The estimation of the power of an individual single PV module, because the total
power extracted by the panel Ppanel depends on its actual series/parallel topology and
is in general different from the sum of the power of the individual modules. Given
a mn series-parallel interconnection (i.e., n parallel strings each of m modules in
series), the total power is obtained as Ppanel =VpanelIpanel , where:

Vpanel = min j=1→n(∑i=1→mVmodule,i j)

Ipanel = ∑ j=1→n(mini=1→mImodule,i j)

(3.1)

and Vmodule,i j and Imodule,i j are the voltage and current extracted from the i-th
module in the j-th series.

The following Chapter 4, 5 and 6 will explain three different solutions designed
to assess the different needs of each of the actors introduced in this chapter by
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using the PV technologies and taking into account both the opportunities and the
constraints that each possibility involves.



Chapter 4

Optimal configuration of the
placement of PV panels from a
prosumer perspective

This work proposes a framework to achieve an optimal PV installation, both in terms
of power production and ROI. The key enabling technology is a GIS-based approach
to generate irradiance and temperature evolution over the roof over one year. Such
fine-grained and detailed information allows determining which areas of the roof are
more promising, as less affected by shading caused by encumbrances (e.g., nearby
buildings, trees, dormers). To minimize power losses caused by partial shading
and by an inefficient connection of the PV modules, we additionally analyse the
correlation between the irradiance evolution over time of different areas of the roof,
to guarantee that bottleneck effects are if not completely avoided at least limited.

This leads to the definition of an effective exploration over a number of possible
configurations: for each configuration, we determine the optimal placement and
connection of PV modules, trying to maximize irradiance and to minimize sources
of inefficiencies. The irradiance and temperature data are then used to estimate
the yearly power production of each installation, and to derive the corresponding
ROI and the PT of the investment. The result is the identification of the optimal
configuration, in terms of both power production and revenues.

To prove the effectiveness of the proposed framework, we applied the analysis to
two roofs of industrial buildings. Results show an improvement on power generation
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from 11% up to 23% w.r.t. standard installations. Moreover the outcome highlights
that a cost analysis, typically ignored by standard installation strategies, is crucial to
determine the optimal installation, as more PV modules do not always guarantee the
highest ROI.

The rest of the chapter is organized as follows. Section 4.1 reviews relevant
literature solutions on this topic. Section 4.2 presents the proposed methodology.
Section 4.3 discusses the experimental results. Finally, Section 4.4 provides the
concluding remarks.

4.1 Literature review

GIS are recognised as a key technology in modelling the evolution of solar irradiance
and in simulating PV production [78]. GIS can also be used to plan installation
of PV systems in urban environments [79]. For these purposes, such GIS-based
solutions take advantages of DSM or 3D city models given by LiDAR data. DSM is
a geo-referenced raster image representing the terrain’s surface with all objects on it
and elevation.

Efficient PV design and installation has been deeply investigated in the literature.
In this scenario, solutions like [80–85] exploit both geographic data and evolution of
shadows to estimate PV power production. However, they abstract the modelling
of PV power production both in terms of model accuracy and placement topology
of PV modules. In addition, these literature solutions do not integrate sub-hourly
meteorological data needed to better estimate PV power production in real-sky
conditions. PVGIS [82] and PVWatts [81] are the only exceptions performing hourly
and sub-hourly simulations, respectively. However, they use a low-resolution DSM
(i.e. > 1m) that is not suitable to identify encumbrances in roofs like chimneys and
dormers. To achieve that, a DSM resolution smaller than 1m is needed. Moreover
to perform realistic and accurate simulations, real meteorological data collected by
weather stations [79] have to be used to compute the incident solar radiation on roofs
in real-sky conditions. Finally, none of presented solutions provide guidelines for a
smart, GIS-driven floorplanning of PV modules.

Other approaches focus on the optimal sizing of the PV installation [86–89], on
the identification of optimal management algorithms [90, 91], or on optimal roof
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configuration (e.g., tilt angle) [92], by abstracting on the other aspects of PV designs.
Vice versa, the works in [93–95, 80] focus on the identification of suitable areas at
large (i.e., entire roofs or geographical areas), with no detailed information about
the actual placement of PV modules and with very abstract models of PV power
production. The work in [3] proposes an algorithm to exploit environmental traces to
determine an optimal placement of PV modules. However, the traces are used only
to determine heatmaps of the most promising locations on the roof, and it considers
the configuration of the PV installation as a user-defined input, with no exploration
of potential alternatives based on a cost analysis.

With respect to the literature, the approach proposed in this chapter explores a
number of alternative configurations and identifies the optimal one both in terms of
power production (through a placement of PV modules that is aware of fine grain
environmental traces) and of economic investment (highest ROI and lowest PT).
Additionally, this work extends [3] with an analysis of the correlation of irradiance
over time of different areas of the roof, to further minimize bottleneck effects.

4.2 Methodology for placement optimization on sin-
gle roofs

The goal of the chapter is to determine an optimal configuration for a PV array
through a design space exploration of a number of possible alternatives. We first
generate traces of irradiance G and temperature T over time for the roof of interest,
with a fine grain time and spatial granularity (A). Then, we determine a number of
configurations of interest from user-defined input (B). For each configuration under
analysis, we estimate an optimal placement of PV modules on the roof (C), estimate
the corresponding yearly power production (D) and evaluate the foreseen payback
time of the installation (E). This will allow to easily identify an optimal configuration
for the roof of interest (F), aware both of environmental and cost variables.

4.2.1 Irradiance and temperature traces for the roof of interest

The proposed PV floorplanning algorithm takes advantage of fine-grain resolution
maps of irradiance and temperature, generated by exploiting the software infrastruc-
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ture built in [77]. Given a high-resolution DSM of the roof of interest, the software
identifies encumbrances (e.g. chimneys and dormers) and estimates the evolution of
possible shadows. With such information, it is possible to perform the identification
of the suitable area of the roof that can be used for the placement of PV panels,
that is then aligned to a virtual grid with fine grain space granulatity (20cm), used
by the PV placement algorithm. The evolution of irradiance over time is obtained
by combining weather data, retrieved from personal or third-party weather stations
[96], with the shadow model. Weather temperature and incident irradiance are then
used to determine the distribution of temperature on roof over time, as an effect of
convectivity and radiative loss [77]. The result are a set of measures of irradiance
G(i, j, t) and temperature T (i, j, t), each associated with a grid cell in position (i, j)
at a given time step t, with 15 minutes granularity.

4.2.2 Available configurations

Each configuration considered in the exploration is identified by the number of PV
modules Ni to be placed on the roof. All configurations have the same connection
topology: they are organized as strings of s PV modules in series, with s given in
input by the user. Thus, different configurations vary in terms of number of strings
connected in parallel pi =

Ni
s . The number of modules is limited by a maximum

NMAX :

• user-defined: the user gives in input the maximum number NMAX of PV
modules that can be explored;

• cost-defined: the user specifies a maximum budget B that can be invested and
the cost unit_cost of a single PV module of interest; thus NMAX = B

unit_cost .

If NMAX is too large for the suitable area, NMAX is set to the maximum number of
PV modules that can be hosted.

4.2.3 Optimal PV placement

Given an input configuration Ni = s× pi of PV modules to be installed, the goal of
the placement algorithm is to exploit the environmental traces G(i, j, t), T (i, j, t) to
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identify an optimal placement and connection of the PV modules on the roof. Given
that an exhaustive exploration of the possible solutions is not feasible for roofs of a
reasonable size [3], the algorithm builds an approximation of the optimal solution
based on a suitability metric.

Suitability metric The most promising positions for a PV module are those guar-
anteeing a higher irradiance over time. The suitability metric S(i, j) of a cell position
(i, j) should thus give an aggregate measure of the potential PV production that can
be achieved when placing the top left corner of a PV module in (i, j). The suitability
metric S(i, j) is the 75-th percentile of irradiance, that represents the value below
which 75% of the samples of G(i, j, t) fall for grid position (i, j): larger values of
the percentile identify distributions that are more skewed towards the upper range of
the values. The suitability metric S(i, j) is then applied a corrective factor, modeling
the impact of temperature1.

Similarity metric Connecting PV modules with similar irradiance over time is
especially important when connecting PV modules in series2: e.g., the placement
algorithm must avoid the series connection of PV modules that have similar suitability
metric but that are on the opposite sides of an obstacle, with the result that when
the one is in full sun the other is shaded, and vice versa. A measure of similarity
between two grid cells (i, j), (i′, j′) is given by the correlation of their irradiance
traces over time, i.e., a measure of how linearly dependent the traces of G(i, j, t) and
G(i′, j′, t) are over time. This is estimated by calculating the Pearson correlation
coefficient of the irradiance traces: a high correlation coefficient ensures that two PV
modules placed in (i, j) and (i′, j′) would behave similarly.

PV placement algorithm The resulting PV placement algorithm is given in Fig-
ure 4.1. First (line 1) the suitability matrix S is computed as described above for
all grid cells. Grid cells are then sorted in decreasing order of S in vector V : the
first cells are the most promising ones (i.e., higher 75th percentile of irradiance).
We then iterate the choice of the placement of the Ni PV modules to be placed in

1Temperature is considered only as a corrective factor as its impact on power production is limited
w.r.t. irradiance (less than 0.5%/◦C) [2].

2The bottleneck effect is heavier in case of series connection, as module voltage has a weaker
dependence on irradiance than current [97].
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series-first order, i.e., modules belonging to a series string are enumerated before
moving to another string. When choosing the position of the first PV module of a
series string (lines 5-8), we pick the grid cell with highest suitability metric (i.e.,
V [1]). When choosing the placement of the subsequent s− 1 PV modules of the
string (lines 10-18), we must take into account the correlation of their irradiance
traces w.r.t. the first PV module of the series ( f irst). To this extent, we introduce a
threshold th: given the grid cell with highest suitability matrix V [l], it is added to the
series only if its correlation w.r.t. f irst is higher than th. Else, the algorithm moves
to evaluating the next position. Note that any time the placement of a PV module is
chosen, all grid cells covered by the module become unusable and are thus removed
from vector V . The loop terminates when the Ni PV modules have been placed.

4.2.4 Estimation of yearly power production

Given the placement of PV modules, it is necessary to derive the corresponding
yearly power production.

PV module model

The power production of each PV module is determined with the model proposed in
[3, 98], that exploits information available in public datasheet of the PV module to
build a simple linear model. Power dependency on G and T is determined from the
thermal and irradiance coefficients and the I-V graphs in the datasheets, respectively.
The result are linear equations of current I(i, j, t,G,T ) and voltage V (i, j, t,G,T ),
that linearly depend on the value of the environmental traces G(i, j, t) and T (i, j, t)
in the given PV module position (i, j) at current time t. The linear models ensure
fast construction and simulation time, thus reaching a good accuracy/speed trade off,
crucial in a design space exploration, and allowing the evaluation of the yearly PV
production of a high number of alternative configurations.

Topology application

Given the individual production of PV modules, the impact of their s× p series
and parallel connection is as follows. We first consider the series connection of PV
modules composing a string, where the PV module with the lowest current (i.e.,
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Fig. 4.1 Main steps of the proposed PV placement algorithm.

irradiance) limits the current of the other PV modules, while string voltage is the sum
of single PV module voltages. Then, we take into account the parallel connection
of strings: the PV string with the lowest voltage constraints the voltage also of the
other strings, while the current is the sum of currents generated by the single strings.

Yearly power production

Yearly power production Pyearly of the PV installation is estimated by applying the
aforementioned formula to the traces of G and T over time. By accumulating power
over all time samples gives thus an estimation of the yearly power production of the
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installation:
Pyearly = ∑

t=1...T
Varray(t) · Iarray(t)

where T is the length of the environmental traces (i.e., 35,040, the number of 15-
minutes samples in a year).

4.2.5 Cost analysis

In this work we use two metrics of the effectiveness of a configuration. The ROI is a
measure of efficiency of an investment:

ROI =
yearly revenue− cost o f installation

cost o f installation

and it allows to compare the different configurations according to the gains provided
in one year of operation. PT is an indication of the amount of time that is needed to
payback the initial investment:

PT =
cost o f installation

yearly revenue

In both formulas, the cost of installation is given by the unit cost of a PV module
multiplied by the number of PV modules in the current configuration. The yearly rev-
enue takes into account the amount of money earned by selling the generated power
to the grid (calculated by multiplying the yearly kWh production of a configuration
Pyearly per the price of energy Ep), minus the cost of maintenance Mc, originated by
the periodic cleaning, monitoring and repairing of PV modules (e.g., panel damage,
fractures, and frame corrosion) [99]. Ep and Mc are provided in input by the user.

4.2.6 Identification of optimal configuration

Given the yearly power production, the ROI and the PT of each configuration
identified in Section 4.2.2, the optimal configuration is selected as the one that
maximizes the ROI, while minimizing the PT. Notice that the solution with the
highest number of PV modules may not be the optimal one, due to an increase not
only of power production but also of the initial investment and of maintenance costs.
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4.3 Experimental results

4.3.1 Simulation setup

We applied the proposed algorithm on two lean-to roofs, reported in Figure 4.2
(black areas represent to the presence of encumbrances that do not allow PV module
installation, e.g., pipes). Using the strategy in Section 4.2.1, we first generated
the values of irradiance and temperature over one year. Figure 4.2 shows the 75th

percentile of irradiance over the roof, where the clearer cells are the more irradiated
(i.e., highest suitability metric). The heterogeneity in color distribution highlights
the high variance of irradiance distribution, despite of the relatively small size of
roofs (roof 1 is 49m×12m, roof 2 is 42.8m×12m). In our setup, we consider a
PV-MF165EB3 module by Mitsubishi [2], and the configurations of interest are
generated by considering strings of s = 8 PV modules and NMAX = 72, defined as
user configuration.

Fig. 4.2 75th-percentile of G over the roofs (the clearer the more irradiated).

4.3.2 Analysis of the proposed PV placement

To better evaluate the performance of the placement algorithm proposed in Section
4.2.3, we focus the analysis on two configurations per roof, i.e., with Ni = 32
and Ni = 72. Figure 4.3 compare three placements per each roof: a traditional
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Fig. 4.3 Possible configuration for N=32 for roof 1 (a−c) and roof 2 (d− f ): traditional com-
pact placement (a,d), placement generated by [3] (b,e), proposed algorithm (c, f ). Rectangles
are PV modules, rectangles of the same color are PV modules connected in series.

compact placement (a,d), the placement generated by [3] (b,e), that only observes the
distribution of irradiance on the roof, and the placement generated by the proposed
algorithm (c, f ). Table 4.1 reports the yearly power generation of each configuration,
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plus the improvement of [3] and of the algorithm proposed in this work (with
threshold set to 0.9, i.e., correlation 90%) w.r.t. the traditional placement.

Roof N
Traditional [3] Proposed

(kW) (kW) (%) (kW) (%)

Roof 1
32 6.21 6.94 11.70 7.01 12.80

72 12.19 14.27 17.10 14.66 20.20

Roof 2
32 5.04 5.28 4.80 5.60 11.10

72 9.37 11.25 20.00 11.57 23.00

Table 4.1 Yearly power production of [3] and of the proposed algorithm with respect to the
traditional placement

From Figure 4.3 it is clear that the traditional placement, which is extremely
compact, is very different from the ones built by [3] and by the algorithm proposed
in this work, which are rather scattered. By comparing the placements with the
distribution of the 75th percentile of irradiance (Figure 4.2) it is easy to notice that
both [3] and the algorithm proposed in Section 4.2.3 exploit the most irradiated areas,
thus reaching a maximum improvement w.r.t. the traditional placement of 20% for
[3] and of 23% for the proposed algorithm. This proves the importance of observing
the evolution of environmental quantities on the roof of interest.

The differences between [3] and the algorithm proposed in this work are instead
more subtle, and are mostly due to the fact that [3] ignores the correlation of irra-
diance evolution over time before actually placing the PV modules. The result is
always an improvement of the proposed algorithm over [3], from a minimum of 1%
to a maximum of 6%.

By looking at PV module placement for roof 1 (Figure 4.3.a-c), we observe
that the main variation is related to the placement of PV modules belonging to the
last series (yellow). Our algorithm considers as more promising positions with a
potentially lower suitable metric, but that are more highly correlated to the evolution
of irradiance of the first module of the series. Also the other series differ between the
two approaches, but in terms of connection of the PV modules, instead of placement.
This is also explained by the fact that our algorithm gives priority to the correlation
of irradiance evolution over time, rather than to the 75th percentile per se, when
connecting PV modules in series. This allows to minimize the bottleneck effect.
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For this roof, the larger the number of PV modules, the higher the benefit w.r.t. [3]
(+1.01% for N = 32, +2.73% for N = 64): the benefit is higher when the placement
has to adopt not only highly irradiated areas but also more shaded positions.

For roof 2 (Figure 4.3.d- f ), we notice not only that a few panels are in different
positions, but also that the the most interesting changes regards how the PV modules
are connected together: PV modules number 7 and 8 in our placement (and thus
belong to series 1) are moved to series 2 in the placement proposed in [3] (position
10 and 12), and are replaced by PV modules originally connected to series 2. This
different connection of the PV modules allows to reach a higher advantage over [3]
also in the configuration with less PV modules (+6.06% for N = 32). This happens
because our algorithm is particularly efficient when dealing with roofs that are highly
subject to shadows, like the presence of pipes and dormers (the large black area in
the middle). Such encumbrances increase the impact of considering not only the
typical behavior of a grid cell (i.e., the 75th percentile) but also the evolution of
irradiance (i.e., of shadows) over time.

Overall, it is important to note that the proposed placement algorithm, that takes
into account also shadow evolution over time, improves power production not only
w.r.t. traditional placements, but also w.r.t. the current state of the art [3], with an
improvement in the order of kW per year even in small installations.

4.3.3 Cost analysis evaluation

The cost analysis was made by considering these parameters: pc = 250, Ep =

0.22$/kWh, Mc = 15$/kW/year. By applying the methodology described in the
previous section, we obtained the plots shown in Figure 4.4, which shows the ROI
(crosses) and the PT (circles) for the two roofs when varying N (i.e., over the
considered configurations). Notice that the evolution of PT is approximately the
inverse of ROI (as evident from the equations).

The ROI behaviour for the first roof shows that the optimal configuration that
maximizes the ROI (and minimizes PT) is not the one with the highest number of
PV modules but rather the configuration with only 16 PV modules: adding more
panels thus does not directly mean having better results in terms of investment, as the
algorithm will continue to add panels in areas with decreasing irradiance: therefore
the revenue does not grow linearly with N, as the increased power production does
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not compensate for higher investment and mainenance costs. A similar situation
occurs for the second roof, that shows a parabolic trend: the addition of new panels
can increase the ROI (i.e., decrease PT) up until the point when the ROI starts to
decrease (i.e., PT starts increasing), with a maximum at N = 40.

Fig. 4.4 Values of ROI (cross) and PT (circle) for roof 1 and 2 over the considered configura-
tions (i.e., with varying N).

4.4 Conclusion

This work proposes an algorithm to find an optimal configuration for a PV installation,
by observing both the cost dimension (e.g., in terms of number of PV modules and
return of investment) and the power dimension (i.e., position and connection of PV
modules). This allows to improve power production by up to 23% w.r.t. traditional
placements and 6% w.r.t. the current state of the art [3]. Additionally, the exploration
allows to derive non-intuitive optimization solutions, based on panel cost, energy
price and maintenance cost, that ensure a cost-effective design of the installation and
to avoid any loss of money due to a wrong sizing of the number of necessary PV
modules. This shows how different scenarios require different investment strategies
in order to maximize the profit of the PV investement.



Chapter 5

Design of District-level Photovoltaic
Installations: an Energy Aggregator
approach

5.1 Introduction

While being a promising solution, applying the prosumer paradigm to a single
household is not always a viable solution: householders may not afford the cost of
installation and maintenance of a PV installation, or may not be willing to make a
financial investment in light of possible future earnings.

To overcome this problem, the current market solutions operate at the district
level, where a number of buildings cooperate to constitute a larger PV installation
and an acea aggregates the overall energy demand and takes care of selling the
surplus production to the grid [100]. In this way, single prosumers do not need to
care about the investment and the management of the PV systems, still achieving the
advantages of potential energy independence [101].

To fully benefit from the new market paradigms, the EA must carefully design the
PV installation in the area of interest, so to fully exploit its solar potential. Buildings
indeed project shadows that generate heavy partial-shading effects, thus reducing the
efficiency of PV power generation and requiring a careful trade-off between the size
of installation (with the consequent costs) and the return of investment generated
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by power generation [102]: it is often the case that a larger PV installation does not
lead to larger earnings, as an effect of a larger initial investment and of an ineffective
power production in a portion of the installation area, subject to shading effects.

In this scenario, identifying the most suitable roofs of a district to achieve optimal
PV power generation and determining the corresponding optimal PV installation is
a relevant problem. Not only the problem is complex, but it also requires different
skills, ranging from shadow forecast, to PV power generation and optimization, and
economic estimation of the return on investment. This work proposes a solution to
such a complex scenario with a framework that works at district level to determine
the optimal PV installation from the perspective of both costs/benefit trade-off and
production efficiency.

The novelty of this work lies in the following contributions:

• a GIS-based approach is used to evaluate the evolution of irradiance and tem-
perature over the roofs of a district over one year, by achieving a good spatial
resolution (1m) to allow an accurate estimation of the operating conditions of
a possible PV installation, still operating on a wide urban area (in the order of
squared kilometers);

• the identification of the optimal placements of PV modules over the district,
achieved by considering the roofs of district as a whole, i.e., allowing to
connect PV modules located on contiguous roofs of different buildings;

• an economic analysis to determine the payback time of the PV installation;

• a trade-off analysis that considers the payback time and the return of invest-
ment of the installation, different sizes of the PV installation and allowing
different levels of PV efficiency, to determine the most suitable and the most
economically convenient solution in the interest of the EA;

• the application to a district located in Turin, Italy, that will prove an improve-
ment of power production of up to 20% and of 25% of payback time w.r.t. a
traditional installation.

The chapter is organized as follows. Section 5.2 reviews relevant literature
solutions. Section 5.3 presents the proposed methodology. Section 5.4 discusses the
experimental results. Finally, Section 5.5 provides our concluding remarks.
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5.2 Literature review

The placement and installation of PV power sources has been widely studied in the
literature, with the goal of both optimizing power production and sizing, and its
relation with the grid [103–105]. In this scenario, the adoption of GIS technologies
is essential to enable the simulation of PV production in real urban environments,
starting from either a DSM or a 3D city model of the area of interest [106–108].
The works in [109–111] analyze the potential energy production of wide areas, such
entire islands or regions: they use GIS tools to extract irradiance information about
the area of interest, to estimate the most promising portion for PV installation. Their
analysis however does not take into account roofs, but it rather focuses on geographic
areas. The works proposed in [106, 112] focus on a smaller scale, i.e., district-level,
to estimate the solar potential of different roofs and calculate the expected energy
production. However, both these works estimate the energy production considering
a standard PV installation, without taking advantage of fine grained information to
maximize such production. Other works, like [3, 113], further restrict the perspective
to a single roof: they uses detailed historical data of irradiance to evaluate the best
rooftop PV installation by focusing on single household installations, thus not taking
the full advantage of the district-level perspective.

With respect to the literature, this work proposes a framework to investigate a
relatively wide area of a urban context (∼ 1.7km2 in our experimental analysis) to
find a possible optimal configuration of a PV installation. The framework exploits
a high resolution DSM and historical weather data to identify the most promising
positions for PV installation, considering the possibility to connect PV modules
located on contiguous roofs. Each explored solution is used to make an estimation
of its PT to provide a tangible economic indicator for the EA, that thus can take full
benefit from the installation in terms of return of investment and of generated power.

5.3 Methodology for placement on roofs of a district

The goal of the chapter is to find the best possible configuration for a PV installation
for a district of a city, considering the possibility to connect PV module across
contiguous roofs. The solution adopted to achieve this result is based on five main
steps. The first step identifies the area of the district suitable for the installation of
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PV modules. Then, we proceed with the generation of the traces of G and T for
the whole area with a fine time and space resolution (A). In the second step, we
evaluate a statistical measure to find which points of the suitable area are the most
illuminated during the year, and thus the most promising from the perspective of
power production (B). This first 2 step are described in the Subsection 3.3.1 and
3.3.2; The third step consists in the placement of PV modules to find the optimal
configuration (C). Given such a placement, we evaluate the yearly production (D)
and the payback time (E) to allow comparison between different solutions.

5.3.1 Optimal Placement algorithm

The third step consists of the identification of an optimal placement for the identified
suitable area, given the list of PV module positions sorted by decreasing value of
75th percentile.

The algorithm starts from the position with highest 75th percentile, and goes
through the sorted list to identify other positions that can be used, given the following
constraints:

• no overlap with already placed PV modules;

• distance from the already placed PV modules below a threshold maxD;

• height difference w.r.t. already placed PV modules below a threshold maxH.

The constants maxD and maxH are determined by the user and they allow to connect
PV modules placed on contiguous roofs or roof pitches, but ensure that the necessary
cables do not generate high dispersion. This step is repeated until one series of S
PV modules is built. Any time that a new position is chosen, it is removed from the
sorted list.

Once that a series of size S is built, the positions excluded due to distance
and height constraints are put back in the sorted list, and the algorithm starts the
construction of a new series from the new position with highest 75th percentile. The
algorithm ends when it is not possible to build a new series, i.e., the number of
remaining positions is lower than S.

The resulting organization of the PV installation is made of a number of series
made of S PV modules each, connected in parallel. It is important to note that the
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greedy approach adopted by the algorithm allows to connect in series PV modules
with similar irradiance distribution, thus reducing the bottleneck effect caused by
partial shading.

5.3.2 Power production

The last step is the evaluation of the yearly power production for the identified optimal
PV installation. To achieve a measure of performance, the algorithm generates also
a traditional placement of the same number of PV modules, by positioning them in
the suitable area but with a more standard positioning (i.e., a compact rectangular
placement that does not consider the 75th percentile of irradiance).

The yearly trace of each PV module is used to estimate the yearly power produc-
tion of the overall PV installation by considering the series and parallel connections
between PV modules. Given N the number of series identified in step 5.3.1 and
S the number of PV modules composing each string, the resulting power of the
whole installation Pyearly is thus derived with the following formula, reproducing the
bottleneck effect mentioned in Section 3.1:

Ppanel = Vyearly · Iyearly

Vpanel = min j=1,...,N(∑i=1,...,SVmodule,i j)

Ipanel = ∑ j=1,...,N(mini=1,...,S Imodule,i j)

where Vmodule,i j and Imodule,i j are the voltage and current extracted from the i-th PV
module in the j-th string, and T is the length of the irradiance traces.

5.3.3 Economic analysis

The economic effectiveness of a PV installation is usually determined as its financial
Payback-Time (PT), i.e., how much time it takes for the total savings and revenue
streams to cover the total cost of the initial installation. It thus indicates the number
of years of operation needed to payback the initial investment when considering also
maintenance costs by using the following formula:
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PT =
Ic

Ry −My

Where Ic is the installation cost, Ry are the yearly revenue generate by selling all the
energy produced to the grid (calculated by multiplying the yearly kWh production
Pyearly of a configuration per Ep that is the price at which the energy is sold to the
grid), My is the yearly maintenance cost due to the price of cleaning, monitoring,
and repairing that needs to be applied periodically an efficient system.

5.4 Experimental results

Fig. 5.1 Satellite view of the area used for the test

5.4.1 Suitable area identification and optimization

We tested the proposed framework on a district of the city of Turin represented in
Figure 5.1. The satellite view of the area used for the test is overlapped with the
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result of step 3.3.1: the green area represents the total surface of the roofs (around
1.7km2), while the red area represents the area that is suitable for PV installation
(about 8,340m2). It is interesting to notice that just 0.5% of the available roof
surface is considered suitable for PV installation. This underlines that the DSM data
management strategy followed in this work allows to optimize data memorization,
as only few DSM points are used to filter the suitable area, and full irradiance traces
are generated only for a very limited portion of the district.

5.4.2 Optimal placement setup

In our setup, we consider a PV-MF165EB3 module by Mitsubishi [2] organized
in strings of S = 8 PV modules. The algorithm is set to allow maximum distance
among PV modules on the same series maxD= 3m and a maximum height difference
maxH = 0.5m. This configuration allows to place in the same series PV modules
positioned on different but almost contiguous roofs. An example of this scenario is
visible in the top of Figure 5.2, that zooms on a portion of the district to show an
example where the suitable area spans across two contiguous roofs (delimited by the
black line in Figure 5.2).

5.4.3 Analysis of the identified PV placements

To test the performance of the placement, we executed the algorithm multiple times
with different values of minT h, i.e., the threshold of the 75th percentile used to
consider only the most promising portion of the suitable area. The results are
reported in Table 5.1. When increasing minT h, the area considered promising is
reduced as a number of suitable locations are removed as featuring a 75th percentile
lower than minT h. Thus, both the percentage of exploited area and the number of
placed PV modules decrease when increasing minT h. An example is shown in Figure
5.2: when minT h is set to 100 W/m2 , 21% of the available surface is considered
suitable for PV placement; when minT h is increased to 500 W/m2, only 2% of the
area is considered suitable for PV installation, and as a result far less PV modules
(colored rectangles) are installed on the same portion of roof. If we plot the number
of PV modules installed (first plot in Figure 5.3), we can observe that the decrease is
not linear w.r.t. the threshold: as an example, moving from 200 to 300 W/m2 the
number of modules (and the area exploited) are reduced by 2/3, as a wide percentage
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of locations has 75th percentile between 200 and 299 W/m2. As expected, the initial
installation cost decreases according to the number of PV modules installed (second
plot in Figure 5.3).

Threshold PV modules Installation Suitable area

minT h (W/m2) (#) area (m2) used (%)

100 1,792 1,540 21

200 1,536 1,319 18

300 656 561 8

400 464 394 6

500 176 148 2

Table 5.1 Percentage of area used by PV placement over the total suitable area when varying
minT h

Fig. 5.2 Result of the placement algorithm on a small portion of the district (i.e., two roofs)
with threshold minT h = 100 W/m2 (top) and minT h = 500 W/m2 (bottom): the pink area
represents the area of the roofs, the purple area is the suitable area, and the rectangles
represent PV modules placed on locations with 75th percentile higher than minT h. As
expected, the second placement contains less PV modules, as the minimum threshold is set
to a higher value.



5.4 Experimental results 87

5.4.4 Energy production performance

To analyze the performance of the proposed algorithm in terms of power outcome,
we compared the yearly production of the identified optimal placements w.r.t. a
traditional placement of the same number of PV modules. The traditional placement
is built by installing PV modules in a more standard positioning (i.e., a compact
rectangular placement that does not consider the 75th percentile of irradiance) by
individually considering each roof, thus avoiding cross building deployments.

Table 5.2 shows that the production of the optimal PV installations is always
larger than the one of the corresponding traditional placement, and as expected
the production of the different configuration decreases linearly with the number of
modules installed. However, it is interesting to notice that the improvement of power
production is higher with higher values of minT h, with maximum improvement of
21% with threshold 500 (as shown in Table 5.2 and reported in the third plot of
Figure 5.3). This behaviour can be easily explained by considering that the lower
the threshold the higher the number of PV modules, and thus of potential overlap of
positions of PV modules for the two placements. Vice versa, with higher thresholds
the number of PV modules is reduced and the optimal placement can successfully
select only the positions less affected by shading. This reduces the impact of the
bottleneck effect of partial shading on the output power production of the optimal
PV placement. This analysis is confirmed by the amount of area shared by the two
placements, that is higher with minT h = 100 W/m2 (36%) and decreases with higher
values of minT h, with a minimum of 15% with minT h = 500 W/m2.

5.4.5 Payback time

Using the procedure explained in 5.3.3 we evaluated the PT for both the classic and
the optimal configuration considering also the different value of the threshold. The
energy price considered is 0.22C per kWh [114], the cost is 250C per PV module
and the maintenance cost considered is 15C per PV module per year. The plot 4 in
Figure 5.3 shows how the PT decreases together with the number of PV modules
and that the payback times of the PV installation produced by our framework are
always lower than the classical ones. In particular when the threshold is at 500 W/m2

the configuration produced by the framework reduces by 1/4 the PT. However by
comparing the result in Table 5.2 and the Figure 5.3 we can notice while increasing
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Threshold PV Shared Power production

minT h modules area (MW)

(W/m2) (#) (%) Optimal Traditional (%)

100 1,792 36 1,015 998 +1.6%

200 1,536 31 905 874 +3.6%

300 656 22 423 376 +12.6%

400 464 23 323 277 +16.9%

500 176 15 139 115 +20.8%

Table 5.2 Summary of the comparison among the optimal placement with varying minT h
w.r.t. a traditional placement of the same number of PV modules.

the amount of PV modules increases the production and therefore the earning this
does not decrease the PT that instead increases. This underlines how this kind of
analysis are useful for an EA that needs to take into account this economic analysis
to plan his investment.

5.5 Conclusions

The chapter proposed a framework to support optimal installation of PV modules
in a city district, with the goal of maximizing the profit for an EA. The approach is
based on an efficient management of DSM data, that generates detailed irradiance
traces only for the promising portion of the district roofs (∼ 0.5% of total district
area). The data is then used to build an optimal placement of PV modules, that can
be parametrized to exclude positions affected by shading and by a discontinuous
irradiance over time. The determined placement allows to find the suitable trade-off
between initial investment, power production and payback time of the installation,
and proved to generate a surplus power production of up to +20% w.r.t. a traditional
installation.

As future works, we plan to extend the proposed solution by including new
constraints, such as i) limiting the maximum number of PV modules to install
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according to the user’s budget and ii) limiting the PT to a maximum value defined by
the user.
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Fig. 5.3 Behavior of the placement algorithm with different values of minT h: number of
PV modules (1), initial installation cost (2), improvement of power production w.r.t. the
traditional placement (3), payback time (4) (purple for the proposed algorithm, orange for
the traditional placement).



Chapter 6

A framework for economic and
environmental benefit through
Renewable Energy Community

6.1 Introduction

Nowadays, RESs provide approximately 14% of the global energy demand, and
this percentage is estimated to rise to 50% in 2040-2050 [115]. This shift toward
RES is pushed forward by the urgent necessity to reduce the global level of CO2

emissions [116] through (i) international agreements [117] and the adoption of
carbon-taxes, used by more and more countries to discourage the usage of fossil
fuels [118], and (ii) the application of incentives for the deployment of RES systems,
which have proved to be extremely effective in several countries [119].

In this context, PhotoVoltaic (PV) energy has a primary role as it is known to
be a sustainable, cost-effective, reduced footprint source of energy that requires
minimum maintenance [120]. Projections foresee that PV energy will provide 25%
of the global power generation by 2040-2050 [121]. This success will be partially
enabled by the fact that, compared with other renewable energy sources such as wind
turbines, PV systems are also suited for urban and industrial environments [122].

The adoption of PV systems is also fostered by the diffusion of the prosumer
paradigm, i.e., a new kind of energy market player that can both produce and
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consume energy. In the future, a prosumer will be able to use a PV system (or
any other RES) not only to produce energy for self-consumption but also to sell
production surplus [123]. Such a solution seems promising, thanks to affordable
costs and government incentives. However, in the case of a single household, the
initial investment and the economic effort needed to maintain the entire system may
discourage such an environmental-friendly choice [124].

A possible solution to the above challenges is assessed by the emerging Renew-
able Energy Community (REC) paradigm, defined by the International Renewable
Energy Agency as a group of citizens that work together to reduce their environ-
mental and economic impact [125]. The key feature of a REC is “resource sharing”,
i.e., the idea of sharing PV modules and rooftops to bring benefits to the whole
community [126]. RECs can facilitate the diffusion of renewable energy sources
and encourage investments. At the same time, they can provide direct benefits to the
members in terms of smaller energy costs and better energy efficiency, as proved by
several initial studies [126–128].

RECs need detailed planning to achieve their main objectives, that range from
obtaining profits for the stakeholders to acquiring equal benefits for all partici-
pants [129]. Selecting the correct REC schema depends on both demographic and
geographic information. First of all, communities located in an urban environment
may have limited space for the deployment of PV panels. Secondly, the latitude
where the community is located deeply affects day length and, therefore, the quantity
of energy produced. In addition, the demographic profile of the community delin-
eates the budget for the investment, the expected savings or profits, and the projected
required energy. As a consequence, it is of paramount importance to predict the
impact of RES installations.

In this perspective, our goal is to facilitate the installation of RES. Focusing
on PV technologies, we present an automatic software framework that exploits
available geographic, demographic, historical data, and models of power generation
to estimate the economic and pollution impact of the installation and to maximize
the benefit for the REC.

Built upon our previous works [130, 131], the framework includes the four main
stages outlined in Figure 6.1:
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Fig. 6.1 Our solution to support the planning of RECs; we (1) exploit geographic information
for planning district-level PV installations, (2) measure the energy power consumption for
the district of interest from census data, (3) estimate the resulting yearly PV power generation
from weather data, and (4) evaluate the economic benefit and pollution footprint to allow the
REC to make informed decisions.

1. PV installation planning and optimization: The proposed framework auto-
matically designs the most suitable PV installation, given the geographic
constraints of the area of interest (modeled as GIS data) and historical data
of irradiance. The algorithm explores different configurations to maximize
irradiance exposure and power production, and it allows to place PV modules
across different rooftops, as part of the REC sharing approach.

2. Energy consumption estimation: The power demand of the REC is estimated by
considering the demographic information of the district. Census information
is automatically elaborated to derive disaggregated power consumption traces
reflecting the district inhabitants (e.g., in terms of family size and behavior).

3. Estimation of power generation: The output of the installation is obtained
from power generation models of the PV modules. These are obtained from
yearly traces of irradiance by taking into account the analysis of phenomena
such as shading on the distribution of irradiance over the district.

4. Estimation of the benefit for the REC: In terms of (i) economic benefit, due
to a reduction of energy demand from the grid thanks to self-production,
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and (ii) reduction of the pollution footprint, measured as a reduction of CO2

emissions [132].

6.2 Identification of possible REC

The transformation into prosumer or the participation to a REC could always be
beneficial for the customer, which in general can obtain some economic benefit. In
the case of PV systems, however, the actual benefits heavily depend on the number
of panels the user can install. For example, in rural areas, the user often lives in a
single-family house and therefore he can use all the power produced by its panels.
On the other hand in urban contexts, customers often live in apartments located in
tall buildings, in this case, the energy produced by the panels has to be shared among
many inhabitants. This poses the challenge to find a method to divide areas where
the creation of a REC is feasible for its participants from areas where other strategies
needs to be applied (for example using the EA approach) For this work, we decided
to introduce a naive but effective parameter that can help to do so. The main idea
behind this parameter, shown in the Equation 6.1 is to evaluate the ratio between the
areas of the roofs an the number of inhabitants of a given zone

k =
Area of roofs

number of inhabitants
(6.1)

In this work, we calculated this parameter for each of the census area of the city
of Turin by using publicly available demographic data [133] to obtain the number of
inhabitants of each zone, while we evaluated the surface of the roofs from the result
obtained by the procedure described in 3.3.1. The result of this operation can be seen
in Figure 6.2 where lighter areas indicate higher values of k.

This preliminary selection helped us to individuate the most promising area for
the creation of a REC, therefore we selected five districts in and around the city
of Turin, a large city in northwest Italy. These were chosen in order to test the
proposed framework in different contexts, representing a wide variety of urban and
suburban scenarios (in terms of population size and distinct building densities). It is
however important to note that this work does not propose a country-specific solution.
Indeed, the proposed framework is applicable to any geographic area with minor
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Fig. 6.2 Visualization of the value of parameter k calculated with 6.1 for the census zone of
the city of Turin
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configuration changes (for example, required to leverage different latitudes [77, 134])
once that the necessary information is available.

This chapter is organized as follows. Section 6.3 describes related works in
literature and the main differences with our previous works [130, 131]. Section 6.4
introduces our framework, and Section 6.5 applies it to the case studies. inally,
Section 6.6 reports some concluding remarks.

6.3 Literature review

6.3.1 RECs and PV installations

RECs play a crucial role in successful energy transitions as they increase the flex-
ibility and the resilience of energy systems, and spread the acceptance of bigger
renewable energy projects [18]. RECs are composed of a variety of actors (such as
households, public institutions, business activities, etc.) sharing the common goal
of producing energy from renewable sources to maximize self-consumption, hence
reducing the need to withdraw energy from the electric grid.

However, a simple installation of a shared renewable energy plant through an
investment of a community is not enough to set up a REC. Many other challenges
need to be taken into account, such as legal aspects, grid connections, demand
flexibility policies, and storage systems [19]. The legal institution of a REC is
the first challenge that needs to be analyzed since regulations vary from place to
place. For example, EU and North America have distinct policies [20, 21] with
differences even among countries [22]. In addition to that, due to the complexity of
the system and the variety of actors involved, RECs need careful planning to ensure
efficiency and success [25]. The first thing to consider is the type of renewable
energy that should be deployed. As previously mentioned, cost reduction makes
PV systems the perfect choice for a collaborative approach; thus, the literature
provides several solutions to plan a PV system in a REC [135] or with Demand
Response Policies [136, 137]. This work however goes a step further as it focuses
on the optimization of the PV placement in the context of a REC, providing a more
efficient cross-rooftops configuration of the whole system with respect to traditional
individual rooftop installations.
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6.3.2 Optimal planning of PV installations

Finding optimum arrangements for RES is of paramount importance, and it has been
analyzed from several perspectives in the literature.

Some works focus on the combination of different types of RESs and analyze
their impact on the resilience of the electrical network [103, 104, 138, 139].

Other works concentrate on the organization of the panels. GIS technologies,
such as DSM and other 3D modeling techniques, are used to analyze real scenarios
allowing digital representations of the area under study [106–108]. Some works use
GISs information to improve their estimates of the power production of PV systems.
Other authors [109–111] use GISs to estimate power production in large areas (such
as an entire region or an island) using low-resolution maps.

Sun et al. [141] use a similar approach to estimate the PV potential at a regional
level, analyzing costs and benefits, and evaluating the reduction of CO2 emissions.
Anyway, their approach does not fully exploit GISs as it does not suggest any strategy
to maximize the production of a PV system.

Raul et al. [142] propose a solution to evaluate PV production at the national
level. They include in their work an economic analysis taking into consideration
the different socioeconomic situations across the country. They use cadastral data
and apply a correction factor to estimate the actual surface available for each PV
modules. Unfortunately, they do not consider the real topology of the rooftops and
therefore they do not provide any configuration for the PV module.

Other works [106, 112, 143] analyze smaller geographical areas to evaluate
power production of PV systems. However, only traditional panels installation are
considered, and therefore, production is not optimized.

Jacques et al. [144] use high-resolution Light Detection And Ranging (LiDAR)
images to identify the rooftops on which installing the PV modules. However, they
evaluate the power production without taking into account the exact position of the
modules as they consider the entire rooftop as available.

Bergamasco et al. [111] take into consideration the rooftops of an entire city and
use the GIS to select with high accuracy the rooftops available for the PV modules.
Anyway, they do not give any indication regarding the actual placement of the
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module, and they provide a rough estimate of the power production considering the
azimuth angle and the entire surface.

Another weakness of all previous works is that they do not use historical data to
estimate energy production. However, it has been demonstrated that this information
can be extremely effective in improving the accuracy for those approaches that
use only data obtained through theoretical equations [149]. For such a reason,
several studies use hourly or quarter-hourly historical data to provide more precise
estimations with realistic sky conditions.

Damiri et al. [145] use meteorological and solar irradiance data to estimate the
power production of a PV configuration placed over an industrial rooftop. However,
even if they provide a feasible PV module configuration, they consider only a single
rooftop.

Similar studies, like [146, 113], exploit historical data to identify the best place-
ment for the PV modules over different buildings. However, they do not focus on
RECs, and rooftops are considered individually and not as a shared resource.

All previously mentioned works consider a single building or household and not a
REC, where different buildings can be organized as a single shared resource. Sharing
rooftops allows cross-rooftop connections and, more in general, energy sharing, with
enormous benefits in terms of power production [150, 151]. For this reason, Cielo et
al. [147] use historical irradiation and disaggregated consumption data to evaluate
the impact of shared PV systems on a community. However, irradiation is not used
to optimize PV module placement and maximize production.

Syed et al. [148] evaluate the benefit of a PV system shared among households.
The authors also compare household load profiles with energy production to evaluate
the possible advantages of such a shared system. However, even in this case, the
panels’ position is not optimized to maximize energy production, and there is no
analysis on the reduction of CO2 emissions.

Overall, the novelties of our approach with respect to the previously mentioned
works are summarized in Table 6.1.

The framework proposed in this work is based on [130, 131] from which it
derives the procedure related to evaluating the available surface and the model used
to assess the energy production of a PV module. This framework, however, adds some
major novelties and improvements with respect to our previous works [130, 131].
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It introduces the possibility of testing PV configuration with modules arranged in
different directions. This feature increases the optimization procedure’s flexibility to
maximize the system’s production further. Moreover, we abandoned the previous
approach used to estimate the economic benefits that were too tightly related to the
cost of energy, which may widely differ from one place to another. Therefore in
this work, we evaluated such benefits as the percentage of self-consumption since
this gives a more general but still valid indication of the advantages obtained from
participating in a REC. This approach required an additional step in the processing
pipeline that uses census data and smart-metering measurements to provide accurate
energy demand profiles for the REC under study. We analyze five different areas
covering three different REC scenarios spanning from urban to rural (whose size
ranges from about 6000 m2 to about 144000 m2) to optimize the PV system. We
selected these areas to analyze scenarios with different characteristics, such as
population and building height or distances. To summarize the primary novelties are:

• The improvement of the cross-rooftops algorithm to find the suitable area for
PV system installations by increasing the search space of the optimization
problem under analysis.

• The reduction of the dependency of the economic benefit on the fluctuation of
the prices of hardware and energy.

• The integration of new studies, which integrate both actual census data and
real world household load consumption.

• The estimation of the environmental impact in terms of CO2 emissions, which
decrease by creating new RECs .

• The analysis of different case studies to analyze the possible impact of REC in
various urban and rural scenarios”

Our framework is built upon and extends our previous works [130, 131]. It can
find the available surface in roofs to install PV systems. It also adds new features
such as the load profile analysis, the REC approach, and the evaluation of the CO2

emission. The REC approach considers roofs as shared resources and allows cross-
roof PV connections. We analyze five different areas (whose size ranges from about
6000 m2 to about 144000 m2) to optimize the PV system. Our framework uses
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fine-grained DSM together with historical weather data (with a resolution of 15
minutes) to provide an optimal configuration of the PV panels placement.

The PV module we consider can be easily changed with other models to ensure a
more realistic estimation and increase the flexibility of our framework.

We assume all rooftops as belonging to a shared resource and we connect panels
located on different buildings (i.e., we allow cross-roof connections). We prove that
our estimated power production is always more significant than the one generated
with an equivalent traditional installation. We compare the estimated power produc-
tion with the aggregated power demand to evaluate the self-sufficiency capabilities
of the REC. We estimate the reduction of pollutants (in terms of CO2 emission) for
the scenario without the REC.

6.4 Methodology for placement in REC context

Our main target is to build a framework to analyze the economic and pollution
benefits that RECs can obtain by sharing PV installations. From a high-level point
of view, our framework includes three main phases containing the six different steps
represented by the numbered blocks in Figure 6.3:

1. In the first module, the framework uses DSM data to extract the surfaces of the
rooftops on which it is possible to install PV modules. This analysis is then
used to extrapolate the temporal evolution of irradiance and temperature for
the area under study and it is described in the Subsection 3.3.1

2. The second module performs a statistical analysis of the data generated during
the first stage to find the portion of the rooftops with the best irradiation
condition (which is obviously expected to produce more power than poorly
irradiated ones). This procedure is described in the Subsection 3.3.2

3. In the third module, the previous evaluations are used to find an optimal
configuration for the modules of the PV system.

4. Such a configuration is then used by the fourth module to estimate the power
production of the PV system with a procedure that uses DSM, meteorological
data, and the datasheet of the PV cell.
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Fig. 6.3 Diagrammatic representation of our framework with its three main phases and six
main pipeline steps.

5. The fifth module estimates the power demand of each partner of the commu-
nity.
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6. In the sixth and last module, the framework uses our estimates (in terms of
power generation and power requests) to evaluate the potential savings in terms
of both energy and CO2 emissions.

6.4.1 Optimal placement algorithm

The third module (block (3) in Figure 6.3) identifies the best possible panel configu-
rations selecting them from the sorted list generated by the previous module.

Our procedure selects the first, and most promising, configuration. Then, it runs
through all remaining configurations to select the ones compatible with the selected
one according to the following constraints:

1. Each new PV module should not overlap with previously placed modules.

2. The horizontal distance between two consecutive modules should not be larger
than a threshold maxD.

3. The vertical distance between two modules should not be larger than a thresh-
old maxH.

The two thresholds (maxD and maxH) are used to connect modules that are closed
enough (horizontally and vertically, respectively) and to consider all rooftops of the
community as a shared resource.

We iterate through the process until we obtain a series of S panels. Every time
we select a configuration, we remove it from the list of the remaining ones. When
we complete a series, we re-insert all positions that did not respect constraints (2)
and (3) in the sorted list, whereas if a position did not respect constraint (1) we
completely remove it from the list. We terminate the process when the number of
available positions is less than S, as this condition implies that it is not possible to
form a new complete series of PV modules.

The result of this procedure is a group, i.e., a set of PV modules placed on
contiguous rooftops in which modules are first connected in series and then series of
modules are connected in parallel. Due to the structure of the algorithm, PV modules
that belong to the same series are likely to have a similar evolution of radiance over
time. This avoids bottleneck effects caused by the partial shading of one panel of the
series.
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Notice that, in our experimental evaluation, this procedure is executed three times
for each case study to consider three different panel orientations, i.e., the ones with
only vertical panels, the ones with only horizontal panels, and the ones with both
vertical and horizontal panels. The evaluation of different orientations is an important
novelty with respect to previous works (such as [130, 131]) as our algorithm may
place panels belonging to the same series not side-by-side as it would happen in
traditional PV configurations.

6.4.2 Power production

The fourth module (block (4) in Figure 6.3) estimates the yearly power produced
by the identified configuration. During the first step, using the approach described
in [152], this module evaluates the yearly traces of voltage and current for each
PV module by extracting relevant information from datasheets of real PV modules.
Then, it computes the overall power production, taking into consideration all PV
modules and their connections (as defined in Section 3.1): The current generated by
a series of PV modules is limited by the module producing the minimum current,
and the voltage generated by the entire PV installation is constrained by the series
producing the minimum voltage. This methodology increases the flexibility of our
framework since we can easily evaluate the power production obtained using PV
modules with different characteristics.

6.4.3 Energy demand

This module estimates the hourly power demand of the community and compares it
with energy production. The logic of this phase is reported directly inside the block
(5) of Figure 6.3.

To estimate the power requirements, we use a real dataset provided by Midori
s.r.l. [153]. This dataset contains the energy consumption profiles of more than 90
houses located in Turin and disaggregated at the appliance level. The dataset is
pre-processed using the Jenks Natural Breaks method [154] to classify consumption
data according to the number of inhabitants of each house. Using these results, the
module can assign to each house a realistic power demand profile by selecting one
of the houses with the same number of inhabitants. The results of this preliminary
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classification are combined with the census data [133] to build a realistic virtual
population for the geographical area of interest. The resulting synthetic population is
extremely realistic and presents different energy consumption behaviors tailored to
the demographic composition of the area. The different profiles are finally combined
to obtain a realistic profile for the entire community for one year.

6.4.4 Savings

In the last module (block (6) in Figure 6.3), we compare the power demand of the
community with the power produced by its shared PV system to establish the degree
of energy self-sufficiency and the reduction in CO2 emissions. We compute the
percentage of self-produced energy as the ratio between the yearly energy demand
of the REC and the yearly energy production of the shared PV system. Moreover, to
estimate the reduction in terms of CO2 emission, we compare the case in which the
yearly energy demand is satisfied only by fossil fuel energy sources with the case
in which a portion of this energy is self-produced directly by the REC. In this case,
we also consider the small but not negligible amount of CO2 generated by all PV
modules. CO2 are computed following the Equation 6.2.

CO2 =
(PV energy) · (PV CO2 emissions)

(Total energy demand) · ( f ossil f uel CO2 emissions)
(6.2)

6.5 Experimental results

We test our framework on different neighborhoods in the city of Turin to verify our
framework for a large variety of scenarios:

• Town Center: Area of a city with a high building density where buildings may
have different heights, ranging from 3 to 7 or more floors. The age of the
structures varies a lot, as we have both historic and modern buildings close to
each other.

• Outskirts: Area with a medium density of buildings with very similar heights
(from 1 up to 3 floors). Usually, buildings are populated by one or at most
two families, and backyards often separate them. This category includes also
villages.
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• Suburban area: Area with small houses located very sparsely on the territory,
each owned by a single family.

We run 5 experiments: Three located downtown, one in the outskirts, and one in the
suburban area. We ran the proposed optimization procedure on a desktop equipped
with Ubuntu 20.04, a CPU Intel(R) Core(TM) i7-8700 @ 3.20GHz, and 16 GBytes
of RAM. We needed 22 minutes to obtain an optimal solution for all the case studies
proposed in this work. The first objective of these tests is to prove that our framework
builds PV installations that generate more energy than the ones placed by traditional
methods. Our secondary objective is to prove that our configurations reduce both
the energy withdrawn from the power grid and greenhouse gas emissions. For
each outline, Table 6.2 reports the size of the portion of rooftops that could be
used to deploy PV modules (i.e., the areas facing south and without encumbrances).
Figure 6.4 shows the result obtained by our panel allocation algorithm for the first
scenario. We highlight the entire surface in green and the selected area in red. It is
worth noticing how the area suitable for the installations is just a small portion of the
rooftop surface and ranges from 12.4% up to almost 25%. We obtain similar results
for all outlines, even with the ones including different building profiles, such as the
Town Center Area 2 and the Outskirts Area. Moreover, the buildings of the Suburban
Area cover three times the surface available in the Outskirts, but the useful surface is
just twice as large as the one identified for the Outskirts. This information can be
extremely helpful to identify the areas that could benefit more from a PV system.

Case study Buildings area (m2) Suitable area (m2) percentage

Town center 1 5,702 909 15.9

Town center 2 4,032 808 20.0

Town center 3 9,275 1,553 16.7

Outskirts 3,233 804 24.9

Suburban 10,232 1,268 12.4

Table 6.2 Comparison between the total area of all rooftops and the area suitable for the
installation for each one of the 5 case studies.
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Fig. 6.4 A satellite image representing some real cross-building rooftops (highlighted in
green color) with the area actually exploited to install PV modules (represented in red color).

The next module of the framework identifies the optimal positions for the panels
while respecting the constraints described in Section 6.4.1. For this test, we take
into consideration PV modules of type MF165EB3 produced by Mitsubishi [2], and
we consider a series of S=8 PV modules. We set a maximum horizontal distance
between adjacent panels of maxD=3 meters, and a maximum vertical difference of
maxH=0.5 meters. Figure 6.5 shows some examples of PV configurations generated
by our placement algorithm considering several adjacent rooftops. We can notice
the different orientations considered by the algorithm, i.e., PV are modules placed
only vertically (top), only horizontally (center), and both vertically and horizontally
(bottom picture).

To better evaluate the performance of our placement algorithm, we compare its
results with the ones delivered by a traditional algorithm. Thus, for each configuration
(i.e., for each possible orientation considered by our algorithm), we generate a
conventional layout with the same amount of PV modules placed on the same
rooftop and orientation. This process ensures that an increased installed capacity
does not determine a higher power production than a traditional placement. Figure 6.6
compares the energy production of the different layouts for each district. It is possible
to observe that in the first scenario the power productions of the different placement
algorithms are very similar, whereas in the other situations the greedy algorithm
always outperforms the traditional one. In particular, when the greedy algorithm
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Fig. 6.5 Outcome of our placement algorithm: PV modules can be placed onto contiguous
rooftops and with different orientations.

considers both vertical and horizontal orientations, we obtain the best results, with
improvements that vary from 15% to 60%.

As the panel configurations that guarantee the best power production are the ones
generated by the greedy algorithm and allowing panels with both orientations, we
verify which percentage of the energy demand could be satisfied by these layouts. For
each community under test, we compare the total energy consumption (obtained with
the method introduced in Section 6.4.4) with the correspondent production of the
panels. Results are shown in Figure 6.7. For each one of the scenarios analyzed, the
plots represent the difference between the generated energy and the consumed energy.
When the production is larger than the consumption the values are represented in
green color; plots are in red, otherwise. It is easy to notice that, only for some of the
layouts and only for specific periods over the year, the production of the installation
can completely satisfy (or even exceed) the energy demand. In particular, the best
balance is obtained during the daytime of the summer for both the Town Center Area
2 and 3, and partially for the Outskirts Area.
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Fig. 6.6 Power production of the different placing algorithms for the different areas. Power
production is normalized with respect to the solution proposed in this work, i.e., using a
greedy placement and both vertical and horizontal orientation of PV modules.

However, even if RECs do not become self-sufficient, our PV installations are still
beneficial. We evaluated the economic benefit obtained by REC as the percentage of
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Fig. 6.7 Each graphic plots the difference between the energy production and the energy
demand of the community. The y axis represents the power: The green color is used when
the production is larger than the demand. The x-axis represents time, considering days as a
time unit and one entire year.

self-consumption the PV system can provide. We indicated this value in Figure 6.8,
which shows that our PV settings may reduce the amount of energy withdrawn from
the power grid by a percentage varying between 6% to 45% over a year. We can
also consider those values as the percentage saving of the REC participant on the
energy bills. In addition to this, PV systems may have a very positive impact on
pollution. Figure 6.9 shows that they can reduce up to 35% yearly CO2 emissions.
In this plot, we take into account the average amount of CO2 emission due to the
electricity generation derived from fossil fuels in Italy [155] and also the small (but
still relevant) amount of emission related to the generation of PV panels. Our results



6.5 Experimental results 111

show that, in the best case, the amount of CO2 saved corresponds to the yearly
emission of almost 1,180 cars [156].

Fig. 6.8 Percentage of the energy demand that can be satisfied by a shared system over a
year for each area under analysis.

Fig. 6.9 Percentage reduction of CO2 emissions enabled by a shared PV system over a year
for each area of interest.

While the proposed framework is agnostic to the precision of the input data, it is
worth noticing how the precision of the result is strictly related to the precision of
the input data provided by the user. Regarding the proposed test, as far as census
data are concerned, population censuses are the most important statistical data used
by policy-makers at all levels of government, as well as private businesses, house-
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holds, nonprofit organizations, and researchers. It is well known that census data
include several sources of problems, such as coverage (omissions or duplications)
errors [157]. Moreover, even if the demographic study often validates census data to
gauge their quality, this analysis is out-of-scope for our application. Consequently,
we believe that census data are an essential source of information for our study.
Regarding the DSM data, we decided to use data with a resolution of 0.5 meters. A
higher resolution would allow us to obtain a more precise evaluation; however, a
higher precision would also imply a higher computational cost. In addition to that,
high-resolution data are rare, often expensive, or difficult to obtain. On the other
hand, a lower resolution reduces the precision of our evaluation since the identifica-
tion of the suitable areas, and the estimation of the shadows would be less precise.
Thus, for our case studies, the resolution of 0.5 meters represented an excellent
tradeoff to obtain sufficient precision. Moreover, our framework can manipulate
DSM data with any resolution; consequently, users can choose the precision level
they want to achieve and provide the DSM data accordingly.

6.6 Conclusion

This chapter proposes a framework that combines geographical, meteorological, and
demographic information to identify optimal photovoltaic installations, evaluate the
subsequent benefits for the community members in reducing the energy withdrawn
from the power grid, and verify the potential benefits for the environment. To
optimize the positioning process of our PV panels, we use GIS technologies and
historical data, and we enable the possibility of connecting PV modules located on
contiguous buildings. We use real disaggregated consumption data to evaluate the
expected power demand and power saving, and estimate the reduction in terms of
emission of pollutants. We verify our conjectures on different real scenarios in and
around Turin, a large city in the northwest region of Italy. The promising results lead
the way to real applications in the field.



Chapter 7

Distributed software platform for
raster analysis

7.1 Introduction

During the work made for the case studies of the previous chapters 4,5,6, we had
to face a major challenge: the management and processing of the huge amount of
raster data involved in the calculation. For all the previous works we had to use a
workaround that consist in cropping the entire raster image of the area under study
to extract only the areas of the roof towards the south. While this is a reasonable
choice since those areas are the most productive ones this reduces the possibilities of
further analysis on other areas of the roof. However, raster images are quite common
in many fields such as cartography, geography, remote sensing, and environmental
science. We noticed however that while the literature offers various solutions, none
of them was suitable for our particular purposes, in general the proposed solutions
suffer two main issues: i) the setup of the system is not simple for researchers that are
not skilled in ICT system mamagement or ii) a solution is tailored to a particular use
case and it is not trivial to extend. Therefore the objective of this work was to propose
a framework for the management and processing of geographical raster data, which
can easily be deployed and flexible enough to serve multiple research objectives
and fields. This chapter will proceed as follows: Section 7.2 will present the main
solution available nowadays, Section 7.3 will present the format of the data involved
and the technologies used in the proposed framework, Section 7.4 is devoted to the
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explanation of the procedures necessary to perform any data processing. Finally
Section 7.5 and 7.6 will present the result for the test case proposed and discuss the
possible upgrade that could be done on the proposed solution.

7.2 Literature review

Relational Database Management System

A relational database management system (RDBMS) is based on the relational model,
which is not suitable for multi-dimensional data, such as scientific raster data or spa-
tial and temporal ordering data. However, researchers have addressed this limitation
by developing solutions to store spatial data within RDBMSs. For example, Post-
GIS is a free spatial database extension for PostgreSQL that allows users to create
location-aware queries using SQL and build their own mapping backends for raster
analyses, routing applications, and more. In one study, Davies et al. implemented
the storage of MODIS fire archive using the PostGIS extension. Another application
of RDBMSs for spatial data is the use of MySQL as a backend for managing large
raster data in WebGIS. Scalability is an important factor for handling big data, and
while RDBMSs can scale up with expensive hardware, they do not perform well with
commodity hardware in parallel. To overcome this issue, the Apache Hadoop project
provides open-source software that enables distributed processing of large datasets on
clusters of commodity computers using simple programming models. Two popular
data containers in the Apache Hadoop ecosystem, Hive and Spark, have been used
for processing geospatial data. For instance, SciHive extends Hive to implement
a scalable, array-based query system for parallel processing of raw array datasets.
Hadoop-GIS integrates indexing techniques into Hive to improve the efficiency of
spatial data queries. SciSpark utilizes Spark to create a scalable scientific processing
platform for interactive computation and exploration of large raster data. To enhance
query performance, Hu et al.[158] developed a multi-dimensional index to enable
Spark to natively support array-based datasets stored in HDFS. While frameworks
like SciHive and SciSpark achieve scalability, they are not as mature as traditional
RDBMSs in terms of system stability, usability, and maintenance, mainly due to
issues such as Spark’s memory usage impacting latency and cluster performance.
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Array-Based DBMS

Traditional RDBMSs are not efficient in handling ordered raster data like satellite
images and climate simulation data. As a result, Array DBMSs have gained popular-
ity for managing big scientific data. One pioneering system in this area is PICDMS,
which processes image datasets using a grid-based database structure. Another
notable Array DBMS is Rasdaman, which has a long history and offers a mature
implementation with optimized storage layout, query language, performance, and
evaluation. With the advancement of GIScience research, more libraries and software
have emerged to support array-based datasets. Another open-source system, SciDB,
primarily caters to scientific domains dealing with very large-scale array data, such
as astronomy, remote sensing, climate modeling, and bio-science information. It
supports a nested-array data model, science-specific operations, uncertainty, lineage,
named versions, and user-defined functions, which allow users to implement their
own array functions for specific projects.

NoSQL DBMS

NoSQL databases are designed to provide higher performance, elastic scalability, and
flexible data modeling. These databases fall into categories such as key-value, docu-
ment, column, and graph, and they excel at storing large volumes of semi-structured
or unstructured data with high Read/Write throughput. Key-value databases like
Cassandra offer improved performance for specific use cases such as genomic data
management compared to relational databases. However, they have limited function-
ality beyond key-value storage and lack support for relationships. Other key-value
systems include Amazon DynamoDB, and CouchDB. Document-based databases
like MongoDB are more effective for managing geospatial data due to their flexible
query capabilities and native support for geospatial data formats like GeoJSON.
MongoDB has been used to store and access climate satellite data, resulting in sig-
nificantly improved performance compared to SQL databases. However, document
databases do not support relationships and joins like relational databases, and they
also lack native support for multidimensional data. Column-based NoSQL databases,
such as HBase, offer good scalability and efficient performance for specific query
types like range and k-nearest neighbor queries but require a mapping layer to han-
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dle highly connected geospatial data. Examples of column-based systems include
Google BigTable, Cloudata, and Cassandra (which is also a key-value database).

7.3 Enabling technologies

The framework proposed in this chapter is composed of different state-of-the-art
technologies that enable easy customization, deployment, and maintenance. In this
section, we will briefly discuss the type of data that must be handled and which
technical solutions have been adopted to allow the deployment of the system.

7.3.1 Data format

For the analysis of the energy production of the PV the framework has to deal
with two main types of data format: i) raster data and ii) vector data. The raster
data are geo-referenced images, which means that are pixel-based data with a finite
resolution and they also include information on the geographical coordinates of the
area that is represented. These images can contain different kinds of information
such as altimetry, solar irradiance, hydrology values etc. The resolution of these
images is usually quite high and thus produces large-size files that can be difficult to
manage. In the proposed framework raster data are used to store information of the
DSM and the irradiance values of the area under analysis. Vector data are instead
geometrical data, which means that they have a virtually infinite resolution and are
used to represent geometrical objects such as polygons, lines, points, and so on. As
shown in Figure 7.1 the same type of data can be represented both as a vector or
as a raster, according to the needs and one format could be preferred and is some
cases there is the need to convert data to one format to the other. In the proposed
framework vector data are used to store information regarding the surfaces available
for the PV installation or the footprint of the PV modules under test.
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Fig. 7.1 Different handling of a geometric object using vector and raster formats

7.3.2 Distributed architecture

Docker

Docker is an open-source platform that simplifies the deployment and management
of applications. It achieves this through containerization, which involves packaging
an application and its dependencies into a standardized unit called a container.

Containers are self-contained and portable entities that include all the necessary
components to run an application, such as the code, runtime, system tools, and
libraries. Docker provides tools and features to create, distribute, and manage these
containers effectively.

Key components of Docker include Docker Engine, which manages containers
on a host system, Docker Images that serve as templates for containers, Dockerfile
for defining container build steps, Docker Registry for storing and sharing images,
and Docker Compose for managing multi-container applications.
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Using Docker offers benefits like faster application deployment, efficient resource
utilization, scalability, and consistency across different environments. It simplifies
software delivery and promotes a more streamlined development workflow.

Overall, Docker has become a popular choice for developers, researchers and sys-
tem administrators as it streamlines the deployment and management of applications
in a consistent and reproducible manner.

Apache Hadoop

Apache Hadoop is an open-source framework designed for distributed storage and
processing of large-scale datasets across clusters of computers. It provides a reliable,
scalable, and fault-tolerant solution for handling big data.

The core components of Apache Hadoop are:

• Hadoop Distributed File System (HDFS): It is a distributed file system that
stores data across multiple machines in a cluster. HDFS provides high-
throughput access to data and ensures data reliability by replicating blocks
across multiple nodes.

• Yet Another Resource Negotiator (YARN): YARN is the cluster management
layer of Hadoop. It is responsible for resource allocation and scheduling tasks
across the cluster. YARN allows different data processing frameworks, such
as MapReduce, to run simultaneously on the same cluster.

• MapReduce: It is a programming model and processing engine for distributed
data processing in Hadoop. MapReduce divides large datasets into smaller
chunks, processes them in parallel across the cluster, and then combines the re-
sults. It simplifies the development of distributed data processing applications.

The functionality of Apache Hadoop revolves around its ability to process vast
amounts of data efficiently and in a fault-tolerant manner. Some key aspects of
Hadoop’s functionality include:

• Scalability: Hadoop can scale horizontally by adding more machines to the
cluster, allowing it to handle and process large volumes of data.
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• Fault Tolerance: Hadoop achieves fault tolerance by replicating data across
multiple nodes in the cluster. If a node fails, the data can be retrieved from
other replicas.

• Data Locality: Hadoop optimizes data processing by moving the computation
closer to the data. It schedules tasks to run on nodes that already have the
required data, minimizing data transfer over the network.

• Data Processing: Hadoop’s MapReduce model enables parallel processing of
large datasets, making it suitable for tasks like batch processing, log analysis,
data aggregation, and more. It provides a programming abstraction that handles
the complexities of distributed computing.

• Ecosystem: Hadoop has a rich ecosystem of tools and frameworks built
around it, such as Apache Hive for SQL-like queries, Apache Pig for data flow
scripting, Apache Spark for in-memory processing, and Apache HBase for
NoSQL database operations. These tools extend Hadoop’s capabilities and
make it more versatile for different data processing needs.

In summary, Apache Hadoop is a powerful framework for distributed storage and
processing of big data. It offers scalability, fault tolerance, and a rich ecosystem of
tools, making it suitable for various data-intensive applications.

Apache Spark

Apache Spark is an open-source distributed computing system designed for process-
ing and analyzing large-scale datasets. It provides a fast and flexible framework for
big data processing and is known for its speed, ease of use, and versatility.

Some key features and concepts of Apache Spark include:

• Resilient Distributed Datasets (RDD): RDD is the fundamental data structure
in Spark. It represents an immutable distributed collection of objects that can
be processed in parallel across a cluster. RDDs provide fault tolerance and can
be cached in memory for faster processing.

• In-Memory Processing: Spark leverages in-memory computing to store in-
termediate data in memory, which significantly speeds up data processing
compared to traditional disk-based systems.
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• Data Processing APIs: Spark provides high-level APIs in different program-
ming languages, including Scala, Java, Python, and R. These APIs allow
developers to write data processing and analysis tasks using a rich set of
built-in functions and transformations.

• Spark SQL: Spark SQL is a module in Spark that enables querying structured
and semi-structured data using SQL syntax. It allows developers to perform
SQL-like operations on RDDs and seamlessly integrate SQL queries with
Spark applications.

• Spark Streaming: Spark Streaming enables real-time processing and analysis
of streaming data. It allows developers to ingest data from various sources,
such as Kafka or Flume, process it in mini-batches, and perform near-real-time
computations.

• Machine Learning Library (MLlib): MLlib is a scalable machine learning
library built on top of Spark. It provides a wide range of machine learning
algorithms and utilities, making it easier to develop and deploy machine
learning models at scale.

• Graph Processing (GraphX): GraphX is a graph processing library in Spark.
It allows users to create and manipulate graphs efficiently, perform graph
algorithms, and integrate graph processing with other Spark operations.

Apache Spark’s versatility and performance make it suitable for a wide range
of use cases, including batch processing, interactive queries, real-time analytics,
machine learning, and graph processing. It can be deployed on various cluster
management systems like Apache Hadoop YARN, Apache Mesos, or in standalone
mode.

To summarize, Apache Spark is a powerful and flexible distributed computing
system that enables efficient processing and analysis of big data. It provides a unified
framework for different data processing tasks, offers in-memory computing, supports
various programming languages, and has specialized libraries for machine learning
and graph processing.
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RasterFrames

Together with the software dedicated to the creation and management of the dis-
tributed platform other software are necessary to allow the parallel processing of
rater data in a distributed environment. Among the possible framework that offers
this feature we selected RasterFrames. Rasterframes can be deployed in a distributed
architecture, its based on data frames and allows the analysis and the query of raster
data within Apache Spark. It is capable of ingestion of various raster file formats
(GeoTiff in particular) and supports GeoJSON. It offers a conspicuous number of
functions that can be used to filter transform, resample, and analyze raster images.
Among the various possibilities available RasterFrames was preferred due to its
built-in capabilities of analyzing raster data organized on a temporal scale.

7.3.3 Additional tools (Swarmpit and Jupyter Notebook)

Swarmpit offers a user-friendly and straightforward interface for effectively manag-
ing your Docker Swarm cluster. It provides convenient control over various aspects
such as stacks, services, volumes, networks, and more. By connecting your Docker
Registry, you can effortlessly deploy private repositories onto the Swarm. Addition-
ally, you have the advantage of securely sharing this management console with your
entire team.

Jupyter Notebook is an interactive computing environment that allows users to
create and share documents containing live code, visualizations, explanatory text,
and more. It is a popular tool among data scientists, researchers, and programmers
for data exploration, prototyping, and collaborative work. In a Jupyter Notebook,
code is organized into cells, which can be executed individually or as a whole. This
interactive nature enables users to experiment with code, modify it, and immediately
see the results. The output of code cells, including visualizations and data tables, is
displayed inline within the notebook, making it easy to understand and analyze the
data. Beyond supporting multiple programming languages like Python, R, and Julia,
Jupyter Notebook also allows the inclusion of formatted text, equations, images,
and interactive widgets. This makes it a versatile platform for creating compre-
hensive and interactive documents that combine code, analysis, and explanations.
Moreover, Jupyter Notebooks can be shared with others, facilitating collaboration
and reproducibility. Notebooks can be exported to various formats such as HTML,
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PDF, and Markdown, making it straightforward to present or publish your work.
Overall, Jupyter Notebook provides a flexible and interactive environment for data
exploration, analysis, and sharing, making it a valuable tool in the field of data
science and beyond.

7.4 Methodology for the creation of raster processing
pipelines

The objective of the application is to calculate the GHI over the roof of the particular
area under analysis. The operations to execute are quite trivial and can be intended
as matrix multiplication and additions. However, this operation needs to be executed
on many files with a considerable dimension. In addition, during this operation,
we need to manipulate raster and vector data which in principle are not directly
compatible. Rasterframes solve the latter challenge by converting the vector data
into raster data. This section presents the different components of the processing
pipeline used to assess the capabilities of the proposed platform. Despite the specific
use case involved in the testing, the processing executed on the data is composed
of operations that are extremely common when working with raster and vector data.
This flexibility is one of the advantages of this platform over the previous solution
which was tightly coupled with the use case context.

7.4.1 Processing pipeline

This subsection analyzes the different steps that compose the testing pipeline that
have been used to test the capabilities of the platform

Raster pre-processing

The first operation that needs to be executed is the compression of the raster data in
order to reduce memory usage. Therefore the original data were converted from the
GeoTiff format into the Cloud Optimized GeoTiff (COG), which is a common format
for GIS framework and is optimized for the cloud environment. The compressed
data are then uploaded on the HDFS which takes care of ensuring the needed
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redundancy to prevent data losses in case of a nod failure. After this preliminary
step RasterFrames demands the creation of a file in the CSV format which contains
the information that will be needed to retrieve this file during the calculations. For
the test case this file, named catalog, contains a line of for each couple of rasters
(one with the data for the beam irradiance and one with the data for the diffused
irradiance). This line contains:

• the date in the format YYYY-MM-DD HH:MM:SS

• the day of the year (from 1 to 365)

• the month

• the hours

• the minutes

• the name of the beam irradiance file

• the name of the diffused irradiance file

An example of the content of such catalof file is shown in the Table 7.1.

date year_day month hour minute beam_name diff_name

2013-01-17 04:00:00 17 1 4 0 beam_17_0400.tiff diff_17_0400.tiff

2013-01-17 04:15:00 17 1 4 15 beam_17_0415.tiff diff_17_0415.tiff

2013-01-17 04:30:00 17 1 4 30 beam_17_0430.tiff diff_17_0430.tiff

2013-01-17 04:45:00 17 1 4 45 beam_17_0445.tiff diff_17_0445.tiff

2013-01-17 05:00:00 17 1 5 0 beam_17_0500.tiff diff_17_0500.tiff

Table 7.1 The table contains the first lines of the catalog file used for the tests

Connection to Apache Spark

Once the files needed by Rasterframes were ready, we defined the parameters for
the connection to Apache Spark. The main parameters that need to be specified are
the version and the location of RasterFrames and pyRasterFrames to be used during
the execution, Spark allows also for precise and detailed customization of various
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other parameters. However, after some preliminary tests, we noticed that for such a
small deployment the benefits were not improving enough the performance to justify
the time spent to carefully optimize the execution. In addition to that, maintaining a
default configuration allows greater flexibility for the platform to be used for other
case studies.

Definition of the input data

Once the data are available and the Spark execution has been configured we can
proceed with the definition of the data that needs to be used in the calculation. For
our case study, in particular, we need to specify the catalog file generated in the first
step and the vector data that needs to be used to filter the raster data and evaluate
only the portion of interest. After that our use case also needs data regarding the
altitude of the average altitude of the area of interest. This information is obtained
by evaluating the altitude of the centroid of that area and by performing a request to
a public API [159] to obtain the altitude of this point.

GHI calculation and statistics

The following step consisted of the implementation of the model proposed in [98, 3]
using pySpark to allow the parallel calculations. However, in addition to the basic
evaluation of the evolution in time of the GHI for the area of interest, we also tested
the calculation of its average value and the 75-th percentile. These additional tests
were added to show the advantages of using this new framework over the previous
solution which was only capable of calculating the evolution of GHI over time.

7.5 Experimental results

7.5.1 Testing setup

The platform described in Section 7.3 and Section 7.4 has been deployed to Open-
Stack on 9 virtual machines: 1 Master node and 8 worker nodes all running Ubuntu
20.04. The specifications of the two types of machines were the following
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1. Master node

• vCPU: 16 Intel Xeon 2.4Ghz

• RAM: 64 Gb

• Storage 256 GB

2. Worker node

• vCPU: 4 Intel Xeon 2.4Ghz

• RAM: 8 Gb

• Storage 256 GB

Using the compose plugin for Docker we were able to select on which node the
different applications must be deployed. In particular, the whole infrastructure was
configured as follows:

• Master Node

– Docker Registry

– Apache Spark Master

– Hadoop HDFS namenode

– Swarmpit Dashboard

– Jupyter Notebook

• Worker node

– Swarmpit agent

– Apache Spark worker

– Hadoop HDFS datanode

To evaluate the performance of the platform, we run the standalone version of
the PV simulator [77] on an individual server running Ubuntu 20.04 with an Intel(R)
Core(TM) i7-8700 CPU @ 3.20GHz and 16 GB of RAM.
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7.5.2 Results

Using such deployment 3 testing data process pipelines were applied while changing
the number of worker nodes in use from 3 to 5 to assess the performance improvement
obtained by increasing such number. The rasters used to perform this calculation
are the same used for the work described in Chapter 5 while the vector data used
refers to the configuration in the same work, in particular the one with the highest
number of panels placed. For each configuration, we calculated the evolution of
the GHI values during one year, the average GHI values for 1 year and the 75th
percentile of the GHI over 1 year. While the output of this calculation is strongly
related to the PV use case the procedures themselves are quite general and were
used to test the capabilities of the platform for the calculation of the evolution of a
raster value over time and its statistic. Moreover, the calculation of the percentile
is not a native function of RasterFrames therefore it also allowed us to assess the
extendability of the tool. Table 7.2 shows the execution time of the calculation of
the yearly evolution of the GHI during one year. Such table contains the statistics
of the test executed with the same processing pipeline but on two different types
of input data: the full raster of the area of interest and the "cropped" version that
contains only the areas of the roof that are actually useful for the final output. It
is worth noticing that the execution time of the "cropped" tests also includes the
execution time of the pre-processing required to extract the areas suitable for the PV
deployment from the full rasters. The Table 7.2 shows that when the number of nodes
increases we do not have any advantages in using the "cropped" version of the rasters.
This behavior can be related to the fact that when the number of nodes increases
each node can concentrate on a smaller portion of the rasters thus the benefits related
to having rasters of smaller size keeps decreasing. We can therefore notice that while
the crop of the raster images was necessary with the previous approach in which
the calculation was executed on an individual server, with this proposed platform
this pre-processing actually does not bring any benefit. Moreover, by keeping the
entire rasters, we increase the flexibility of the platform which can be used for other
analyses outside the PV topic.

After this preliminary analysis, we tested the same procedure while increasing the
number of worker nodes dedicated to the calculation to understand how this number
influences the execution time. The result of these tests is shown in Figure 7.2 which
shows how, as expected, the execution time decreases when the number of worker
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# of nodes Type of raster execution time (s) CPU usage (%) RAM usage (%)

3
cropped 1310.38 82.2812 39.5415

full 1304.92 83.6644 39.5602

4
cropped 1345.41 81.3759 39.6968

full 1025.06 75.2154 52.4585

5
cropped 1000.1 67.7057 48.2

full 819.878 74.6744 47.3105

Table 7.2 Execution time and statistics of the execution of the GHI calculation on the
proposed platform

Fig. 7.2 Execution time for the calculation of the GHI traces for one year

nodes increases. However, it is interesting to notice how the relative improvement
of the execution time keeps decreasing when increasing the node. This, therefore,
suggests that the number of nodes to be used highly depends on the objective of
the application. The second test consisted on the calculation of the average value
of the ghi for an entire year. This procedure was not achievable on a setup with
an individual server since the calculation requires a huge amount of memory and
therefore all the trials were automatically stopped for memory issues. Figure 7.3
shows how this calculation was achievable only when the number of nodes was
greater than 5.

Finally, the calculation of the 75-th percentile for the roof of the area of interest
was achievable only with 8 worker nodes and took 5 hours and 48 minutes. While
the calculation of the 75th-percentile is not a CPU-intensive calculation, it actually
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Fig. 7.3 Execution time of the calculation of the average GHI values over one year

requires a high amount of RAM that can be satisfied only by instantiating more
worker nodes or by increasing the memory installed on the worker already available.
In cloud environments, like the one used in these tests, the best approach depends on
the type of infrastructure that is used:

• in a "pays as you go" platform where the price depends only on the usage
time, the first solution is the best one since it can speed up the execution thus
reducing the cost

• in an Infrastructure as a Service (IaaS) platform, like the one used in this work,
where the cost depends on the characteristics of the machine used, the second
approach is the best one. Indeed in this case we reduce the cost during the idle
time where the machines remanis unused

The summary of execution times for the tested pipelines is summarized in Table
7.3 which shows the performance of the tested pipeline when changing the number
of Spark Worker Node available in the platform. This Table suggests how the
optimal amount of nodes required by a particular application depends on the type
of calculation involved and also on the timing requirements of such an application.
While in some cases the results need to be obtained as fast as possible in other
situations there may not be the same necessity and therefore increasing the number
of nodes may be not necessary
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# nodes GHI execution time Average GHI execution time 75-th percentile execution time

3 21.75 - -

4 17.08 - -

5 16.66 40 -

6 12.54 31.1 -

7 9.6 29.0 -

8 8.20 27.08 348.0

Table 7.3 Summary of the execution times for the tested processing pipelines on the proposed
architecture

7.6 Conclusion and future works

The proposed infrastructure shows better performance execution time with respect
to the previous approach where the calculation was not executed in parallel and
was executed instead on an individual server. Moreover, the technologies and the
software used for its development allows the infrastructure to be flexible and to be
used for a variety of case studies in various research topics, in which the analysis of
geographical raster images has a prominent role.



Chapter 8

Hybrid Multi-Model Co-simulation
Infrastructure with HIL

8.1 Introduction

The integration of energy systems will play a fundamental role in the energy transition
towards a low-carbon future. The Energy Systems Integration (ESI) is the process of
coordinating the operation and planning of energy systems across different energy
vectors, infrastructures and sectors that are integrated to optimise the overall resulting
complex system [160]. Therefore, ESI will foster the integration of renewable energy
sources, distributed multi-generation, energy conversion systems, and energy storage
technologies through sector coupling that will reduce the fossil fuel dependencies of
the world energy mix, reducing carbon emissions and the energy footprint of present
energy systems. This vision will completely change the structure of the energy
systems from vertical and centralized energy systems to horizontal, interconnected,
and distributed energy systems facing the ESI approach with composite and advanced
control strategies, as highlighted by the European Green Deal [161]. Modelling
and simulation-based assessments to develop, test and evaluate ESI could provide
valuable information to support the system concept exploration and requirements
evaluation, reduce the time and cost of prototype development and deployment of
innovative technologies, provide data for prediction and/or validation, and better
support the planning and operation of these complex energy systems [162].
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In the last decades, the research community concentrated its effort on developing
standalone simulation tools to cope with the needs of analyzing these complex
energy systems [163]. However, standalone solutions have different drawbacks:
i) existing tools could be hard to integrate with each other due to the usage of
widely different technologies, ii) proprietary software could not be modified as
desired, and iii) it is extremely hard to integrate physical devices in the simulation
environment [164]. Therefore, standalone simulation fails in describing the multi-
disciplinary, multi-domain, and multi-model vision of ESI with the required spatio-
temporal scalability. On the other hand, literature has also proposed various solutions
to integrate different simulators and to reduce the need for custom solutions which
may be too specific for a particular case study, such as[165–167]. However, those
tools do not provide real-time simulation for the electrical grid, and they do not
support the integration of external simulators or HIL. Instead, other tools such
as [168–170] are specifically devoted to the coupling of multi-domain simulators.
These tools enable the integration of domain specific models generated with the
most diffused modelling tools such as Modelica and EnergyPlus. These tools alone,
however, do not completely support a real-time simulator which can be included, but
the synchronisation is not ensured in that case.

In literature, co-simulation techniques have been proposed to interconnect dif-
ferent Domain-Specific Programming Language (DSPL) General-Purpose Program-
ming Language (GPPL), and hardware simulators, exploiting each of the respective
tool peculiarities in a shared simulation environment capable of analysing concurrent
aspects of a Multi-Energy System (MES) [171, 172]. However, co-simulation is
a challenging task when dealing with heterogeneous simulation tools. The main
challenges regard the communication among different simulation entities and their
time regulation and synchronization [173, 174]. Many researchers tried to find solu-
tions to overcome these challenges by developing custom tools to integrate different
simulators with each other. A well-known solution in the literature is the Functional
Mock-up Interface (FMI) [175] that allows the co-simulation of models between
different domain-specific modelling and simulation tools [176].

Other researchers tried different solutions to include Digital Real-Time Simulator
(DRTS) in their simulation. In [173, 171], the authors tried to analyze the interaction
between the electrical grid and the communication networks. These works interface
real-time simulators and communication network simulators which have two different
behavior (continuous vs discrete simulation). Most of these works, however, take
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only into consideration the interaction among these two aspects of the ESI strategy
and do not include other energy-related aspects which could have further different
timing requirements. Other researchers instead proposed co-simulation infrastructure
to enable HIL and Power Hardware-In-the-Loop (PHIL) tests. The works presented
in [177, 178] are able to integrate real-time simulator with HIL also when using
low-cost hardware. However in most of the studies, including the ones presented
in Chapter 2, the HIL is used only with the real-time simulator, and there is no
interaction between HIL and a software simulator, such as a control system simulator.
Or vice-versa, as the work presented in Chapter 4, 5 and 6, only the software
simulations are used to testing design approaches or technologies without interaction
with physical hardware. This kind of interaction also requires particular attention
in order to maintain the overall synchronization of the co-simulation. Moreover,
the interconnection among software, GPPL, and hardware simulators raise complex
issues for time regulation and synchronization [179].

This chapter presents an innovative platform that allows the interconnection
among multi-model simulation software based on DSPL (e.g. MATLAB Simulink,
Modelica, EnergyPlus) and GPPL (e.g. Python, C++, Java) with different spatiotem-
poral scales, as well as the integration of HIL with commercial Digital Real-Time
Simulator (DRTS) (e.g. OPAL-RT) in a distributed and shared co-simulation envi-
ronment among different computers and servers. The two main contributions of this
work were related to: i) the integration of the 3SMA to this new use case, assessing
its flexibility and modularity capabilities needed to operate in a different scenario
w.r.t. the one presented in the previous chapter and ii) the integration of the same PV
simulator used in Chapter 3, 5 and 5

The infrastructure exploits a soft real-time approach where the pure software
co-simulation environment runs at the wall-clock time, mimicking a real-world
scenario to couple pure software co-simulation with the hard real-time constraints
of DRTS. The soft real-time approach is not obliged to precisely respect the real-
time constraints and must allow the possibility to run slightly in overrun since a
normal software co-simulation environment and its behaviour (e.g. a MES building)
does not impact on the fast transient of a power grid. The soft and hard real-time
environment communication is ensured by VILLASframework [180], a near real-
time middleware, to ensure the correct data exchange among simulation models
and platform layers. By employing this novel strategy, the Hybrid Multi-Model
Co-simulation Infrastructure ensures the correct wall-clock time evolution of the co-
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simulated MES scenario and respects the real-time constraints of the interconnected
DRTS that permits to include fast time-stepped simulations of a power grid model
into the MES scenario. Moreover, the DRTS capabilities enable HIL and PHIL
tests of real-world hardware, creating a powerful test-bed for innovative power grid
technologies and components. To cope with these strict real-time constraints, the
software-only co-simulation environment has been stressed and accelerated to reach
a low time step duration, around one hundred milliseconds, to deploy a realistic
MES scenario where a building is capable of offering demand response and ancillary
services (e.g. voltage regulation) to the power grid.

The chapter is structured as follows: Section 8.2 introduces the platform. Sec-
tion 8.3 presents the scenario exploited for testing the proposed infrastructure. Sec-
tion 8.4 discusses the experimental results obtained by the co-simulation of the
proposed scenario. Finally, Section 8.5 reports concluding remarks and future works.

8.2 Methodology for the implementation of the Co-
simulation Infrastructure

The proposed platform makes possible to simulate complex systems towards ESI,
offering designers a comprehensive tool to easily interconnect heterogeneous models
in the infrastructure in a plug-and-play fashion. The infrastructure leverages a
multimodel view in which the designer can choose among several interchangeable
versions of the same simulated model, choosing from different engines (i.e. GPPL,
software simulators, hardware simulators) depending on the required spatio-temporal
scalability. This vision ensures the ability to simulate the fast-to-slow temporal
evolution of a ESI scenario in a single co-simulation infrastructure, freeing up the
potential to scale the scenario under analysis by choosing the right combination of
models in a distributed infrastructure.

The infrastructure also provides the flexibility to develop innovative component
models following the appropriate interfaces for data exchange, unlocking simulation
capabilities for large-scale scenarios. The designer can choose from simulation
software based on DSPL (e.g. MATLAB Simulink, Modelica, EnergyPlus), GPPL
models (e.g. Python, C++, Java), and commercial DRTS models (e.g. OPAL-RT).
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Fig. 8.1 Layered architecture schema of the platform.

Finally, the infrastructure offers the possibility of replacing simulation modules
with the equivalent HIL or PHIL device for laboratory testing. In addition, real-
world applications and services can be integrated to assess their functionalities in a
co-simulation environment.

The infrastructure is presented in Fig. 8.1, consisting of three main vertical layers:
i) the Data Source Layer, ii) the Co-simulation Layer, and iii) the Application Layer.
The rest of this section will describe each layer in depth.

8.2.1 Data Source Layer

The Data Source Layer contains the sources of information needed to describe a
scenario, offering standard interfaces to access, query, and retrieve data from other
layers of the infrastructure. It includes several Database (DB) modules, which are: i)
the GIS data sources to provide georeferenced data for models of the co-simulation
environments that make up a specific scenario (e.g. Census Data, Cadastral Maps,
Digital Elevation Models, or Weather Data), ii) the Models data sources to provide
basic elements for model definition, such as Building Archetypes & Data, Energy
Networks (e.g., district heating, power network), Markets Data and Technologies
Data of various energy systems, and iii) the Third-party Sources to support the
integration of additional third-party data sources.
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8.2.2 Co-simulation Layer

The Co-simulation Layer is the core of the platform. It sets up the co-simulation
environment retrieving all the required information from the Application Layer
(see Section 8.2.3). It is composed of three main horizontal layers, namely i)
the Middleware Layer, ii) the Software Simulation Layer, and iii) the Hardware
Simulation Layer.

Middleware Layer

It is the central component of the Co-simulation Layer that provides the communi-
cation between the soft real-time co-simulation of the Software Simulation Layer
and hard real-time simulation environments of the Hardware Simulation Layer ex-
ploiting a near real-time approach. It enables this communication by exploiting
VILLASframework [181], a toolset for local and geographically distributed real-time
co-simulations. It consists of several components called Nodes that allow flexible
interconnections among different technological software (e.g. GPPL) and hardware
(e.g. RTDS, OPAL-RT) components exploiting various communication protocols
(e.g. Transmission Control Protocol (TCP), User Datagram Protocol (UDP), MQTT).
VILLASframework acts as an adaptation layer, exploiting a near real-time communi-
cation that follows the wall clock time, ensuring negligible communication latency
among different Nodes. Moreover, VILLASframework allows the interconnection of
PHIL and HIL Nodes such as the smart meter presented in the previous chapter, by
exploiting common Internet communication protocols.

Software Simulation Layer

The Software Simulation Layer exploits a pure software co-simulation framework
based upon Mosaik [170], a Python-based framework originally designed to co-
simulate Smart Grid scenarios, which is easily extensible to cope with ESI domains.
Its main core is the Co-simulation Orchestrator Engine (COE) Mosaik that han-
dles the initialisation, the data exchange management, and the time regulation and
synchronisation of simulators and their model instances.

During the initialisation phase, the COE Mosaik passes to all interconnected
simulators their parameters (e.g. the number of model instances, time step dura-
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tion, start date, end date) and model instances input/output relationships with other
simulators’ model instances. This important task is managed through the Scenario
API that offers a common setup procedure for setting the scenario. Moreover, COE
Mosaik manages the time regulation and synchronisation of both Time-based and
Event-based Simulators. Time-based Simulators evolve their model instances with a
constant time stepped evolution. Vice versa, Event-based Simulators wait for specific
asynchronous events to trigger their model instances’ internal state changes and then
forward their outputs to other simulators as events.

The data exchange management instead is achieved by exploiting the COE
Interfaces that allow forwarding the initialization information, the time regulation
and synchronisation commands, and the model instances inputs/outputs to each
interconnected simulator. Moreover, the COE Interfaces allow the distribution of
simulators and their models on different computer clusters, enhancing their vertical
and horizontal scalability. Finally, these interfaces could enable the interconnection
of Third-party Simulator to prevent Intellectual Property Right issues by exploiting
the Simulator API. Thus, third-party companies can plug in their own models in a
wider scenario without sharing their engines.

Hardware Simulation Layer

It allows the interconnection of commercial Digital Real-Time Simulators (e.g.
OPAL-RT or RTDS Technologies) to the proposed co-simulation infrastructure. This
layer can run specific models of components that require a hard real-time execution
(e.g. power grid, electric vehicle charging system). Moreover, it allows Hardware-In-
the-Loop (HIL) and Power Hardware-In-the-Loop (PHIL) to test and validate a real
device in a protected virtual environment, avoiding huge deployment costs and the
associated risk of deploying the component in a real-world environment.

8.2.3 Application Layer

The Application Layer manages the modules describing and composing a complex
scenario towards ESI into a co-simulation environment by selecting the proper
models and interconnecting them together in a user-friendly and plug-and-play
fashion.



8.3 Scenario and Models Description 137

The Model Catalogue acts as a library that collects all models from already
deployed scenarios. Moreover, it gathers information about the configuration setup
of each model, such as its time step duration, initial conditions, required inputs,
provided outputs, and available data flows with other models.

The Scenario Design module instead supports the user definition of a scenario for
developing ESI strategies by offering a comprehensive automated tool to interconnect
models contained in the Model Catalogue in a plug-and-play fashion. By exploiting
each model configuration and setup information that resides in the Model Catalogue,
the YAML template guides the platform user in designing the scenario preventing
the manual configuration and interconnection of models, which can be error-prone.

Finally, the Scenario Builder is in charge of compiling the resulting scenario from
the Scenario Design module and communicates its configuration to the Co-simulation
Layer, which will instantiate and configure each individual models to concretely
execute the co-simulation environment. The Scenario Builder will also validate the
proposed scenario by exploiting simulator-specific knowledge (e.g. model configura-
tion and setup information) from the Model Catalogue. The Application Layer also
includes i) the Grafana Dashboard to present co-simulation results by retrieving
information from the Scenario/Simulation Database in the Middleware Layer, and ii)
the GIS Maps module instead exploits the georeferenced information from the Data
Source Layer and present them into maps to better describe co-simulation results in
a spatial scale.

8.3 Scenario and Models Description

This section describes the scenario and simulator models exploited for testing both
capabilities and performances of the proposed platform. The scenario proposes the
provision of flexibility and effective ancillary services to the power distribution grid
via the growing penetration of Distributed Energy Resources (DERs) installed on
the building site and the deployment of smart Building Energy Management System
(BEMS) and control strategies. In particular, the service is provided directly by the
BEMS of a building equipped with a PV and a battery system, coordinated with a
Voltage Control System (VCS).
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Fig. 8.2 Schema of the MV/LV power grid and the low voltage regulation system coupled
with the building energy management system.

Fig. 8.2 shows the overall energy scenario, which consists of an area of interest
of a real Italian MV/LV network with real demand and generation profiles obtained
from an Italian DSO, and customer premises connected to the distribution grid.
The grid was taken from [182] and it consists of five main MV feeders, of which
Grosso feeder in Fig. 8.2 was considered to perform the scenario simulation. The
test feeder consists of 11 buses with 10 equivalent loads and 6 equivalent power
injections from PV plants. These injections and withdrawals represent equivalent
power system models of the external areas of the grid. The B10 bus extends towards
the B13 bus the LV network where an equivalent LV load is present in bus B14 and
the building energy system with the LV point of measure and the VCS in bus B15.
To demonstrate the capability of the VCS and test the platform, the grid was placed
under severe energy demand by reasonably increasing the loads causing a decrease
of the buses’ voltage towards the lower voltage limit. Indeed, the VCS measures
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Fig. 8.3 Simulator block diagram of the energy scenario designed within the platform.

the voltage across the LV bus B15 and sends the power requests to the BEMS only
if the measured voltage exceeds the tolerance of 10% around the nominal voltage
value in both direction, i.e. 0.9 p.u. and 1.1 p.u., in compliance with the European
standard EN 50160 CENELEC [183]. After receiving the power request, the BEMS
evaluates the availability of the internal energy resources (i.e., PV production and
battery capacity) based on the building load characteristics to decide if the building
can provide the total amount of the power requested or a part of it and for how long.
The VCS is based on a fuzzy logic Proportional Integral Derivative (PID) controller
that can operate at different sample times.

Each element constituting the energy scenario was modelled and implemented
into the platform. Fig. 8.3 depicts the scheme of simulation blocks and their con-
nections among them building up the scenario. In particular, the blocks represent
the cyber-physical components containing the standalone models related to the cus-
tomer premises and the power grid. The simulation blocks interact with the shared
simulation environment linking them through different kinds of connection based on
the simulator typologies, i.e., real-time hardware (blue blocks) and pure software
(orange blocks). In addition, the blue striped block represents the HIL component,
i.e., the Physical Smart Meter presented in the previous chapter.

The following subsections describe the characteristics of the models implemented
for the scenario under analysis, which are divided into i) Power Grid and ii) Customer
Premises.
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8.3.1 Power Grid

In this scenario, the environment is modelled by the Weather module that provides
meteorological data to the system, retrieving the information from third-party data
sources. The DRTS simulator has been used to execute the simulation of the power
grid running the MV/LV Power Grid model. The aggregated MV/LV Load Profiles
and PV Systems generation profiles have been used for all the buses with the only
exception of the bus B15, which is connected with the high-detailed model of the
customer premises. A Physical Smart Meter device is connected between the grid
and the simulated household by means of an analogue output block in the DRTS
model [184]. Therefore, the analogue voltage and current measurements coming
from the analogue output board are collected from the DRTS. Moreover, the smart
meter communicates the Root Mean Square (RMS) values to the other component
of the infrastructure that requires the measurement as input via the HIL Node of
VILLASframework. A more detailed description of the above-mentioned simulators
and the device can be found in our previous works [185, 182, 184], respectively.

The LV Voltage Controller implements the VCS, which is based on fuzzy logic
PID controller monitoring the voltage VB15 and sending the request capacity Preq

to the BEMS if the voltage exceeds the tolerance. The controller calculates the
error value as the difference between the desired min/max tolerated voltage and the
measured value VB15 and applies a correction based on proportional, integral and
derivative terms on the Preq that will be requested to not exceed the tolerance and
minimise the error over time. The model is developed in Simulink using the Fuzzy
Logic and Control System Toolboxes, and integrated via the FMI interface of the
COE Mosaik.

8.3.2 Customer Premises

The customer premises represent the building energy system with its physical compo-
nents modelled by coupling diverse simulators, described in the following sections.
In particular, the Building Envelope simulates the building thermal dynamic; the
Household Behaviour simulates the occupancy and the use of light and appliances in
terms of energy consumption derived by the action of each inhabitant in the house;
the Rooftop PV System provides a high-detailed PV profile than the PV systems simu-
lator, as it uses more granular spatiotemporal data and detailed technical information
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of the building rooftop solar potential; finally, the Electric Heat Pump (EHP) and its
EHP Controller simulate the operations of the heating system to control and maintain
the desired indoor temperature. A more detailed description of the above-mentioned
simulators can be found in our previous works [186, 185], while the interconnections
of these models within the scenario are depicted in Fig. 8.3.

The Battery System model was designed in MATLAB Simulink and embedded
into the DRTS to couple it with the power distribution network in real-time, in order
to describe the fast dynamics correctly. The model simulates the dynamic behaviour
of a Li-Ion battery, and it can be fully parameterised using a commercial battery
datasheet. The main state variables of the battery (i.e., SOC, A and V in Direct
Current (DC)) are sent to BEMS that manages the energy fluxes in the building
though the battery signal operations Bop based on the requests of the VCS. The
battery model is set to simulate the charge and discharge of the battery with a
resolution of 10 minutes.

The Household Point of Delivery (POD) HW represents the physical point of
withdrawal and/or injection of electricity into the distribution network. It was
modelled in Simulink as a PQ Load element and embedded into the DRTS. In
particular, the Household POD receives the power-related data signals from the pure
software simulators of the building through COE Node of VILLASframework and
translates them into real-time simulated Alternate Current (AC) voltage and current.
Moreover, It sends the data of power withdrawal or injection to the BEMS.

The Household POD SW provides the data interface between the hardware
Household POD and the pure software simulators of the building. It collects the
PV electrical generation (Pprod), the aggregated household electrical load (PHHload),
the Electric Heat Pump (EHP) electrical consumption (PEHPload), and main state
variables of the battery (SOC, A and V in DC). It was used as a data collector manager
returning the simulation results either in run-time or at the end of the simulation.
The smart meter simulator can perform the simulation with whatever time resolution
without any limitation.

The Building Energy Management System is a ruled-based control algorithm
that manages the charge and discharge of the battery under the depth of discharge
limit, prioritising self-consumption and, eventually, charging the battery only from
the surplus of PV production. However, when the BEMS receives the requests for
upward or downward capacity from the VCS, it verifies if there is space for providing
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the requested flexibility or not by directly controlling the battery parameters for
further injection/withdrawal or the PV system only for withdrawal.

8.4 Experimental Results

The scenario presented in Section 8.3 was simulated in order to test the functionalities
of the presented platform.

8.4.1 Software, Hardware, and Network Setup

The Co-simulation Layer is deployed among five servers and one OPAL-RT OP5700
(i.e. a DRTS), that are all interconnected between them via a 10 Gbps Ethernet
switch minimising the latency in data exchange.

The first server hosts the COE Mosaik, its Interfaces, and all the Middleware
Layer entities in Fig. 8.1. The other four servers instead host all the software modules
in the energy scenario in Fig. 8.3. All the models communicate with the COE Mosaik
by implementing the FMI and GPPL API Interfaces.

The OPAL-RT OP5700 hosts the following modules of Fig. 8.3: i) MV/LV Power
Grid, ii) MV/LV Load Profiles, iii) Photovoltaic System, iv) Household POD, v)
Battery System, and vi) BEMS. To ensure the time synchronization between the
server and the OPAL-RT OP5700, they are all equipped with an Oregano Syn1588
Precision Time Protocol (PTP) synchronization board that implements IEEE1588
PTP standard. Finally, the Physical Smart Meter is connected to the OPAL-RT
OP5700 via an AIO DRTS Interface from which the meter retrieves the voltage
and current of the monitored LV Bus. Then, the meter computes both RMS and
phase and sends these results to the rest of the infrastructure via the HIL Node in the
Middleware Layer.

8.4.2 Scenario Setup

The standardized YAML configuration files were filled through the Scenario Design
with all data and parameters required to set up the co-simulation environment,
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simulators and their models, as well as connections among them as depicted in
Fig. 8.3. The relevant model settings are described in the following.

The models related to the customer premises were parameterized and set as
in [185]. In particular, the household consists of four members, and the installed
PV system provides a total of 10kWp to the premises. The time steps were set
considering the capability of the models’ solvers and computational effort, as well
as the needs for the real-time hardware coupling: EnergyPlus Building Envelope
10 min, Modelica Electric Heat Pump 5 min, Rooftop PV System 15 min, Household
Behaviour 10 min, Matlab Simulink LV Voltage Controller 100 ms, and Household
POD SW 100 ms. In particular, these last two were set with smaller time steps as they
shall be coupled with the hardware simulators, as depicted in Fig. 8.3. The Weather
module provides data to each simulation engine at the requested time step. All the
models implemented in OPAL-RT (i.e., the MV/LV Power Grid, the MV/LV Load
Profiles, the PV Systems, the Battery System, the BEMS, and the Household POD
HW) run with a time step duration of 50 µs. Moreover, it was assumed that for all the
connection points of the grid, the power factor is maintained above 0.95. The Battery
System is composed of two battery packs in series with a rated capacity of 60 Ah and
a nominal voltage of 200 V . The parameters of the discharge characteristics were
derived from the built-in Li-Ion battery Simulink model.

In the end, the Scenario Builder module parses the YAML configuration files
to retrieve all the required information to perform the scenario simulation and
automatically distributes them to the Co-Simulation Layer exploiting the API of
COE Mosaik, DRTS OPAL-RT, and middleware VILLASframework.

8.4.3 Scenario Results

The scenario was simulated by exploiting the real-time capability of the platform for
two consecutive days during the heating season by considering the use cases without
voltage control, called BAU, and with the activated voltage control system, called
VRS. The main results of the simulation are depicted in Fig. 8.4 (BAU on the left
and VRS on the right). It shows the main characterizing variables for comparing
the two use cases and brings out the benefits of the control strategies, as well as
the delays and noises that derive from the coupling of pure software and hardware
simulators. In particular, Fig. 8.4(a) and Fig. 8.4(f) show the RMS voltage in p.u.
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Fig. 8.4 Simulation results of two consecutive days during the thermal season by considering
the use cases without voltage control BAU (on the left), and with activated voltage control
system VRS (on the right). In particular, plots (c) and (h) show the power and energy
exchanges at bus B15 measured on the customer premises, i.e., related to the battery (PBT,
EBT and Eexp

BT ), PV (Pprod, EPV and Eexp
PV ), consumption (Pload and E imp

load), net power and
self-consumption (Pnet and ESC).
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measured at bus B13. To highlight the round trip time latency due to the HIL and
the co-simulation application, the voltage measure was collected directly from the
Real-Time Model, V OPAL

B13 , and indirectly from the Physical Smart Meter, V MOSAIK
B13 ,

both in OPAL-RT. Fig. 8.4(b) and Fig. 8.4(g) show the power measured at bus B13,
PB13, and the power request, Preq, for voltage control, both collected from OPAL-RT.
Fig. 8.4(c) and Fig. 8.4(h) show the power and related energy exchanges at bus B15
measured on the customer premises (see the figure caption for more details), and
the battery State Of Charge (SOC) in Fig. 8.4(d) and Fig. 8.4(i). In particular, the
load, Pload, and production, Pprod, data were collected from Mosaik, while the data
related to the battery and the net power and energy exchanges were collected from
OPAL-RT. Overall, the data were collected with a sampling time of 1 s. However,
it is possible to request information from each module exposing inputs/outputs and
parameters or from the simulation environment directly at any sampling time.

By comparing the voltage curves in Fig. 8.4(a) and Fig. 8.4(f), the VCS together
with the BEMS succeed on maintaining the voltage above the tolerance limit of
0.9 p.u. during the whole period of simulation, as opposed to BAU use case in which
the voltage falls under the limit due to the high network withdrawals, especially
during the peak hours as depicted in Fig. 8.4(b). Considering the VRS use case, the
Fig. 8.4(g) and Fig. 8.4(h) clarify how VCS and BEMS act to control the voltage on
the distribution grid. The first capacity request Preq occurs from 09:30 till 12:30 of
the first simulated day, amounting to approximately 4 kW at the peak. It can be seen
that the request is immediately fulfilled by the PV production Eexp

PV of the building
by injecting directly into the grid rather than charging the battery, as highlighted
by the reduction of the stored energy EBT in the request period. By analysing the
second grid request of the day, from 16:00 to 21:00, of about 8 kW at the peak,
the capacity is provided directly from the battery that is discharging to cover the
household demand EBT as well as the external request Eexp

BT . It is important to note
that, unlike the BAU use case, the PV production and battery capacity are exploited
when needed and if possible by the VCS causing probable inconveniences for the
household. For example, as shown in Fig. 8.4(h) and Fig. 8.4(i) as opposed to
Fig. 8.4(c) and Fig. 8.4(d), the battery results completely discharged at about 00:00
and it is not able to cover the household demand till 09:00 of the day after (the SOC
reaches the discharge limit of 10%), naturally obliging withdrawal from the grid
during this period. This is a cost for the family that must be adequately covered
and remunerated in order to sustain the network ancillary service. Moreover, this
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withdrawal, which happens in VRS use case compared to BAU, does not affect the
ancillary service because it occurs at night when the demand for electricity in the
grid is low.

This use case also demonstrates the flexibility and modularity of the smart
meter prototype describe in the previous chapter. Despite the completely different
characteristics of the two case studies, thanks to the design of the device, it was
extremely easy to include the libraries and the communication adapter needed to
operate in the new use case. Moreover, even considering the device limitation, this
scenario demonstrates the benefit that such a low-cost device would provide in the
Smart Grid scenario.

8.5 Conclusion

This chapter presented the platform for ESI that enables the coupling of multi-model
simulation software with hardware simulators and devices in a shared and distributed
co-simulation environment. To couple software-only simulators with the hard real-
time world, the infrastructure uses a near real-time middleware based on VILLAS
Framework for data processing and exchange between simulation models. In this
way, the correct temporal evolution of the co-simulated scenario is ensured and the
real-time constraints of the networked DRTS are respected, allowing the inclusion of
the fast time-stepped simulation of a power grid model.

An energy scenario is proposed to test both capability and performances of the in-
frastructure to perform multi-domain analysis of scenarios for ESI by interconnecting
different software, devices, and digital real-time simulation environments, extending
the capabilities of standalone or monolithic simulations. The scenario evaluates a
voltage regulation ancillary service for the power grid distribution network provided
directly by the BEMS of a building equipped with a PV and a battery system coordi-
nated with a VCS. The scenario mainly consists of software-only simulators for all
the entities and systems composing the customer premises, except for the battery and
BEMS simulated into DRTS together with the power grid, and the Physical Smart
Meter device in HIL. The scenario results showed the capability of the infrastructure
to deal with coupled software and hardware simulators, and HIL devices with good
performances, high details, and low co-simulation latencies with an average value of
287.5 ms.
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The infrastructure was developed to be used as a virtual test bed for complex
ESI by the research community to assess energy systems integration through new
enabling technologies, or by system and flexibility operators to design and test new
business models, software and hardware prototypes.
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