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Abstract

The increased use of machine learning (ML) techniques for predictive mainte-

nance and real-time anomaly detection in embedded devices, IoT, and edge

computing has led to challenges with limited power and memory. Neuromorphic

systems offer low power consumption and effective data interchange, and spiking

neural networks (SNNs) offer potential for offline and online learning. SNN-based

solutions have shown comparable accuracy to ANNs while outperforming them

in energy consumption.

This dissertation presents a general approach to generating neuromorphic

models for IoT applicatios that can be used directly by users to facilitate the design

process of solutions by exploring new computational paradigms. The structure of

the thesis follows the flow of data in a neuromorphic pipeline, from raw sensory

data to a completed application.

Embedded neuromorphic applications for edge deployment require interac-

tion with sensors, including digital and event-based sensors. Event-based sensors

offer extreme power efficiency and are likely to see widespread adoption for spe-

cialized tasks. However, digital sensors remain a more accessible and low-cost

alternative for now, and their use is likely necessary for systems exploiting neuro-

morphic platforms to be deployed in the near future.

The author discusses encoding techniques for event-based and digital sensors,

finding temporal contrast encoding to be a suitable first choice for most appli-

cations handling input data with an important time-varying component. The

efficiency of coding techniques correlates with input frequency, so a technique

must produce a sufficiently high spike count to stimulate all layers of the clas-

sification network. The work presents experiments involving a variety of SNN

architectures, finding that for time-varying data in the spiking domain, recurrent

neural networks like Lagrange Memory Unit and RSNN are more suitable due to



iv

their memory trace of past events. Model compression by edge pruning is also

evaluated, obtaining significant reductions in synaptic activity without impacting

performance.

Hyperparameter optimization is important for finding the optimal configu-

ration of a network design. Results are reported for two HPO case studies and

an exploration of the flexibility of the SpiNNaker system software to expand ca-

pabilities by implementing new placement and routing strategies. To evaluate

the potential of neuromorphic hardware, the author performs a profiling of the

parallel processing ability of the SpiNNaker board using a Message Passing Inter-

face (MPI) implementation and the PageRank application as a benchmark. The

performance of spiking neural networks on the neuromorphic Loihi chip is also

compared to equivalent traditional and spiking classifiers on GPU, focusing on

energy consumption per sample inference as a metric for assessing the advantages

of a neuromorphic paradigm in this kind of application.

Finally, the author provides a summary of the research work by illustrating

partial and complete neuromorphic pipelines, starting with a description of an in-

terface for integrating the neuromorphic chip ODIN with a RISC-V coprocessor on

a single SoC prototype. The processes used for neuromorphic classification of IoT

time-varying signals are then compared through three case studies, showing the

evolution of the pipeline from one project to the next, eventually encompassing

the entire neuromorphic stack. The resulting method demonstrates a viable strat-

egy for using neuromorphic tools in creating novel designs and implementations

that offer outputs with limited error compared to those generated by applications

implemented for general purpose architectures, while reducing execution time

and power consumption, resulting in a net gain in adaptability for IoT and edge

computing applications.
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Chapter 1

Introduction

As a result of recent technological advancements, embedded devices are now more

effective and ubiquitous than ever [7]. The rise of embedded devices, the Internet

of Things (IoT), and edge computing has transformed the way we interact with

technology. The adoption of machine learning (ML) techniques in IoT and edge

computing applications employing such devices has significantly increased as a

result [8], as they can help to optimize performance, reduce latency, and improve

accuracy. For example, in a smart factory [9], machine learning algorithms can

be used to analyze data from sensors on manufacturing equipment to identify

patterns that indicate when maintenance is needed, helping to prevent equipment

failure and reduce downtime while improving the overall efficiency. This process

is known as predictive maintenance [10]. In addition, machine learning can be

used to analyze data from IoT devices in real-time, which can help to detect

anomalies [11, 12] and potential security threats; for instance, monitoring security

cameras to identify suspicious behavior and alert security personnel [13].

There are several advantages to deploying ML models directly on the remote

endpoint rather than distributing them as a service via the cloud. For starters,

edge devices can perform real-time inference, lowering system latency in time-

critical operations like autonomous driving. Second, the retention of all data on

the device increases the reliability of the application, avoiding the consequences

of network outages; at the same time, user privacy is enhanced as no data is

exchanged between the machine and the internet. Finally, the removal of the

cloud dependency lowers the cost of the infrastructure as a whole as well as the

power consumption associated with communication operations.
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While producing ML code for embedded devices has become much easier over

the years, there are still a few challenges. Because edge devices continue to be

limited in terms of power, memory, and computational capacity [14], candidate

models must be carefully selected based not only on the type of input information,

but also on the hardware requirements. After collecting a massive quantity of

sample data from the exact embedded sensors that will be utilized in the end

product, the models go through a training phase, which is often performed on a

server computer because of the significant computing load. Several models can

be evaluated, and the most promising ones are chosen for deployment on the

system at hand. Specific end-to-end solutions for data gathering, labeling, model

optimization, and deployment are available from major hardware manufacturers

(for example, Qeexo AutoML [15]) as well as open source releases (for example,

the Embedded Learning Library [16]). However, the efficacy of ML solutions is

heavily informed by the size of the training dataset: large amounts of information

are needed in order to produce meaningful results. The unprecedented volume

of data generated by IoT devices is creating new issues for cloud-based solutions

reliant on back-and-forth communication with end devices. Edge computing can

provide solutions to these problems by bringing data processing closer to sensors

by relocating computation from the cloud application layer down to the edge

devices [17].

Artificial Neural Networks (ANN) are without a doubt the area of ML that has

attracted the greatest interest from the scientific and corporate worlds over the

last decade. While simpler machine learning models can be effective for simpler

tasks, deep learning models are suitable for complex edge computing tasks that

require a deep understanding of high-dimensional data; ANNs are capable of

learning complex and non-linear relationships and are particularly effective in

handling high-dimensional data — such as images, audio, and text — which are

common in edge computing applications. The majority of ANN models require

large quantities of memory and specialized, power-hungry technology like GPUs,

making them too resource-intensive to execute on embedded systems.

This situation creates a bottleneck in the development of new effective solu-

tions for automatic data handling, analysis and interpretation [18, 19]. In order to

circumvent the consequences of the end of Moore’s law [20], this past decade has

seen the advent of novel architectures such as heterogeneous platforms, which in-

tegrate multicore von Neumann machines with specialized hardware accelerators;
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however, these developments must face growing economic and environmental

costs in the operation and maintenance of said hardware, as the computational

power increase brought by platforms such as GPUs come with exponentially

higher power consumption figures.

Various alternative solutions have been proposed in order to overcome the

limitations imposed by the currently available hardware roster. Among these

are neuromorphic systems, which employ design innovations inspired by neuro-

science and biology [21]. The development of computational models based on

Spiking Neural Networks (SNNs), a biologically-inspired model built around the

behavior of animal neurons and characterized by sparse internal activity [22], is

the focus of neuromorphic systems. These event-driven architectures guarantee

very low power consumption while enabling effective data interchange between

several independent processing units [23], meeting edge computing’s demands

for low power consumption, localized memory, and real-time response. This vari-

ety of neural network can be accelerated on compact, low-power neuromorphic

hardware such as SpiNNaker [24], Intel Loihi [25], and Dynap-SEL [26], with the

potential to execute both offline and online learning [27], although much work

remains to be done on the software support [28, 29] and compilers [30, 4, 31] in

order to attain said goal.

The most effective data encoding types, network designs, training methods,

and hardware platforms for exploiting the benefits of SNNs are still under investi-

gation. Nonetheless, despite the fact that neuromorphic technology is still in its

early stages, several neuromorphic applications are starting to emerge in the field

of embedded systems [32]. It is already possible to achieve same-chip integration

of neuromorphic hardware with a traditional embedded processor using industry

standard tools, enabling SNN-based co-processing [6]. Image and video frame

analysis [33], dataset clustering [34], detection of pedestrians [35, 36], self-driving

robots [37], and robotic fine-touch sensing, including dynamic motor control and

Braille [38] or texture recognition [39], are examples of implementation areas that

have been studied in the literature. Neuromorphic computing platforms can also

be coupled with natively event-based sensors for improved efficiency, such as

DVS imaging devices for gesture identification [40] or robotic vision [41].

Neuromorphic applications are also gaining popularity as viable options for

the deployment of human-related time series data analysis: while deep learning
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techniques have been successful in classifying time-varying data, their execution

on hardware with limited resources encounters difficulties, due to the required

signal pre-processing and to the need to identify both long- and short-term de-

pendencies in the data, which affect the effectiveness of the selected model [19].

Previous work by the authors [2] found that SNN-based solutions obtained accu-

racies comparable to ANN implementations, while outperforming them in terms

of energy consumption.

Spiking Neural Networks (SNNs)

Spiking Neural Networks (SNNs) are a bio-inspired form of Artificial Neural Net-

work (ANN) that encodes input data with a series of pulse spikes [42]. This dis-

tinguishing feature of SNNs over non-spiking ANNs can be traced back to the

main characteristic differentiating biological neural networks from non-spiking

ANNs: in the brain, neurons interact by spreading information in the form of

spikes, or action potentials [43–45]. These network models are of major impor-

tance as a natural programming paradigm in neuromorphic computing due to

their brain-inspired features.

Despite their origins as a tool for neuroscience researchers to investigate

computational representations of the living brain, SNNs have exhibited a number

of advantages that set them apart from other neural network models. First and

foremost, because spike-based encoding produces inputs that are sparse in time as

well as space, SNNs can offer computational capabilities comparable to equivalent

ANNs while consuming less power [46, 47]. Second, because SNNs’ biologically-

inspired learning algorithms support online learning, synaptic weights allow for

real-time reconfiguration in response to the cause-and-effect relationships that

emerge in the network’s neuronal firing events. Finally, the ability to choose from

several encoding techniques in the spike domain is yet another benefit [48].

Since SNNs rely on event-based activity, they are intrinsically suited for pro-

cessing temporal information, allowing them to regard time as an additional

dimension of the input signals [49, 27]. Additionally, because of their remarkable

energy efficiency, SNNs are ideal choices for embedded applications. However,

due to the substantial amounts of data transfer between the computational and

memory units needed for their implementation, von Neumann-based architec-

tures are not a suitable platform; cutting-edge neuromorphic processors, on the
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other hand, employ colocation of memory and computation to address this issue.

These include Digital ASIC (Loihi, ODIN, TrueNorth) and Mixed-signal (Braindrop,

BrainScaleS, DYNAP-SE) solutions, as well as early devices featuring memristive

synapses [50].

Benchmarks and IoT applications of neuromorphic solutions

In the last few years, the prospects for brain-inspired and neuromorphic tech-

nologies promising energy efficiency increases have been increasingly explored.

Blouw et al. [51] benchmarked various hardware platforms executing keyword

identification tasks, demonstrating the lowest energy consumption when utilizing

Intel Loihi. Davies et al. [52] summarized researchers’ successes with Loihi, while

Yan et al. [53] compared the platform’s performance with that of a SpiNNaker 2

prototype.

The effectiveness of transforming an ANN to an SNN tackling the heartbeat

identification task and then deploying it on Loihi is reviewed in Buettner and

George [54]. Azghadi et al. [55] then presented an expanded evaluation of neuro-

morphic hardware by testing biomedical applications on multiple platforms.

The advantages of a neuromorphic method are underlined in Blouw and Elia-

smith [56], comparing the computational cost decrease given by SNNs produced

in Nengo to architecturally equivalent deep neural networks (DNNs).

We examined the advantages of employing the SpiNNaker neuromorphic

architecture [24] for performing massively-parallel general-purpose programs

such as PageRank and DNA sequence matching developed with the MPI paradigm

in Forno et al. [5] and Urgese et al. [57].

The Internet of Things (IoT) field is expected to profit the most from the growth

of neuromorphic modeling and technology. Kim et al. [58] compiled a survey

of IoT platforms supporting artificial intelligence (AI) applications, while An et

al. [59] explored the impact of neuromorphic systems on Industry 4.0. Chang et

al. [60] instead analyzed the importance of edge computing in the field of artificial

intelligence of things (AIoT), healthcare, and other smart environments. Stuijt et

al. [61] presented the neuromorphic IC µBrain, demonstrating promising results

for event-driven edge AI applications in the IoT sector.
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1.1 The building blocks of a neuromorphic pipeline

While the entirety of this thesis’s contents constitutes original research conducted

in part or fully by the candidate, parts of the contents presented have been pre-

viously published in academic literature. For the sake of transparency, Table 1.1

features a reference map matching each chapter in the thesis to its source papers.

Table 1.1 Table of contents

References
[2] [1] [3] [5] [6]

Chapter 2: Sensors ■ ■ ■
Chapter 3: Encoding and pre-processing ■ ■
Chapter 4: Neural models ■ ■ ■
Chapter 5: Software frameworks ■ ■
Chapter 6: Hardware platforms ■ ■
Chapter 7: Neuromorphic pipeline ■ ■ ■ ■

[2] Vittorio Fra, Evelina Forno, Riccardo Pignari, Terrence C. Stewart, Enrico Macii, and Gianvito Urgese. Human activity
recognition: suitability of a neuromorphic approach for on-edge AIoT applications. Neuromorphic Computing and
Engineering, 2(1):014006, 2022. This work is licensed under the Creative Commons Attribution 4.0 International License.
To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.

[1] Evelina Forno, Vittorio Fra, Riccardo Pignari, Enrico Macii, and Gianvito Urgese. Spike encoding techniques for IoT
time-varying signals benchmarked on a neuromorphic classification task. Frontiers in Neuroscience, 16, 2022. This work is
licensed under the Creative Commons Attribution 4.0 International License. To view a copy of this license, visit
http://creativecommons.org/licenses/by/4.0/.

[3] Simon F. Müller-Cleve, Vittorio Fra, Lyes Khacef, Alejandro Pequeño-Zurro, Daniel Klepatsch, Evelina Forno, Diego G.
Ivanovich, Shavika Rastogi, Gianvito Urgese, Friedemann Zenke, and Chiara Bartolozzi. Braille letter reading: A benchmark
for spatio-temporal pattern recognition on neuromorphic hardware. Frontiers in Neuroscience, 16, 2022. This work is
licensed under the Creative Commons Attribution 4.0 International License. To view a copy of this license, visit
http://creativecommons.org/licenses/by/4.0/.

[5] Evelina Forno, Alessandro Salvato, Enrico Macii, and Gianvito Urgese. Pagerank implemented with the MPI paradigm
running on a many-core neuromorphic platform. Journal of Low Power Electronics and Applications, 11(2):25, 2021. This
work is licensed under the Creative Commons Attribution 4.0 International License. To view a copy of this license, visit
http://creativecommons.org/licenses/by/4.0/.

[6] Evelina Forno, Andrea Spitale, Enrico Macii, and Gianvito Urgese. Configuring an embedded neuromorphic
coprocessor using a RISC-V chip for enabling edge computing applications. In 2021 IEEE 14th International Symposium on
Embedded Multicore/Many-core Systems-on-Chip (MCSoC), pages 328–332. IEEE, 2021. © 2021 IEEE.

The goal of this dissertation is to present a general approach to the generation

of neuromorphic models that can be exploited directly by users for describing their

algorithms, so as to further facilitate the modeling process and the exploration of

new neuromorphic computational paradigms which can be practically applied in

data analysis and integration performed in the industrial field. To that end, the

author endeavored to acquire experience with all elements of the neuromorphic

pipeline and build a catalog of neuromorphic-based computational blocks, tools,
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and frameworks, and identify favorable pipelines and strategies to implement

new algorithms matching various use cases in the IoT and industrial fields.

The structure of the thesis follows the flow of data in a neuromorphic pipeline,

starting from the raw input caught by sensors and ending with a completed

application realizing a given task. The hardware and software building blocks

identified during the PhD work are displayed in the diagram in Figure 1.1.

Fig. 1.1 Block diagram of a complete neuromorphic pipeline for data processing.

Each of the following chapters will present a brief overview of the available

tools, models and techniques for each layer of the stack, followed by in depth

reports of the analyses and benchmarks performed on selected tools during the

PhD research work. This structure intends to guide the reader through the grad-

ual building of a complete neuromorphic pipeline, focusing on classification

of time-varying signals as a main task, but also exploring other applications of

neuromorphic devices.

We will begin in Chapter 2 by tackling the issue of gathering input for the

analysis stack. Suitable sensors are identified both among off-the-shelf digital

solutions and in the novel, brain-inspired domain of event-based sensors. For
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event-based sensors, we explore the gathering of a new event-based dataset using

tactile sensors to acquire the Braille dataset; for digital sensors, an encoding step

is needed to enable efficient processing by a SNN.

Chapter 3 is an examination of multiple encoding and preprocessing tech-

niques, benchmarked on time-varying data from audio and inertial datasets ac-

quired from digital sensors. After data is collected and properly encoded, it must

be fed to the downstream SNN. In order to design and deploy a neural network

application, choices must be made in two major areas: the neural modeling archi-

tecture and the software framework to implement it. Neural models comprise a

variety of building blocks: from the model of the single neuron, to the intercon-

necting architecture, to the learning method used to train the network. These

are explored in Chapter 4, along with an architecture optimization method using

synapse reduction.

On the software side, Chapter 5 will offer a few examples of SNN specification

software, which allows users to describe and deploy standard and novel neural

models either on PC simulators or neuromorphic hardware accelerators. A special

section is dedicated to hyperparameter optimization, that is, the automated search

for the optimal configuration of a network design. Results are reported here for

two different case studies. Finally, the chapter features an exploration of the

SpiNNaker system software and its flexibility to expand on the capabilities of the

underlying system by implementing dedicated placement and routing methods

for a new task.

Neuromorphic hardware proper is investigated in Chapter 6. Continuing re-

search conducted at the Politecnico di Torino in collaboration with the University

of Manchester, a thorough profiling of the parallel processing ability of the SpiN-

Naker board is carried out with the development and refinement of a Message

Passing Interface (MPI) implementation for this neuromorphic hardware and

using the PageRank application as a benchmark. In the second part of the chap-

ter, the performance of spiking neural networks running on the neuromorphic

Loihi chip is compared to that of equivalent traditional and spiking classifiers

running on GPU, using the classification of the Braille tactile dataset as reference.

Particular attention is paid to the comparison in energy consumption per sample

inference, which is the most helpful metric for assessing the advantages brought

by adopting a neuromorphic paradigm in this kind of application.
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Chapter 7 represents the culmination of the research work, providing a bird’s

eye view of the full neuromorphic pipelines realized during the PhD research work.

First, we describe an interface for integration of the neuromorphic chip ODIN

with a RISC-V coprocessor on a single SoC prototype. The embedded system is

evaluated in RTL simulation and synthesized for FPGA. Then, we compare the

processes used throughout this research for neuromorphic classification of IoT

time-varying signals. Three case studies are presented, showing how the data

processing pipeline evolved from one project to the next, eventually encompassing

all 6 layers displayed in Figure 1.1.

The resulting method highlights a viable strategy for the employment of the

many neuromorphic tools at the disposal of developers and researchers in creating

novel designs and implementations; the applications generated by the neuromor-

phic pipeline are shown to provide outputs with a limited error with respect to

experimental data generated by applications implemented for general purpose ar-

chitectures, while reducing execution time and the power consumption, resulting

in a net gain in adaptability for IoT and edge computing applications.
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Event-driven and standard sensors

In order to deploy low-power solutions in an edge-computing environment, input

data acquisition must be considered as a required aspect of the pipeline. For

instance, the IoT paradigm relies on networks of millions of sensors across a vast

region. These sensors are the foundation of IoT, and they generate the vast bulk

of measurement data in networks. These sensors can supply many forms of data

to assist the IoT in environmental awareness. Furthermore, the majority of the

resource requirements are supplied by the end devices of consumers: end users

can utilize the devices as human-computer interfaces to recognize user needs and

send them to the IoT. All of these sensors and end devices will be linked together

so that they can exchange data and deliver new services [62].

The integration of sensing devices opens up a world of possibilities for data

collection, system management, and resource optimization. Smart grid planning,

transportation, and healthcare are examples of systems that can benefit from the

employment of smart devices. Smart grid interoperability is achieved through the

deployment of smart measurement equipment such as smart meters, sensors, and

phasor measurement units (PMU) [63–65]; distributed sensors that respond to

changes in energy needs, supplies, and costs allow energy providers to assess the

state of the power grid and ensure the efficient operation of the power grid [66],

furthermore providing readily available data for establishing relevant key per-

formance indicators [67]. In the realm of transportation, information collected

from inertial and visual sensors in a distributed network can provide input for

real-time route guidance [68, 69], traffic signal control [70], and infrastructural

monitoring [71]. Finally, recent advancements in technology have produced non-
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invasive wearable sensors supporting a variety of healthcare applications, such as

neonatal health monitoring [72], nutritional management of ketosis and diabetic

ketoacidosis [73], and smart solutions for continual quality-of-life improvement

for elderly and disabled people [73, 74]. A variety of wearable sensor applica-

tions [75–78] have become possible thanks to device miniaturization and the

reduction of Body Sensor Networks to compact packages. Edge computing can

provide the lowest-latency processing and storage options, while increasing the

resilience of privacy- and safety-sensitive data environments. Despite this, the size

and portability of the devices leads to additional constraints [79]: further growth

of edge computing for wearable devices necessitates a paradigm shift to produce

a reduction in processing efforts [80]. In order to overcome these obstacles, the

environment must be set up for efficient real-time data processing, which will

increase the variety of tailored services that can be effectively and extensively used

on smart edge devices [81–85].

There are a few opportunities for neuromorphic technology to penetrate the

domain of sensor networks at the edge:

• Embedded sensors provide better reactivity to the front-end environment of

the edge computing system. However, digital sensors often come embedded

into devices with limited computing capacity due to the power restrictions

on the edge. Typically, data elaboration is then offloaded to powerful servers

on the cloud, creating a communication bottleneck and a possible point

of failure for data security. With neuromorphic platforms implemented

close to the sensors, neural network-based tasks could be performed locally,

limiting the need for cloud computing while respecting power constraints.

• A typical IoT sensor network produces massive amounts of data, which can-

not be sent directly to cloud servers without compression or preprocessing:

it would require considerable network capacity, causing a variety of chal-

lenges such as transmission delays and packet loss. As a result, IoT gateways

often undertake data pre-processing and even aggregate before delivering

it to remote cloud servers. There are a few ways neuromorphic paradigms

could help here, as the event-based encoding required by SNNs significantly

reduces the size of the relevant data: said encoding can either be performed

within the sensor, by a dedicated external ASIC solution, or in software by

an embedded digital coprocessor acting as a middleman between a digital
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sensor and a neuromorphic computer. In this and later chapters, we will see

examples of all these solutions.

• User data storage is also generally outsourced to various third-party vendors,

whose storage devices are installed at the network’s edge and situated at a

variety of physical locations. The fragmentation of data thus makes it diffi-

cult to maintain data integrity and may expose the information to malicious

attacks. As stated in the previous point, spike-encoded data can drastically

reduce storage needs; at the same time, using SNN accelerators to execute

computational tasks close to the sensor could completely eliminate the

need to store data, if not for historical reasons.

A neuromorphic pipeline can interface with two sorts of sensors: regular

digital sensors, and event-based neuromorphic sensors. At each time instant,

digital sensors generate floating-point or integer samples, and their signals must

be encoded into spikes before they can be processed by a Spiking Neural Network.

Event-based sensors, on the other hand, produce output in the form of spike

trains, and remain quiet when no input is present; the spike encoding happens

entirely within the sensor, and its output may be immediately fed into an SNN.

Sensors and datasets also come into play as neuromorphic researchers face the

problem of fairly assessing the performance of SNN designs. As things currently

stand, while many natively event-based sensors have been proposed, very few

data acquisition campaigns have been organized exploiting them. On the other

hand, there is a vast availability of datasets recorded by digital sensors, which

nonetheless require an encoding stage before they can be handled by an SNN.

In this chapter, we will examine both types of sensors, investigate differ-

ent techniques for event-based encoding, and study the production of various

datasets useful for benchmarking the performance of SNNs on time-varying sen-

sory data.

Section 2.1 gives an overview of digital sensors and their interaction with

downstream neuromorphic processes. Entering more detail, we select two areas

of applications for digital sensors in the IoT domain: human activity recognition

(Section 2.1.1) and speech classification (Section 2.1.2). For each of these appli-

cations, representing time-varying signals occupying different part of the energy

spectrum, we select representative datasets (WISDM and FSD) that will be used in
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subsequent chapters to benchmark several characteristics of the neuromorphic

pipeline.

In Section 2.2, we will move on to consider neuromorphic sensors. This type

of sensor outputs data that is already in the spike domain and can be delivered to

a downstream SNN without the need for an encoding step. First, we will consider

the novel case of event-based tactile sensing (Section 2.2.1), describing the back-

ground of this task and the method for creating the Braille dataset, a repository of

time-varying spiking data produced by sliding a robotic finger over 3-dimensional

braille characters. Then, we will examine two well-known neuromorphic sensors:

the Neuromorphic Auditory Sensor (NAS) (Section 2.2.2) and the Dynamic Vision

Sensor (DVS) (Section 2.2.3). Finally, in Section 2.2.4, we will describe LIPSFUS, a

sensor fusion dataset that seeks to combine NAS and DVS data to improve speech

recognition tasks in the neuromorphic domain.

2.1 Digital sensors and datasets

Spiking Neural Networks (SNNs), with their low energy consumption and com-

putational cost, can provide major benefits to the field of embedded machine

learning for edge applications. Input from normal digital sensors, however, needs

to be encoded into spike trains before it can be processed by neuromorphic com-

puting methods. The author and colleagues examined the characteristics of data

acquired from digital sensors in Fra et al. [2] and Forno et al. [1], focusing on the

creation of neuromorphic pipelines for the classification of time-varying signals.

We sampled time-varying signals from two distinct datasets: the Free Spoken

Digit (FSD) Dataset [86], which provides audio signals, and the WISDM Smart-

phone and Smartwatch Activity and Biometrics Dataset [87, 88], which is com-

monly used for human activity recognition (HAR) [2]. Their distinction can be

drawn from two different angles: first, the nature of the activity involved, and

second, the signal frequency. Of these, only the signal frequency has important

repercussions on the brain-inspired pre-processing procedures being carried out.

Using the range of human audible frequencies as a discriminant, we can

distinguish between signals at very low frequency (below 20 Hz), low frequency

(20–500 Hz), middle frequency (500 Hz–2 kHz), and high frequency (2–20 kHz). The

samples from the FSD dataset and the WISDM dataset can be assigned to the
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middle frequency and very low frequency ranges, respectively, based on these

definitions and the on Nyquist-Shannon sampling theorem.

The spectral densities for both datasets are depicted in Figure 2.1, which

demonstrates how the two forms of data occupy distinct, non-overlapping regions

of the frequency spectrum.

Fig. 2.1 Spectral densities of two samples, one from the WISDM dataset and the other from
the FSD. The WISDM data from the accelerometer is in the very-low frequency region,
whereas the FSD sample is in the middle range of human-audible signals. [1]

2.1.1 Inertial sensors for human activity recognition

Body sensor networks have undergone significant change in the last few years: the

work of complete BSNs once consisting of a number of wearable, interconnected

sensor nodes can nowadays be performed by a single consumer device with

sufficient precision [89–91]. As a result, smartphone sensors, most often inertial

measurement units (IMUs), are frequently used for collecting datasets describing

human activity: the most well-known are are WISDM [92] and UCI-HAR [93] (also

known as SBHAR [94]), but a more recent version of the WISDM dataset [87] is also

gaining popularity because of its more evenly distributed classes and the inclusion

of smartwatch signals. Other datasets, like MHEALTH [95, 96], OPPORTUNITY [97,
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98], PAMAP2 [99, 100], PUC-Rio [101], USC-HAD [102], UTD-MHAD [103], and

WHARF [104] take into account additional wearables and sensors.

Mekruksavanich et al. [105] provided a thorough benchmarking for various

network architectures on diverse datasets. Said work also highlighted how data

segmentation affects classification accuracy. In fact, there are two good reasons

to carefully select the sample window size for time-varying signals like those

handled by HAR: it can improve accuracy, resulting in more dependable classifiers,

and it determines the classification time, which can be critical in determining

applicability for real-time applications. Peppas et al. [106] gave an overview of

representative window sizes used in the HAR task, demonstrating that typical

options fall between 1 and 10 seconds. Exceptions are research by Ordóñez et

al. [107], Wan et al. [108], and Xia et al. [109], which use temporal frames as small

as 0.25 s for distinct datasets. Ihianle et al. [110], Mekruksavanich et al. [111, 112]

and Oluwalade et al. [113] instead used a 10-second signal segmentation.

The WISDM dataset
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Fig. 2.2 A representative comparison of 10-second samples collected by the smartwatch
on the 6 IMU sensors for the 7 classes in the WISDM dataset’s general hand-oriented
subset. [2]

The Wireless Sensor Data Mining Lab released the WISDM Smartphone and

Smartwatch Activity and Biometrics Dataset in 2019. Using the accelerometers
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and gyroscopes on consumer-grade smartphones and smartwatches, it gathers

3D data signals linked to 18 different activities carried out by 51 people, with

an acquisition rate of 20 Hz and a total time of 3 min for each activity. With a

percentage contribution of each activity ranging from 5.3 to 5.8 % of the 15630426

total samples, it also assures stronger class balancing and a larger selection of

activities with respect to the previous version of the WISDM dataset [92]. The

dataset can be divided into three subsets based on the different types of activities:

on-hand-oriented, general hand-oriented, and eating hand-oriented. Figure 2.3

depicts the kernel density estimate of 3D smartwatch data from accelerometer

and gyroscope in the general hand-oriented subset of the WISDM dataset. An

overlap between the raw signal values can be seen here.

Fig. 2.3 Kernel density estimation of smartwatch values recorded on the 6 IMU sensor
axes for the 7 classes in the WISDM dataset’s general hand-oriented subset. [2]

2.1.2 Audio sensors for speech recognition

One of the most popular and effective uses of ANNs has been audio classification.

This method is crucial to consumer-grade AI technology, which includes virtual

assistants, speech recognition algorithms, and text-to-speech apps [114]. Precise

information about the sensors employed in the gathering of speech datasets is

rarely available; in fact, this type of dataset can easily be crowd-sourced by having

speakers submit recordings taken with off-the-shelf devices. For instance, the

LibriSpeech dataset [115] has been assembled using audiobooks from the Lib-
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riVox project, which is driven by volunteer readers. Their quality can therefore

vary from studio-recorded, high-quality samples to amateur home recordings.

This variety is desirable for many applications, especially mobile tasks where

real-time input is usually noisy. In the neuromorphic field, research into auditory

sensors has received a great deal of attention, starting with the pioneering work of

Carver Mead [116] and finding a groundbreaking first implementation in Liu et

al. [117]. Datasets of note in neuromorphic research include the Spoken MNIST

dataset [118], the Free Spoken Digit (FSD) dataset [86], and the Google Speech

Commands (GSC) [119] dataset, which are generally used in a spoken word clas-

sification challenge. The Google Speech commands has spurred the creation of

derivative datasets: the written and spoken digits database [120] is a subset of the

Google Speech Commands dataset restricted to utterances of the ten digits, with

added preprocessing and feature extraction using the Mel Frequency Cepstral Co-

efficients (MFCC) method, coupled to written digits from the MNIST project, while

the Heidelberg Spiking dataset [121] was created by applying a software method

based on the inner ear model to encode the audio files into spike trains. Cramer et

al. [121] then benchmarked a variety of spiking and non-spiking classifiers using

the Heidelberg Spiking dataset, finding that the best performing models were

those having explicit recurrence, such as LSTMs and RSNNs. Rostami et al. [122]

instead chose to process the GSC with MFCC extraction, FFT and spectrogram

generation in order to test a recurrent SNN on the SpiNNaker 2 neuromorphic

hardware prototype. The FSD is also present in several research works in the

field: Peterson et al. [123] recently used it as a baseline for the performance of

SNNs trained with spike-timing-dependent plasticity (STDP) on the speech classi-

fication task, and it has also been employed to test cutting-edge neuromorphic

hardware based on memristors [124] and Atomic Switch Networks [125].

The FSD dataset

The Free Spoken Digit Dataset is a crowd-sourced open database of spoken digits,

first released on GitHub by Zohar Jackson in 2017. It contains homemade record-

ings contributed by volunteers. In its latest release (v1.0.10, published in 2020),

it counts 3000 recordings by 6 individuals speaking English with diverse accents,

with each speaker pronouncing each of the 10 digits 50 times. All recordings are

.wav files encoded at 8 kHz; since they are cut in such a way to guarantee minimal
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silence at the start and end, each sample has variable length. While the dataset has

mostly seen use in word classification tasks, the dataset also provides metadata

for speaker identification. Furthermore, a simple API for data access and manipu-

lation is included, with dedicated trimming and spectrogram plotting scripts. The

FSD dataset is included in the Tensorflow and Accord.NET frameworks and the

official train-test set provided has a 90 : 10 split. This dataset has been utilized in

previous research on spike encoding in the neuromorphic domain [126].

2.2 Neuromorphic sensors

Neuromorphic event-driven sensors use circuits that mimic the behavior of bi-

ological sensors, like the retina and cochlea, to generate dynamic binary events

in response to constantly varying stimuli. Locally sensing a signal (light, sound,

touch, etc.), biological sensing systems transform it to an asynchronous spike

format and convey it to the central nervous system. The electronic equivalent of bi-

ological spikes, known as events, are also asynchronous in time and therefore carry

information about the location and time at which the input was perceived [127].

Event-based sensing is a great fit for resource-constrained computing and

robotics because of its built-in data encoding features and sparse communica-

tion [128]. In fact, this type of sensors reduce processing and communication

efforts by only sending signals when a change in their sensory region is recog-

nized [129]; the event-driven domain [130] avoids the ongoing polling of sensor

readouts by using binary, time-discrete events. Additionally, since the exchange of

information is initiated by sensor atoms (pixels or taxels activated by an above-

threshold input), events are relayed with minimal latency, offering these sensors

an improved latency/power tradeoff [127].

2.2.1 Event-based tactile sensing

Tactile perception is by nature sparse in terms of time and space, with only local

correlation where multiple nearby receptors or sensors are activated by the same

event. Therefore, the peculiar advantages of event-based sensing are particularly

desirable in the touch domain. Tactile events are perceived for a short duration,

as long as the stimulus is applied, and in a confined portion (patch) of the sensor.
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When there is no stimulus, the tactile system is said to be at rest. While other event-

driven neuromorphic sensors, such as the Dynamic Vision Sensor (DVS) [131] and

the silicon cochlea [132], have piqued researchers’ interest, giving rise to special-

ized data pipelines and standardized benchmarks like the TIDigits [133] and DVS

gesture recognition dataset [134], there have been relatively few developments in

the field of touch. One of a handful of classifiers utilizing tactile neuromorphic

sensors [135, 39] is the Spiking Tactile MNIST (ST-MNIST) dataset of handwritten

digits, created by writing on a neuromorphic tactile sensor array [136]: because

of the type of input, the information in the ST-MNIST spike patterns is primarily

spatial, and a feedforward Convolutional Neural Network (CNN) has the most

accuracy when adding all the spikes together to produce a "tactile image".

Bologna et al. suggested a neuroengineering system for robotic applications

that included spatiotemporal event coding, probabilistic decoding, and closed-

loop motion policy adaptation implementing active touch. This method was

tested on Braille text, demonstrating that fingertip kinematics could be modulated

effectively based on the complexity of the letters encountered. A subset of 7 Braille

symbols were used to classify the signals captured by a fingertip sensor attached

on a robotic arm, yielding an (89±5.3)% identification rate [137, 38].

The Braille dataset

During the 2021 Telluride Neuromorphic Cognition Engineering Workshop, the

author joined a group of international researchers focusing on the Tactile Percep-

tion topic area in order to produce a novel dataset of haptic information based

on the Braille dataset. The team’s work resulted in a journal paper published

the following year [3]; the result in this and subsequent sections draw from said

article.

The Braille dataset was created with the intention of investigating the possi-

bility of an end-to-end neuromorphic system for tactile perception that would

incorporate event-based communication (sensor level), asynchronous processing

(hardware level), and spike-based computing (algorithmic level). However, to the

best of the authors’ knowledge, no event-based tactile sensor was yet available;

therefore, the output of such a device was emulated by utilizing a digital capacitive

sensor and converting its output to spikes.
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Fig. 2.4 Setup for the recording of the Braille dataset. (A) Diagram of the sensorized
fingertip. (B) Experiment configuration with a braille sample. (C) Random distribution
for the starting location of the fingertip’s sliding motion. [3]

The dataset was recorded at IIT using an Omega.3 robot [138], sliding a sen-

sorized fingertip [139] with 12 capacitive sensors over 3D printed Braille letters

from "A" to "Z" as well as "space" at a regulated speed and position. The robotic

fingertip and the experiment setup are shown in Figures 2.4: the inner region of

the fingertip is made up of 12 capacitance plates (A), which are wrapped in a three-

layer fabric and moved over the braille letters with a constant sliding distance and

velocity (B). To introduce noise, the starting location was randomly changed from

sample to sample according to a Gaussian distribution (C).

The size of the Braille letter was chosen to match the geographical dispersion

of the fingertip’s taxels, which allows the entire letter to be identified with a single

sliding movement. The sliding distance (15.5 mm), sliding velocity (20 mms−1),

and distance to the plate’s flat surface all remained constant. 200 instances of each

letter were recorded at a sample rate of 40 Hz, encoding the capacitance value of

the sensor as a sequence of 8-bit positive integers.

2.2.2 A silicon cochlea: the Neuromorphic Auditory Sensor (NAS)

Event-based audio sensors typically take inspiration from the biological cochlea, a

structure in the inner ear that is sensible to vibrations in the audible spectrum. The

hair cells in the membrane stimulate spiral ganglion cells, which encode the audi-

tory sensation to spikes [140]. Since the first proposal for a silicon cochlea [141],
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many analog and digital implementation of said design have been realized; one

of these is the Neuromorphic Auditory Sensor (NAS) [142], developed in 2016 at

the University of Seville, Spain. It reproduces the frequency-decomposing abil-

ity of the cochlea using two cascaded banks of specially-designed spike-based

low pass filters (SLPFs) [143], which convert digitalized stereo streams to spike

trains and then decompose them into N frequency bands. The sensor outputs

the spike-encoded data on 2N channels (to account for the ON and OFF spikes

in each frequency band) through an Address Event Representation (AER) inter-

face. The NAS was originally designed as an FPGA implementation, and it was

released in 2021 as a modular open-source HDL netlist, OpenNAS [144]. Since

its inception, the NAS has been put to the test on various types of audio data. In

Domínguez-Morales et al. [145], the NAS was used to preprocess and encode heart

sound recordings from the PhysioNet/CinC Challenge database [146], and in later

work by the same group [147], the NAS served as the entry point for a neuromor-

phic speech recognition pipeline powered by the SpiNNaker hardware; the input

dataset was the GSC discussed here in Section 2.1.2. Recently, the OpenNAS has

served as one of the input devices involved in the LIPSFUS sensory fusion dataset;

we will discuss it in section 2.2.4.

2.2.3 A silicon retina: the Dynamic Vision Sensor (DVS)

Neuromorphic vision was also among the first applications of neuromorphic sens-

ing [116], with a first realization of a silicon retina with adaptive photoreceptors by

Misha Mahowald in 1991 [148]. Over the past two decades, a variety of solutions

have been developed which try to emulate different features of the biological

eye [149]; among these, the most well-known and tested is the Dynamic Vision

Sensor (DVS), originally realized by Lichtsteiner et al. in 2006 [130]. The DVS is

composed of a collection of pixels which asynchronously reacts to the temporal

contrast in the scene dynamics, outputting an array of ON/OFF events which

capture the outline of any moving object in the observed frame. The highly effi-

cient integration of the DVS circuit gives it exceptionally low power consumption

and excellent temporal resolution irrespective of lighting conditions [149]; for

instance, a later implementation of the DVS by Serrano-Gotarredona and Linares-

Barranco [150] reached a power requirement of 4 mW with an output of 100000

frames per second, 30µs latency, and a contrast sensitivity of 1.5 %. These char-
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acteristics make it an ideal candidate for motion detection and object tracking

tasks [149].

Hu et al. [151] presented a comprehensive dataset realized by exposing a

DVS vision sensor to existing benchmark videos on a monitor, including object-

tracking, action recognition, and object recognition sequences. The 37410-sample

library remains one of the largest neuromorphic datasets in the field of machine

vision. Other derivative datasets include the CIFAR10-DVS [152], Poker-DVS and

MNIST-DVS [153], created from existing frame-based image datasets by animating

the images in order to make them detectable by the DVS. Examples of datasets

created ad hoc for the DVS are still few and contain a limited number of samples.

Miao et al. [154] presented three event-based datasets for pedestrian detection,

action recognition, and fall detection, while IBM’s DVS128 dataset [134] contains

recordings of hand gestures under different lighting conditions.

2.2.4 Neuromorphic sensor fusion: the LIPSFUS dataset

Sensor fusion is the merging of synchronized sensor data received from multiple

devices observing the same phenomenon, so that the fused information is less

uncertain than when these sources are used separately. Developments in audio-

visual sensory fusion with neuromorphic engineering offer up new opportunities

for latency and power-critical applications in robotics, IoT and edge computing.

In Rios-Navarro et al. [155], the novel LIPSFUS dataset was presented, which

integrates the NAS with the DVS to record a speech command dataset where

each event-based audio sample is coupled to the corresponding lip movement

for each word. The dataset was recorded in two environments with different

noise levels, and involved 22 speakers of diverse nationality, gender and age. The

NAS received input from two microphones mounted on a binaural dummy head,

allowing for stereo recording; the samples were recorded by rotating the dummy

at different angles with respect to the speaker (0º, -45º, -90º, 45º and 90º). The

dataset is intended to serve as a baseline for the development of integrated audio-

visual sensory systems capable of improving speech recognition at the edge by

integrating environmental and contextual signals other than sound (in this case,

lip reading).
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2.3 Chapter summary

Sensors are a vital part of any application deployed in an edge environment. At

the moment, the expansion of the low-cost sensor market thanks to the devel-

opment of MEMS devices has created a large field of applications for low-cost

edge computing platforms, which constitutes an appealing entry point for the

use of neuromorphic technology. In order to deploy these SNN-based solutions

effectively, the sensing input must be in the form of spikes. This can be achieved

either by using novel event-based sensors or by retrofitting digital sensors with an

additional encoding step.

Event-based sensors, while promising, are still under active development and

research. This type of device has shown excellent results in low-power operation

and represents the most natural pairing for neuromorphic applications. However,

given the market predominance of digital sensors and their low cost, they must

not be discounted as a solution in the short term.

We face, then, the problem of interfacing a neuromorphic computational

pipeline with digital inputs. The encoding technique to bridge the digital floating-

point signal to the event-based spiking signal must be chosen carefully, as the

transition into the spike domain can heavily affect the information content of the

data and, thus, the efficacy of the downstream neural network. In Chapter 3, we

will examine in detail the problem of translating digital signals into spikes and the

implications of each encoding technique.
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Input encoding and pre-processing

In Chapter 2, we established that incoming analog and digital data must be trans-

formed into a stream of spiking signals before they can be processed by an SNN.

Biological research shows that, even in nature, sensory information can be ren-

dered into spikes in a variety of ways; likewise, several kinds of encoding schemes

have been derived from the animal neuron [156]. One such method are rate-based

encodings, which have been in use since the early days of SNN research [157]

and have proven to be an effective method for converting trained ANNs into

SNNs [158–160] for classification applications. The event-based neuromorphic

cochlea [161] also converts audible signal amplitudes into neural firing rates, and

rate codes are generally prominent in the field of robotic control [162]. In contrast,

interest in temporal coding methods has grown in recent years: these approaches

have been applied to reduce the power consumption of converted networks [163–

165], but a variety of applications that use time-based encodings natively have also

emerged. These include bio-inspired olfactory sensors [166] and cameras [167],

hybrid ANN/SNN [168] and entirely spiking [169–171] networks for image classifi-

cation, speech recognition [172, 173] and speaker authentication [174] systems,

time series forecasting [175] and anomaly detection [176, 177], and many other

applications.

This chapter examines the effects of various spike encoding methods on the

performance of a spiking convolutional neural network (sCNN) that was trained

with the process of transfer learning. The generated networks have been eval-

uated using time-varying input signals from the WISDM and FSD datasets (see

Section 2.1) and encoded into spikes before being supplied to the classifiers. This
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approach allows us to exploit the abundance of digital-output sensors on the

market compared to the scarcity of neuromorphic sensors; it also ensures fairness

in the comparison of various encodings because they are all produced from the

same input data. The research offered here, previously published in Forno et al. [1],

attempts to trace a roadmap for the future advancement of encoding/decoding

approaches for integrated System of Systems with interoperability of various

modules and neuromorphic sensing solutions.

3.1 Preprocessing

We drew inspiration from biology and the animal kingdom to build various pre-

processing approaches for time-varying signals. Specifically, we implemented a

procedure that mimicked the working principle of the cochlea using a method-

ology inspired by the human auditory system. The cochlea is the final section

of the auditory system, consisting of a spiral structure whose nerve cells, due

to their location along the so-called basilar membrane, allow for filter-bank-like

activity. As a result, the incoming stimulus is frequency-decomposed, and each

of the resulting components, identified by the excitation of specific regions of

the basilar membrane when exposed to their matching characteristic frequency,

is translated into pulses, producing the electrical signal to be processed by the

brain [178–182]. According to the literature, gammatone and Butterworth filters

are suitable methods for simulating such a mechanism [183–187]; this type of

filter bank may also successfully extract characteristics from other time-varying

signals, such as vibrations acquired by an accelerometer [188], by carefully al-

tering the expected frequency range. We used these two filter types to execute a

pre-processing step on the data, resulting in the division of time-varying signals

into separate frequency channels.

We also looked at how the cochlea-inspired frequency filter affected a set of

spiking and non-spiking Recurrent Neural Networks (RNNs). The frequency filter

was applied to the input, decomposing the original signals into five channels

via the application of a Butterworth filter bank. All the spiking RNNs under

consideration used the rectified integrate and fire neuron model.
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3.1.1 Frequency decomposition

Decomposing the input signal into frequency channels can improve encoding

performance by increasing the number of extractable features and resulting a

more information-rich input. We did extensive testing to see how input frequency

filtering affected the accuracy of a sCNN doing classification on the FSD and

WISDM datasets. The network under examination consists of 1 convolutional

layer with I feature maps, 1 average pooling, 1 convolutional layer with J feature

maps, 1 average pooling, and K fully-connected layers; we identify each variation

on this structure with the acronym CI -CJ-FK . Figure 3.1 depicts a sample design

with the combination C6-C12-F2.

Fig. 3.1 Architecture of the C6-C12-F2 convolutional neural network. [1]

In all experiments, the gammatone filter performed better than the Butter-

worth filter. When classifying input data from the FSD, we tested decomposition

with 32 and 64 channels, achieving a median accuracy of 77.50 % for the Butter-

worth filter and 84.00 % for the gammatone across all channel configurations. In

the case of the WISDM dataset, due to the lower sample frequency, only the 4-,

8-, and 16-channel separation setups could be examined. Compared to the FSD,

lower average test accuracy rates were observed for all encoding options: 66.67 %

with the Butterworth filter and 46.67 % with the gammatone, both paired with a

C12-C24-F2 network architecture.

3.1.2 Feature extraction

The feature extraction stage is required to employ the transfer learning approach

with a non-spiking CNN model, and it consists of creating the sonogram, which is

a binned representation of the input appropriate for elaboration by convolutional
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layers. We adopt this definition of sonogram from [147]; while it was initially used

to describe the binned representation of an audio signal, hence the name, we

utilize the same definition for the WISDM dataset’s analogous representation as

well as the FSD. The number of bins, or intervals into which the spike-coded signal

is divided, is the parameter that defines the sonogram’s resolution and the quality

of feature extraction. We experimented with several interval lengths to get the

best bin separation. The tested binning intervals for the FSD dataset are 50 and

250 for the 32-channel filter bank and 50 and 125 for the 64-channel filter bank.

We have 24, 18, and 18 bins for the separation of the WISDM dataset into 4, 8,

and 16 channels; we chose only one binning type for each channel separation

because other values exhibited inadequate accuracy results. Figure 3.2 shows

the comparison results. As seen in section 3.1.1, the WISDM dataset had overall

lower accuracies. Finally, regardless of the number of channels used in the pre-

processing step, greater bin counts result in overall lower performance. In fact,

excessively big or small values for this parameter result in a quasi-uniform pattern

with less information, because the difference in intensity between the sonogram’s

pixels becomes too small; an example is illustrated in Fig. 3.3.

Fig. 3.2 Median accuracy values for each feature extraction class for various network
design and encoding technique combinations. [1]
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Fig. 3.3 A 32-channel sonogram rendered in 100, 50, and 14 time bins. The 50-bin subdivi-
sion provides the finest compromise between resolution and information density. [1]

3.2 Encoding techniques

Although the availability of neuromorphic, event-based sensors is increasing,

as evidenced by Sony [189] and Prophesee commercializing silicon retina cam-

eras [190], spiking neural networks are typically used for the analysis of continuous

data from conventional sensors. As a result, spike encoding of these signals is

required to provide sparse, event-based input data. There are two approaches

to spike generation: in the first, the neural response to a continuous signal is

produced using specific neuron models and characteristics, similar to what is

defined as the Representation Principle of the Neural Engineering Framework

(NEF) [191]; in the second, a continuous signal is transformed into discrete spikes

using a variety of possible algorithms. In this section, we focused on the second

method, which assures that neuro-inspired tactics can be fully used in the context

of IoT applications even in the absence of dedicated neuromorphic hardware.

Rate Coding and Temporal Coding are the two main categories of spike encod-

ing algorithms, with significant differences in the number of degrees of freedom

allowed in the encoding: in Rate Coding, a signal is encoded by the number of

spikes per time unit, whereas Temporal Coding includes a variety of approaches.

Figure 3.4 shows an example of spike train production. In the following, we will go

over the encoding approaches employed in our study, each of which falls into one

of the two aforementioned coding categories.
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Fig. 3.4 Example of the spike trains generated by each of the examined encoding tech-
niques from an arbitrary input signal. [1]

3.2.1 Rate coding

Rate coding, which is widely used for ANNs due to its simplicity and robustness,

provides a mechanism for information representation based on the number of

spikes per unit time [48].

Among the many different rate coding algorithms [156], we focused on the

Poisson rate method, based on the Poisson distribution. With this approach, the

likelihood of having n ∈N spikes in a time interval ∆t via this process is:

Pn(∆t ) = (r∆t )n

n!
e−r∆t (3.1)

where r ∈R is the value to be encoded, corresponding to the spike rate.

From an operational standpoint, the algorithm can be implemented as fol-

lows [192]:
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1. Define the time interval ∆t during which the spike train will be generated.

2. Generate a random number sequence x ∈ [0,1] ⊂R;

3. Define spike timings ti from t = 0 as:

ti = ti−1 + ISI i for i ≥ 1 (3.2)

where

ISI i = − log(1−xi )

r
(3.3)

is the i th inter-spike interval, defined as the i th time interval in which the

probability of having n = 0 spikes is equal to xi ;

4. Generate a spike at every time step ti until ti >∆t .

3.2.2 Temporal coding

The encoding processes in the temporal coding family encompass diverse infor-

mation representation strategies. Aside from the quantity of spikes per unit time,

one distinctive aspect of temporal coding is the ability to account for accurate

spike timing to transport information [193]. Furthermore, factors such as relative

spike timing and temporal distance between spikes can be exploited. Temporal

Contrast, Deconvolution-based, Global Referenced, Latency/ISI, and Correlation

and Synchrony are the five kinds of temporal coding algorithms that may be

identified based on which of these qualities is taken into account [156].

Temporal contrast

This category’s algorithms are primarily concerned with signal fluctuations in

time, and they are used to generate spikes with either a positive or negative sign.

Because the fundamental feature encoded by this class is time-based variation,

it is not well suited for solely spatial data, such as still photographs. Audio sig-

nals [117], electromiography data [194], voice recognition [195], failure prediction

based on machine vibrations [188], and robotic Braille reading [3] are examples of

applications.
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Threshold-based representation The Threshold-Based Representation (TBR)

algorithm is a constituent element of the Temporal Contrast category [196]. It

encodes data by creating spikes based on the absolute signal fluctuation in relation

to a specified threshold. The key actions in this approach are as follows:

1. Given an n-channel signal, fluctuations along each channel are analyzed

between consecutive timesteps.

2. A certain threshold is specified for each channel as:

Threshold = mean(Variation)+γ · std(Variation) (3.4)

where γ is a configurable parameter that affects the Variation values be-

tween −Threshold and +Threshold by directly reflecting on the amplitude of

the noise-reduction band: e.g., greater values of γ lead to a wider threshold

band, and a smaller number of spikes. Different ranges of values for γ can

be identified, depending on the noise level to be filtered out:

• γ= 0: all signal fluctuations are retained, and the threshold is defined

as the mean of their values;

• 0 < γ ≤ 1: noise in the signal is not a serious issue, but fine signal

changes are not required to preserve the information content;

• γ > 1: there is meaningful noise present, and its impact must be re-

duced to generate meaningful spikes.

3. The spike train timesteps are defined by dividing the ∆t interval in which

the spikes are generated by the length (L) of the input signal;

4. If Variation exceeds Threshold in absolute value, a spike is generated with

polarity given by the sign of both Variation and Threshold.

Moving window Moving Window (MW) employs the same underlying notion of

employing a threshold value as the TBR algorithm. However, unlike the previous

encoding approach, this threshold is used in conjunction with a number known

as Base, which is defined as the mean of the signal along each channel inside a
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sliding window of specified length:

Threshold = mean(Variation) (3.5)

Base = mean(Signal[1 : Window]) (3.6)

Furthermore, unlike TBR, the requirement for spike emission depends on the

signal’s value rather than its variation in time. A positive spike is formed when

the signal exceeds the value Base+Threshold, while a negative spike is produced

when the signal is less than Base−Threshold. With the introduction of a sliding

window along the signal, this spike generating process appears to be more resilient

to noise than TBR [197].

Step-forward The Step-Forward (SF) technique, proposed by Kasabov et al. [197]

as an enhancement over the encoding used for the artificial silicon retina in

Delbruck and Lichtsteiner [196], likewise depends on the concept of an iteratively

updated baseline value. Similarly to MW, Base and Threshold are used to compute

said baseline, and their definitions for each signal channel are as follows:

Threshold = mean(Jump)

γ
(3.7)

Base = Signal[1] (3.8)

where Jump is an array of maximum-to-minimum differences for each channel

and γ is an adjustable parameter. As is the case for TBR and MW, SF produces

both positive and negative spikes: the former occur when the signal exceeds

the value Base+Threshold, whereas the latter occur when the signal is less than

Base−Threshold.

Zero-crossing step-forward (ZCSF) By taking zero-crossings into account, we

can derive an alternate implementation of SF [198, 199]. The Zero-Crossing Step-

Forward (ZCSF) method inherits the Threshold specification from SF but does

not include the Base value, which is replaced by a half-wave rectifying behavior

induced by the condition Signal > 0. With ZCSF, spike emission happens for

all positive signal levels greater than Threshold, resulting in exclusively positive

spikes, as opposed to the preceding encoding techniques.
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Deconvolution-based

This class of encoding techniques, which includes the Hough Spiker Algorithm

(HSA) [200] and the subsequent Modified HSA and Ben’s Spiker Algorithm (BSA)

[201], stems from the inverse problem of reconstructing an analog signal from a

spike train using a finite impulse response filter (FIR). The algorithms in this class,

in fact, allow analog-to-spike conversion by reversing said operation and applying

the convolution function in a subtractive approach [200]. They produce unipolar

spikes, like in the case of ZCSF.

Hough Spiker Algorithm The HSA performs progressive subtraction by compar-

ing the value of the analog signal to the result of a specified convolution operation.

If the level of the signal to be encoded exceeds this value, the convolution value

is subtracted. As a result, for each signal channel, the main iterative step in the

Hough Spiker Algorithm is:

Signal[i + j −1] = Signal[i + j −1]−filter[ j ] (3.9)

where i represents the signal’s time steps, filter the convolution result, and j its

value indices. As the convolution function in our investigation, we used a rectangle

window.

Modified Hough Spiker Algorithm The Modified HSA maintains the HSA’s core

idea of a subtractive, deconvolution-based procedure, but differs by the introduc-

tion of a Threshold value. The operation in Eq. (3.9) is executed at any time step

where error ≤ Threshold. This error is the result of an accumulation that occurs at

each time step where the input signal is less than the convolution function. For

each signal channel, the accumulation is defined by the equation:

error = error+ (filter[ j ]−Signal[i + j −1]) (3.10)

Ben’s Spiker Algorithm (BSA) With respect to the Modified HSA, the Ben’s Spiker

Algorithm adds two cumulative error metrics for each signal channel alongside
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the Threshold value:

error1 = error1 +abs(Signal[i + j −1]−filter[ j ]) (3.11)

error2 = error2 +abs(Signal[i + j −1]) (3.12)

The criterion to be tested before applying Equation (3.9) in the original study dis-

cussing BSA [201] is that error1 does not exceed the value error2−Threshold. How-

ever, in this work, we refer to the implementation proposed by Petro et al.[202],

where the condition is adjusted as follows:

error1 ≤ error2 ·Threshold (3.13)

Global referenced

This third class of temporal coding algorithms includes approaches whose spike

generation process is based on some global temporal characteristic of the input

signal. The time difference with respect to an oscillatory reference is the relevant

feature in the case of Phase Encoding [203], whereas Time-to-First-Spike (TTFS)

measures the time since the stimulus began [204, 205].

Phase encoding Montemurro et al. [206] showed the possibility of effectively

establishing an encoding system based on a phase evaluation with regard to an

oscillating reference. In our work, we use the approach described by Kim et

al.[163], in which the binary representation of the input by β fractional bits is used

as the oscillatory reference after rectifying and normalizing the signal into the

range [0,1] for each channel.

Time-to-first-spike Different ways for applying Time-to-First-Spike encoding

depending on the membrane potential threshold specification have been exam-

ined by Rueckauer and Liu [164]. In our study, we use an exponentially decaying

function to build a dynamic threshold, similar to Park et al. [207]:

Pth(t ) =ϑ0e−t/τth (3.14)

where ϑ0 is a constant and τth indicates the membrane potential decay time. For

the experiment described here, we utilized ϑ0 = 1 and τth = 0.1. In comparison to
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other solutions, we used a bitwise approach similar to Phase Encoding, eventually

producing a bin-based binary-like representation of the input signal values. Al-

though this additional phase increases the overall number of spikes, it can result

in more robust encoding typical of spike bursts [208].

Latency/ISI

It is well known that neural communication via bursts of spikes, i.e. increasing

the number of spikes delivered to carry information about a given event from 1 to

N , improves dependability. However, the latency between these N spikes, known

as the inter-spike interval (ISI), can also be used to effectively encode informa-

tion [209]. As a result, the Latency/ISI encoding algorithm class is established,

with Burst Encoding as a representative example.

Burst encoding Burst Encoding, as stated by Guo et al. [48], is a technique that

takes advantage of two different time-based properties of a single spike train.

In fact, the algorithm is based on both the number of spikes and the ISI, and it

employs three variables: Nmax is the greatest number of spikes in each burst, tmin

is the minimum ISI, and tmax is the maximum ISI. The number of spikes and their

relative spacing are defined as follows, using these variables and the additional

parameter rate, which is obtained by normalizing each signal channel:

SpikeNumber = ⌈rate ·Nmax⌉ (3.15)

ISI =
⌈tmax − rate(tmax − tmin)⌉ if SpikeNumber > 1

tmax otherwise
(3.16)

Burst Encoding, like the last two algorithm classes, produces spike trains with a

single polarity.

3.2.3 Comparing different classes of encoding algorithms

While the encoding stage is crucial and required for using digital input data with

an SNN, selecting the best encoding approach for the signal to be analyzed can

increase accuracy. Figure 3.5 compares the median accuracy attained by various

families of encoding algorithms when paired with various channel separations,
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feature extraction methods, and network architectures. The Temporal Contrast

class had the highest accuracy for the FSD, with a median of around 91.00 %

(Fig. 3.5 A). The Global Referenced class, on the other hand, has the lowest me-

dian result (about 53 %), with a considerable variance. This is because the two

algorithms in the Global Referenced family perform extremely differently: while

Phase Encoding produces respectable results (median 77.5 %, with a maximum of

93 %), TTFS yields very low accuracy (median 35 %, with a minimum of 8 %). This

is most likely due to the lower number of spikes produced by TTFS, resulting in

insufficient network stimulation: we will go over this notion in greater detail in

Section 3.2.3.

While the different algorithms produce quite disparate results on the WISDM

dataset, the median accuracy aggregated by algorithm class remains around 48 %

for all classes except Rate Coding, which produces the worst median results at

21.67 % and the overall minimum at 5 %. Burst Encoding achieves the best median

result with 55 % accuracy, while the ZCSF algorithm combined with a 16-channel

Butterworth filter and a C6-C12-F2 network architecture achieves the best single

result with 93 % accuracy.

Fig. 3.5 Median accuracy values of each encoding class for various network architecture,
filter type, number of channels, and feature extraction bins combinations. [1]

Spike density

Spike density is the number of spikes produced per unit time. When developing

a neuromorphic system, this parameter should be carefully examined: a lower

spike density leads to energy savings due to less communication between network

layers, but a too low number of spikes can prove insufficient to successfully encode

information without loss. Our observations reveal that the encoding strategy has
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a relevant influence on this quantity: given identical input data, the differing

implementation logic of each approach results in distinct spike densities. Figures

3.6 and 3.7 depict the distribution of spikes created by each coding approach

following channel separation by a Butterworth (left column) or gammatone (right

column) filter bank. The Deconvolution-based family of encoding methods (HSA,

MHSA, BSA) generates the maximum spike count in all scenarios studied.

Fig. 3.6 Median spike counts per sample generated by various combinations of encoding
technique, channel count, and filter type for the FSD dataset. [1]
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Fig. 3.7 Median spike counts per sample generated by various combinations of encoding
technique, channel count, and filter type for the WISDM dataset.

The number of spikes produced is also affected by including the refractory

period in the encoding model. We conducted early experiments with different

values for the refractory period τref : 3 ms, 2 ms and 1 ms. In every instance, using

this parameter in the encoding step results in an extreme reduction in the spike

count, preventing the SNN layers from being appropriately stimulated. This

drastically reduces classification performance: the median test accuracy for the

FSD across all architectures, channel decomposition, and encoding schemes is

22.00 %. In the case of WISDM, the value of τref is constrained by the low sampling

frequency fs = 20Hz of the dataset signals, resulting in a lower bound of 50 ms.

Because of the performance degradation we saw even with modest values for τref ,

all findings provided are obtained with τref = 0.

Discussion

The performance of the encoding techniques under consideration is affected

by the frequency of the input data. With a broader bandwidth for the middle-
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frequency FSD dataset, more features may be retrieved from the signal, and it is

easier to identify the encoding classes that enable more accurate classification.

For very-low frequency data, such as the WISDM dataset, there is no clear ad-

vantage for one algorithm class over another; however, several configurations

featuring Temporal Coding, such as ZCSF encoding, vastly outperformed Rate-

based Coding, demonstrating that, while the algorithm for the encoding must be

carefully chosen, Temporal Coding has a higher ability to extract features suitable

for analysis in the neuromorphic domain. We saw especially strong classifica-

tion accuracy with Phase Encoding, with Butterworth filters reporting 83.00 %

and gammatone reaching 93.00 %. This is because redundant components in

the frequency response result in a higher number of spikes for this algorithm

class, allowing it to encode more information. We also discovered that the spike

count produced by each coding must be sufficiently high to appropriately excite

all layers of the downstream SNN; thus, spike count reduction aiming at power

savings must be carefully balanced with information preservation. Figure 3.8

depicts a quantitative and comparative summary of all the evaluated encoding

strategies. Each of them is defined by five metrics: Shannon entropy S [210], mu-

tual information of the encoded signal with the original input [211] normalized

with respect to entropy MI S , sparsity H S [212], spiking efficiency ε [193], and

computational complexity O ( f ).

Table 3.1 A summary of encoding strategies, with emphasis on their performance in
relation to the type of input data. A ✓ indicates that the technique is highly suitable for
the purpose, whereas − shows that the technique has some downsides and an ✗ indicates
that it is not suitable for the purpose. [1]

Encoding class and technique
Temporal data

Spatial data1

Very low frequency Middle frequency

Rate coding Poisson Rate ✗ ✓ ✓

Temporal Coding

Temporal Contrast

TBR ✓ ✓ ✗

SF ✓ ✓ ✗

MW ✓ ✓ ✗

ZCSF ✓ ✓ ✗

Deconvolution-based

HSA − − ✗

MHSA − − ✗

BSA ✓ − ✗

Global Referenced
PHASE ✗ ✓ ✓

TTFS ✗ ✓ ✓

Latency/ISI BURST ✗ ✓ ✓

1 Guo et al. (2021); Auge et al. (2021)
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Fig. 3.8 Each encoding approach is characterized along a specific ring of the circle-shaped
graph. The computational complexity is reported in the bottom center section by the
quantities l (signal length), c (number of channels), n (length of the bitwise representa-
tion), and w (width of the convolution function). The results produced using FSD data
are on the left, while those obtained with the WISDM dataset are on the right. The four
signal-related metrics, S , MI S , H S and ε, are shown in a mirrored configuration
with respect to the circle’s vertical symmetry axis. The results of the two filter types, But-
terworth (B) and Gammatone (G), are reported for each of them based on the number of
channels utilized to separate the original signal. [1]
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A summary of suggestions matching each encoding approach to the input

frequency of the time-variant input data is presented in Table 3.1. This analysis

serves as a first step toward a more thorough evaluation of the tools available

for signal encoding in the neuromorphic domain. The need for directions for

the solution of engineering challenges in the realms of IoT and Industry 4.0 will

increase as commercial interest in this field of study grows.

3.3 Additional analysis: Event-based encoding of tac-

tile sensor data

For the acquisition of the Braille dataset (Section 2.2.1), the authors used a sigma-

delta modulator [213] to encode the frame-based digital input into temporally

sparse streams of spikes. An offline preprocessing phase transforms each original

stream of frames from a 12-taxel time sequence to 24 binary event-based channels,

simulating an event-based touch sensor. Figure 3.9A shows how threshold (ϑ)

crossings result in ON or OFF digital events for an increase or decrease in pressure,

respectively: the upper section of the graph depicts 600 ms of sensor measure-

ments from a single taxel while sliding, while the bottom section displays the

generated events for the ON (green) and OFF (red) channels, with rising threshold

values resulting in a decrease in the number of events. Figure 3.9B compares a

sequence reconstructed from event-based data to the original; the same frame-

based sequence is reconstructed using a different threshold in each subgraph.

This analysis highlights how increasing the threshold improves compression, but

it also increases the reconstruction error. The highest implemented precision for

lossless conversion is the one with the threshold value ϑ = 1; larger values of ϑ

lead to greater sparsity, a lower data rate, and improved efficiency, at the expense

of information loss and decreased accuracy.

The authors compared the reconstructed temporal sequences to the original

frame-based signal to characterize the event-based datasets. The same analysis

was again conducted after performing the temporal binning process, required

to prepare the data for clock-driven computation (see Section 4.2.2). Table 3.2

summarizes the results by reporting the mean number of events, compression

ratio γ with respect to encoded data at ϑ = 1, and reconstruction MSE values ϵ

both before and after the binning step for each threshold.
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Fig. 3.9 Event-based sample encoding and reconstruction: (A) Sensor reading sequence
for a sample letter, with the respective sigma-delta modulated spikes. (B) Reconstructed
sequences from event-based data compared to the original sequence for a full letter
reading. [3]

Table 3.2 Event-based encoding characterization for each of the generated datasets at
different threshold settings. [3]

Before time binning After time binning

Threshold (θ) Events Comp. ratio(γ) MSE(ε) Bin size (ms) Events Comp. ratio(γ) MSE(ε)

1 87.6 1 0 5 58.1 1.5 39.5

2 38.0 2.3 0.35 3 35.5 2.5 12.5

5 10.5 8.3 3.70 3 10.5 8.3 4.1

10 3.4 25.7 12.29 5 3.4 25.7 12.3

Compression ratio γ is defined as the number of events at perfect encoding (θ = 1) divided by the number of events at each

higher threshold value. Values of the reconstruction error ϵ are calculated per reconstructed frame by MSE. Mean events

are calculated per sample.

Signal reconstruction before time binning

Starting from zero, the signal was reconstructed from the event stream by in-

creasing (in the case of an ON event) or decreasing (OFF event) the output by

an amount equal to the threshold used in the encoding. Figure 3.9B depicts the

reconstruction values for a single sample and taxel at various threshold settings.

The compression ratio γ is expressed as the quantity of events at ϑ= 1 divided by

the quantity of events at each threshold level. For each event-based dataset, the

reconstruction error ϵ is the mean square error between the original series and its

reconstructed frame-based series.
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The study of the reconstructed frame-based signal shows that increasing the

threshold reduces the number of events considerably, worsening the reconstruc-

tion error. However, the compression ratio γ grows faster than the reconstruction

error ϵ, indicating that the event-based dataset gains sparsity at the expense of

information content.

Signal reconstruction after time binning

The segmentation of data into time bins is necessary for certain classification net-

work implementations. Therefore, we tallied the total number of events after time

binning to measure the impact of time binning on the different encoded datasets.

Regardless of time binning, a lower encoding threshold always corresponds to a

higher total number of events, as illustrated in the top panel of Figure 3.10A. For

this reason, higher encoding thresholds result in less signal degradation in the

temporal binning phase; while increasing the encoding threshold considerably

reduces the number of events, lower-threshold encoding loses many events with

increasing time_bin_size, as shown in the bottom panel of Figure 3.10A.

The reconstruction of the frame-based signal from the event stream was con-

ducted for each feasible time_bin_size of the event stream and for each threshold

value. The reconstruction error ϵ is determined by the encoding threshold on the

one hand, and the implemented time binning on the other. Figure 3.10B depicts

the results, with markers at the optimal time_bin_size for each encoding threshold.

With increasing time_bin_size, there is a significant rise in reconstruction error

ϵ. This can be explained by the loss of events when many events fall within a

single time bin, which increases the reconstruction error by introducing an ac-

cumulating offset, as illustrated in Figure 3.10C. Furthermore, the discriminative

strength of amplitudes is lost, resulting in identical amplitudes for minor and

major changes following reconstruction. As seen in Figure 3.10D, as the threshold

increases, ISIs generally become longer, due to the growing sparsity of spikes.

The effect of time binning then diminishes, while the inaccuracy produced by

higher encoding thresholds becomes more significant. Overall, higher thresholds

are more resistant to the effect of time_bin_size, but they are also less capable of

reflecting temporal dynamics.
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Fig. 3.10 Spike encoding: (A) Top panel: total number of events counted in the entire
dataset with respect to the threshold and time_bin_size. Bottom panel: relative number of
events detected in the dataset with time_bin_size = 1. (B) MSE of the reconstructed time-
binned signal as a function of the time_bin_size for each encoding threshold. The markers
emphasize the final time_bin_size selected to preprocess the event stream. (C) Frame-
based signal reconstructed from the event stream after time binning with a bin size of
5 ms for all given thresholds. (D) The same color coding as in (A,B) is used to represent the
number of events as a function of the ISI, with fixed time_bin_size as reported in Table 3.2.
The insets demonstrate the detail at ISI values equal to the time_bin_size employed, with
the vertical dashed line showing the minimal temporal resolution of 1 ms. [3]
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3.4 Chapter summary

Whether using event-based or digital sensors, the issue of selecting the proper

encoding is of great importance within the neuromorphic pipeline. Performing a

thorough comparison of the available encoding techniques, we found a depen-

dency between the quality of the encoding and the shape of the input data: its

frequency spectrum and bandwidth of the input especially make a difference in

which encoding techniques perform better than others. Additionally, the spike

count generated by an encoding technique influences the performance of the

downstream SNN: too long intervals between spikes — i.e., a reduced number of

spikes — lead to insufficient stimulation of the deep layers of the network and

inaccurate performance. This results poses a lower bound to the potential of SNNs

to limit power consumption by using sparse communication.

The encoding used for gathering the Braille dataset highlights a different

aspect of the issue. Despite not having access to an event-based tactile sensor, the

authors effectively created one by surrounding the digital sensor and a software

sigma-delta encoder with a conceptual black box, and recording its output. This

simulated event-based sensor effectively recreates the design process behind a

proper event-based sensor: an efficient encoder must be carefully prototyped and

tested, ensuring that the output format retains sufficient information about the

sensor input. In summary, the problem of encoding remains relevant even when

dealing with event-based sensors; meanwhile, the use of digital sensors coupled

with software encoders is not only a more accessible solution, but it can also be

useful for prototyping the qualities of different coding techniques and tuning their

interactions with other elements in the neuromorphic pipeline.

Once the input data has been gathered and encoded, it can be applied to the

inputs of a SNN. In Chapter 4, we will begin to examine the issue of building an

efficient neuromorphic application, starting from its abstract building blocks:

neuron models and network architectures.
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Neural models

Deep neural networks have seen tremendous success in a variety of disciplines

during the last decade. This accomplishment has been enabled by the mas-

sive availability of annotated data, as well as the spread of high-performance

computer equipment such as GPUs. On the other hand, DNNs are extremely

resource-intensive when it comes to energy usage, quantity and quality of training

data, and computing effort. Additionally, although ANNs have demonstrated

remarkable success in a wide range of applications, they are still constrained in

their ability to cope with temporal information. These factors have drawn re-

searchers’ attention to biological neural networks, which, in comparison to ANNs,

use fundamentally different architectures, neural computations, and learning

rules to attain extraordinary energy efficiency and online learning abilities. Within

Spiking Neural Networks (SNNs), biologically plausible neuron models such as

those explored in Section 4.1 communicate with one another in real time through

discrete electrical signals or spikes. Although SNNs have not yet matched the

performance of DNNs, there are specific tasks for which the gap is closing, and in

nearly every case, SNNs use significantly less energy to operate [214].

This chapter delves into the algorithms that underpin SNNs. Neuromorphic

computing has progressed thanks to significant advances in neuron modeling,

learning methods, and network topologies. Because event-based computing

introduces inputs with time domain information, it is necessary to rethink the

learning techniques heretofore used with non-spiking ANNs.
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4.1 Neuron models

Spiking Neural Networks (SNNs) are made up of spiking neurons, linked together

by synapses. Biological neurons interact through the transmission of voltage

spikes, which determine the activity of recipient neurons: when a neuron reaches

a certain voltage polarization, it produces a spike and then reverts to its reset state,

or resting potential [215]. This allows neurons to pass around data asynchronously.

Since the energy consumed by a neuron depends on the amount of stimulation

it receives over time, biological brains are extremely energy efficient. This ap-

pealing characteristic is what compels neuromorphic computing to emulate the

mechanics of the animal neural network [216].

The field of neuron modeling has been stimulated by neuroscience researchers

seeking to generate accurate biological simulations in order to gain a better un-

derstanding of the brain. The Izhikevich model [217] is an example of a neuron

model that tries to bridge biological plausibility while maintaining computational

efficiency; the popularity of this model in the neuroscience world has led to it

being integrated into neuromorphic hardware accelerators such as ODIN [218].

On the other hand, neuromorphic engineers interested in brain-inspired comput-

ing for its power efficiency and unique time-encoding properties are willing to

deviate from biological plausibility in order to obtain better SNN performance or

higher compatibility with the hardware platforms that support them. For instance,

most widespread optimization strategies such as transfer learning and surrogate

gradient techniques perform better with simple models such as Integrate and Fire.

This variety of interests and applications in the neuromorphic computing field

has led to the development of a large variety of neuron models. The majority are

composed of a few common elements: an internal state, that keeps track of the

stimulation received; a threshold value for said internal state, which triggers the

firing output; and an optional refractory period τref, in which the neuron does not

fire and remains insensitive to stimuli [219].

4.1.1 Leaky Integrate and Fire (LIF)

The Leaky Integrate and Fire (LIF) model is by far the most popular and supported

archetype along all neuromorphic platforms and applications. It is the simplest
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and least computationally demanding representation, originally codified by neu-

roscientist Louis Lapicque in 1907 [220]. First, the internal state of the neuron is

its membrane voltage Vmem, which evolves as described by the time derivative of

the capacitance law with respect to a variable input current Isyn:

Isyn(t ) =Cmem · dVmem(t )

d t
. (4.1)

The above equation describes the leak-free version of the model, simply referred

to as Integrate and Fire (IF). When a current appears at the input, V grows with

time until it hits a threshold voltage Vth. As soon as this happens, the neuron

emits a spike, then resets its membrane voltage to a preset resting potential Vrest .

Optionally, the model can remain at the resting potential for a refractory period

τref, reflecting more accurately the biological working of the neuron.

In the LIF model, a leak term Vmem(t )
Rmem

is introduced which allows the membrane

potential to slowly discharge over time, reflecting the diffusion of ions that natu-

rally occurs through the neuronal cell’s membrane. This not only matches more

closely the biological working of the neuron, but it also strengthens the temporal

dimension of the model, making repeated and frequent inputs more relevant than

inputs that are spaced apart in time. The LIF formula changes to

Isyn(t )− Vmem(t )

Rmem
=Cmem · dVmem(t )

d t
. (4.2)

The LIF model has long been a staple of computational neuroscience [221],

and it is currently a favorite method of building SNNs, not only for its computa-

tional and conceptual simplicity, but also because it allows compatibility with

existing ANN training methods. In fact, when τref = 0, τmem = 1, Rmem = 1, and

Vϑ = 1, the firing rate of a LIF neuron is similar to that of the ReLU activation

function in ANNs [214]: this allows to convert trained ReLU-based ANNs to an

equivalent spiking version, side-stepping the difficulty of training networks di-

rectly in the spiking domain [222]. In general, the LIF model does not account

for neural plasticity, and several modified models have been proposed in an

attempt to maintain the LIF’s computational simplicity while adding adaptive

terms that would allow for more powerful cognitive capabilities, especially in

time-dependent deep learning applications that require the neural network to

withhold memory of a prolonged input. One such model is the Adaptive LIF.
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Adaptive LIF (ALIF)

The Adaptive LIF (ALIF) model modifies the LIF neuron with an adjustable thresh-

old that is increased after each emitted spike, then decays exponentially with a

time constant τa. Bellec et al. [223] demonstrated that this adaptive spiking neuron

model improves SNN performance. Additionally, the ALIF has attracted much at-

tention because its use in recurrent SNNs enables a powerful new training method

called e-prop, which aims to reproduce the performance of back-propagation

through time (BPTT), the most well-known training approach for recurrent neural

networks in traditional machine learning [224]. This advancement has shown

enough promise that future next-generation neuromorphic platforms such as

SpiNNaker 2 [122] and Loihi 2 [225] have announced support for some type of

ALIF.

4.1.2 Multi-compartmental neurons

Multi-compartmental neuron models differ from LIF and other simple models

such as Izhikevich because they attempt to replicate not only the pointwise be-

havior of a neuron but also its spatial configuration. The division of the neuron

into compartments allows to model the behavior of the dendrites separately from

that of the cell body (soma). The Urbanczik-Senn model [226], for instance, is

composed of 2 neuron compartments (somatic and dendritic) and 2 synapse types

(static and plastic); this implementation aims to emulate spike-timing-dependent

plasticity to enable supervised, unsupervised, and reinforcement learning. An-

other example is the pyramidal model, which reproduces the topology of the

biological pyramidal brain cell: with a pyramidal-shaped soma and two separate

dendritic trees. This model can be described by 3 compartments (somatic, basal

dendritic, and apical dendritic) and 3 synapse types (static apical, plastic apical,

and plastic basal).

As things currently stand, the real-time (and faster-than-real-time) simula-

tion of multi-compartmental neurons is an important target for neuroscientists.

Learning and development occur over lengthy durations in real brains, making

long-term investigation of these traits a substantial scientific problem; computer

models capturing accurate neuron and synapse dynamics can enable the explo-

ration of long-term phenomena such as lifelong learning or the exploration of
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brain disorders. While many analog or mixed analog-digital neuromorphic hard-

ware do not support multi-compartmental neurons, focusing instead on ASIC

implementation of simpler and more popular point-neuron models, there is an

effort to implement more complex models via software modifications on more

flexible digital platforms such as SpiNNaker [227].

4.2 Spiking Neural Network architectures

SNNs incorporate the biological concept of communication sparsity, and they

are very compatible with time-varying signals because of their functional simi-

larities to biological neural networks. On the other hand, direct training of SNNs

poses significant challenges, because of the complicated inter-neuron dynamics

and the non-differentiability of spiking signals [214]. For this reason, the most

widespread method of developing SNN architectures for practical applications is

ANN-to-SNN conversion; we will explore an example of this type of network in

Section 4.2.1. The development of ad hoc SNN structures is still a subject of lively

debate and research, and we will see some examples of proposed solutions in sec-

tion 4.2.2. The experiments detailed in this section will include architectures that

are particularly suited for the treatment of time-varying signals, either because of

proven functionality and good performance (as in the case of the spiking CNN),

or because of promising innovations brought by a new paradigm (as in Recurrent

Spiking Neural Networks).

4.2.1 ANN-to-SNN conversion: a spiking CNN

A convolutional layer, one of the most common ANN building blocks, is a type of

fully-connected layer that enables optimal analysis of data with a grid-like layout,

such as pictures, by making use of the spatial correlation of the input signal.

The representational qualities of early layers in CNNs are comparable to the

response properties of neurons in the primate’s primary visual cortex (V1) [214].

The substantial improvement achieved by the CNN architecture in the ImageNet

classification problem [228] remains one of the most prominent breakthroughs in

the field of deep learning.



4.2 Spiking Neural Network architectures 51

The analysis of time-varying signals can be accomplished using either con-

volutional or recurrent architectures. In previous work by the author and col-

leagues [2, 1], the convolutional neural network (CNN) was chosen as the basic

architecture to undertake initial training and enable transfer learning of a spiking

version of the same network. This decision was based on the state-of-the-art

results obtained by this type of network in the classification of audio signals cap-

tured by a neuromorphic cochlea [147]; subsequent trials [2] validated the CNN’s

computational and energetic efficiency in the analysis of time-varying data.

Architectural parameters

Starting with the work published in Dominguez-Morales et al. [147] and perform-

ing structural hyperparameter optimization, we created multiple test configura-

tions for the CNN structure. The tested networks all had the fundamental structure

shown in Figure 3.1, but the number of filters in the two convolutional layers and

the number of fully-connected layers differ. All configurations were trained and

tested using the WISDM and FSD datasets (see Chapter 2).

C12-C24-F1, C6-C12-F2, and C12-C24-F2 were the best performing networks.

The median accuracy recorded by the C12-C24-F1 configuration for FSD classi-

fication is 53.00 %, whereas the other two networks perform significantly better,

getting 82.50 % for C6-C12-F2 and 84.00 % for C12-C24-F2. C6-C12-F2 and C12-

C24-F2 are the best-performing architectures for the WISDM dataset, with median

accuracies of 45.00 % and 52.50 %, respectively. The explanation for these low

values is not fundamentally linked to the network structure, but rather to a lower

efficiency of the evaluated encoding techniques with this type of low-frequency

input.

4.2.2 Feed-forward and recurrent SNNs

Recurrent SNNs are composed of recurrently connected layers of spiking neu-

rons. Yin et al. [229] showed that RSNNs could outperform traditional ANNs for

tasks with an inherent temporal dimension, including speech recognition. Fur-

thermore, their RSNNs brought a significant advantage in energy savings over

non-spiking RNNs with comparable accuracy, thanks to their sparse spiking ac-

tivity. In Müller-Cleve et al. [3], the author and colleagues deployed a RSNN to
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achieve a quantitative comparison of the different possible strategies suitable for

effectively dealing with time-based Braille reading signals. In Fra et al. [2], instead,

a Legendre Memory Unit was considered for the classification of HAR signals. The

characteristics of these two networks are detailed in the following paragraphs.

RSNN for event-based Braille data

The authors used a two-layer RSNN based on Cramer et al. [121] and Zenke and

Vogels [230] to perform classification on the Braille dataset (see Chapter 2). The

input was encoded as an event stream with four different thresholds.

The network employed a modified version of the LIF, the current-based (CUBA)

LIF model:

τmem
dU (l )

i

dt
=−(U (l )

i −Ur est )+RI (l )
i , (4.3)

with Ui representing the membrane potential of neuron i (hidden state) in layer

l , Urest representing the resting potential, τmem representing the membrane time

constant, R representing the input resistance. The input current Ii is defined as:

dIi

dt
= Ii (t )

τs yn
+X

j
Wi j S(0)

j (t )+X
j

Vi j S(1)
j (t ), (4.4)

with τsyn representing the synaptic decay time constants, S j (l ) representing the

spike train of the j th neuron at the l th layer, Wi j representing the forward weights,

and Vi j representing the recurrent weights.

I (l )
i (t ) =αI (l )

i (t −1)+X
j

Wi j ·S j (t ) (4.5)

U (l )
i (t ) = (βU (l )

i (t −1)+αI (l )
i (t )) · (1.0−Ureset), (4.6)

with β= exp(−time_bin_size
τmem

) being the voltage decay constant, α= exp(−time_bin_size
τmem

)

the current decay constant, Ureset the reset potential after an event is elicited, and

Ii (l ) the synaptic input current from neuron i in layer l multiplied by the input

resistance R. R =1Ω for convenience.
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The learning technique adopted was Backpropagation Through Time (BPTT).

In this algorithm, the error at the output must be transmitted backwards through-

out the whole network, unrolled in time. The feedforward and recurrent weight

matrices Wi j and Vi j change after a specified loss L to accomplish supervised

learning:

Wi j ←Wi j −η ∂L

∂Wi j
and Vi j ←Vi j −η ∂L

∂Vi j
, (4.7)

with η as the learning rate. The partial derivative of a fast sigmoid function σ(x) is

used as a surrogate gradient in the backward pass (training) to avoid vanishing

issues when using a binary step function Θ(x) in the forward pass (inference),

whose derivative is zero everywhere except at the zero crossing, where it is infinite.

σ(U (l )
i ) = U (l )

i

1+λ|U (l )
i |

, (4.8)

WhileΘ(x) is insensitive to multiplicative re-scaling, σ(x) requires the inclu-

sion of the scale parameter λ as part of the hyperparameter optimization.

To compute the gradients, the authors used custom PyTorch code [231, 230] to

substitute the derivative of spiking non-linearity with said differential function.

We apply the cross entropy to the active readout layer l = L for the loss. It is

formulated as follows for data with Nbatch samples and Nclass classes:

L =− 1

Nbatch

NbatchX
s=1

✶(i = y2) · log


exp

‡PT
n=1 S(l )

i [n]
·

PNcl ass
i=1 exp

‡PT
n=1 S(l )

i [n]
·
 , (4.9)

with n as the time step.

Finally, we must define the regularization loss functions L1 and L2:

L1 = sl

Nbatch +N

NbatchX
s=1

NX
i=1

h
max

n
0,

1

T

TX
n=1

S(l )
i [n]−θl

oi2
(4.10)

indicates the lower-threshold spike count regularization per neuron, with strength

sl and threshold ϑl , and
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L2 = su

Nbatch

NbatchX
s=1

h
max

n
0,

1

N

NX
i=1

TX
n=1

S(l )
i [n]−θu

oi2
(4.11)

is the upper-threshold mean population spike count regularization, with strength

su and threshold ϑu . The overall loss is represented by

Ltot =L +µ1L1 +µ2L2, (4.12)

using µ as a scaling factor, and is reduced using the Adamax optimizer [232].

It is necessary to account for a time binning step for the input event stream

while implementing and simulating SNNs based on this model in PyTorch. Despite

the goal of working with asynchronous and sparse event-based data, fixed frame

lengths were required to correctly represent algorithmic time steps in the domain

of traditional clock-driven hardware such as CPUs and GPUs. The time retrieved

from the signal recordings (Trec) was divided into T chunks, with T defined as T =R
(Trec/time_bin_size) and the quantity time_bin_size inserted as an additional

hyperparameter of the HPO. The encoded signal was then iterated over with a

stride equal to time_bin_size, and a value of 1 was assigned to any time bin where

at least one spike was found, otherwise a 0. The neuron in the output layer with

the greatest spike count at the end of a trial is the winner.

Legendre memory unit

The Legendre memory unit (LMU) is a novel recurrent architecture capable of

approximating the behavior of time cells using ordinary differential equations

(ODEs) integrated over time [233, 234] for a continuous-time delay [235]. The LMU

network’s fundamental attribute is its capacity to decode a delayed signal u(t −θ′)
contained within a sliding window of length θ via a high-dimensional projection

of the input u(t) orthogonalized using the shifted Legendre polynomials [236].

Equation 4.13 gives the i th shifted Legendre polynomial:

Pi (r ) = (−1)i
iX

j=0

ˆ
i

j

!ˆ
i + j

j

!
(−r ) j , (4.13)
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which is used to delay the input signal via Equation 4.14:

u(t −θ′
) ≈

d−1X
i=0

Pi

ˆ
θ

′

θ

!
mi (t ), (4.14)

where the highest-order d −1 in the series expansion is related to the dimension

of the state vector m(t ) — defined by the input u(t ) — as shown in equation 4.15:

θṁ(t ) = Am(t )+Bu(t ), (4.15)

with A and B representing the ideal state-space matrices derived using the Padé

approximants as follows in Equations 4.16 and 4.17:

A = [a]i j ∈Rd×d , ai j = (2i +1)

(
−1 i < j

(−1)i− j+1 i ≥ j
(4.16)

B = [b]i ∈Rd×1, bi = (2i +1)(−1)i , i , j ∈ [0,d −1]. (4.17)

Despite the fact that there is limited literature on LMU applications, remark-

able findings have already been reported, demonstrating state-of-the-art out-

comes in terms of accuracy and an interestingly small number of parameters

while performing keyword detection [237].

4.2.3 A comparison of convolutional and recurrent SNNs for Hu-

man Activity Recognition

In Fra et al. [2], the author and colleagues benchmarked spiking and non-spiking

networks of both convolutional and recurrent types with the HAR task. As shown

in figure 4.1(a), the CNN consisted of two convolutional layers followed by a max

pooling layer, a flattening layer, and two dense layers. We used the same structure

for both non-spiking and spiking convolutional neural networks (figure 4.1(b)),

which are referred to as CNN and sCNN in the following. The spiking CNN was

converted from its non-spiking counterpart using the Nengo neural simulator and

the NengoDL converter. In contrast, we constructed a recurrent architecture with

a structure consisting of two long short-term memory (LSTM) layers connected to

a dropout layer, followed by a dense layer (figure 4.1(c)).
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Fig. 4.1 A summary of the networks investigated. The Converter in NengoDL was used
to transfer the convolutional architecture used in the non-spiking domain (a) into the
spiking domain (b). Instead, the recurrent architectures have distinct structures in the
two domains: the non-spiking implementation (c) used LSTM units followed by a dropout
layer, whereas the recurrent SNN was obtained using a Legendre Memory Unit (f), which
was also implemented in the non-spiking domain (d). An additional modification has
been investigated for both the non-spiking (e) and spiking (g) LMU-based architectures
by introducing frequency filtering on the input. [2]

Unlike convolutional designs, our spiking implementation of recurrent net-

works does not rely on the same architecture as in the non-spiking domain: Fig-

ure 4.1(f) summarizes how we employed an LMU instead of an LSTM, using a

single LMU layer instead of a sequence of LSTM-dropout pairs. We used the

LMU in a non-spiking network as well to extend the network comparison and

benchmarking (Figure 4.1(e)). The spiking CNN, the LMU-based network, and its

spiking version (sLMU) were built straight from their non-spiking counterparts

using the Nengo neural simulator and the NengoDL converter.

Comparison criteria

We produced a trained classifier with optimal hyperparameters for each network

architecture at the end of the proposed workflow, denoted as step (f) in figure 4.1.
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We then set out to evaluate these classifiers in order to assess the benefits of

neuro-inspired techniques.

We examined various metrics in addition to classification accuracy to make a

full comparison across networks that rely not only on distinct designs, but also on

different intrinsic functioning principles. For instance, the number of parameters

and memory footprint have been taken into account for all networks. For Intel’s

Movidius Neural Compute Stick 2, we calculated the number of floating point

operations (FLOPs) and the accompanying anticipated energy consumption for

non-spiking networks. For Intel Loihi, we analyzed the number of neurons, the

number of synaptic operations (SOPs), and the accompanying predicted energy

consumption for spiking networks. Our energy assessments are based on the

findings in Blouw and Eliasmith [56].

Results and discussion

In the neuromorphic realm, accuracy can not be treated as the only significant

parameter in neural network benchmarking, and classifiers comparison in general.

Other metrics, such as energy consumption and memory footprint, provide critical

information for a more thorough evaluation and understanding of neuro-inspired

solutions to classification challenges.

As a result, we accounted for several metrics. They were evaluated for each

network by taking into account the ideal hyperparameter configuration provided

by specially built NNI experiments, each of which performed 1000 trials; therefore,

the development effort in optimizing the parameters for the various systems was

equivalent. Table 4.1 summarizes the metrics studied, along with the associated

values for each network.

We consider classification accuracy first: the LSTM-based network (table 4.1)

achieves the best performance in this regard, scoring (96.42±0.03)%. Remarkably,

its spiking counterpart achieves the second-highest accuracy. The recurrent net-

work based on the spiking implementation of the LMU with rectified integrate

and fire neurons achieves a test accuracy of (94.51±0.15)%, outperforming con-

volutional architectures in the non-spiking domain. Similarly, the spiking LMU

supplemented with auditory-inspired frequency filtering surpasses both spiking

and non-spiking CNNs, with a test accuracy of (94.39±0.13)%.
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Table 4.1 Summary of the metrics evaluated. The stated values were achieved using the
best hyperparameter setup for each network. [2]

LSTM CNN sCNN LMU
LMU
(ff ) sLMU

sLMU
(ff )

Test
accuracy

(%)

96.42
±

0.03

93.81
±

0.10

92.47
±

0.08

91.71
±

0.13

88.16
±

0.13

94.51
±

0.15

94.39
±

0.13

Number of
parameters

2,125,222 144,899 167,973 76,130 89,014 91,200 132,540

Memory
footprint

(MB)

8.50 0.58 0.67 0.30 0.36 0.36 0.53

FLOPs
(x103)

4,249.65 2,828.89 / 158.66 197.00 / /

SOPs
(x103)

/ / 10.82 / / 99.91 127.95

Energy on
Movidius

(µJ)

3,199.99 2,130.15 / 119.47 148.34 / /

Energy on
Loihi

(µJ)

/ / 5.49 / / 50.66 64.87

The total number of parameters, which directly relates to the memory foot-

print, is the second statistic we analyzed further down the rows of table 4.1. From

this point of view, the LSTM-based network’s dominance as the ideal option is

challenged: this design, with more than two million parameters, is by far the most

demanding in terms of memory footprint, with a size of 8.50 MB. The network

based on the non-spiking LMU is more than one order of magnitude smaller, with

only 0.30 MB of memory footprint. Similar values are reported for LMU (ff) and

sLMU, while the spiking LMU with frequency filtering slightly surpasses them,

with a size comparable to convolutional architectures. The diameter of the circles

in Figure 4.2 indicates the relative size of the various networks.

It is simple to find the best network in terms of accuracy and the one with the

least memory footprint by combining the information received from the results

given above. However, as these two networks do not coincide, we must add a

third metric to our multi-objective assessment: energy consumption. This step

quantifies the advantage of a neuromorphic approach for the considered task;

the set of three fundamental quantities extracted from each network elevates the

reported benchmarking above a simple comparison of values, transforming it

into a useful tool for future applications of this neuro-inspired approach. The
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Fig. 4.2 An energy vs. accuracy graphic can be used to effectively depict how meaningful the
gain in terms of energy reduction is with respect to a hypothetical decline in classification
accuracy. The results provided here show that all of the examined SNNs and LMU-based
networks consume at least one order of magnitude less energy than typical DNNs. In
terms of memory footprint, the same conclusion can be obtained, with CNN and LSTM
proving to be the largest networks. Spiking LMUs perform comparably to CNN and LSTM
in terms of accuracy, even outperforming the former. [2]

bottom two rows of table 4.1 highlight that energy consumption is assessed using

two different and specialized pieces of hardware: Intel Movidius Neural Compute

Stick 2 for non-spiking networks and Intel Loihi for spiking networks. Quantitative

analyses are conducted in both circumstances using the results of Blouw and Elia-

smith [56], which provide the energy cost for a single operation. For each analyzed

network, the number of operations and the necessary energy per inference are

presented in table 4.1. The same results are shown in figure 4.2, where the energy

is on the y-axis and the number of operations determines the color of the circles.

As expected, all of the spiking networks are less computationally expensive, with

the spiking CNN delivering the lowest value of 5.49µJ. It is also worth noting that

the assessed energy usage for all LMU-based networks is at least one order of

magnitude lower than that of CNN and LSTM. LSTM reports the highest energy

consumption as well as the largest memory footprint. With more than 3000µJ,

said architecture consumes over three orders of magnitude more energy than

the sCNN. Within the range defined by these two opposites — the sCNN and the
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LSTM — the sLMU is the one pairing the highest accuracy to the lowest energy

cost: 50.66µJ to achieve the second-best accuracy in this test, which makes it

about two orders of magnitude less energy-hungry, but comparable in accuracy

to the LSTM-based architecture.

The spiking LMU’s trade-off between high classification accuracy and low

energy consumption, together with its tiny memory footprint, makes this archi-

tecture a viable contender for on-edge applications of neuromorphic classifiers

aiding real-time tasks. The reported results are also summarized in Figure 4.3,

where a radar graphic is employed to emphasize the strengths and limitations of

the researched networks, in order to evaluate the different designs’ capability to

address different tasks and applications.
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Fig. 4.3 A radar chart of the supplied results for quick comparison of the analyzed networks
based on each of the evaluated variables. The classic DNN designs under consideration,
namely the LSTM and the CNN, are surpassed by the alternative ones based on the LMU
in all energy and memory parameters; the spiking CNN also outperforms the LSTM and
non-spiking CNN in terms of both energy and memory. [2]

4.3 Learning methods

Learning in neural networks, also known as training, entails changing the connec-

tions between neurons. While ANNs have found successful training methods in
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stochastic gradient descent and backpropagation, research in the field of SNNs

has yet to uncover a reliable learning algorithm.

Several candidates for an effective native training method for SNNs have been

proposed [214].

Such methods can be based on a global or local technique. Global learning ap-

proaches, like the classical approach used for ANN architectures, involve updating

all of the network’s hyperparameters at each training step; such algorithms include

Spike-Time-Dependent Plasticity [169] and Back-Propagation Through Time [238].

Local techniques, on the other hand, modify only a subset of the hyperparameters

at each step; examples are Hebbian learning [239] and E-prop [224].

Spike-time-dependent plasticity (STDP) [240] is an unsupervised learning

method, incorporating a localized learning rule at the synapse level. Synaptic

plasticity determines changes in synaptic strength based on patterns detected in

the synapse’s activity. Although the synapse-based learning rule is thought to be

biologically more realistic, learning performance is typically lower than that of

supervised learning.

Other training methods take inspiration from established methods in the world

of ANNs, adapting supervised learning with surrogate gradient descent and spike

backpropagation. SLAYER [241] is a backpropagation-based learning mechanism

which establishes a time-based credit distribution policy to propagate the output

error to preceding layers in the network. This method uses a stochastic spiking

neuron approximation rather than a surrogate gradient method to calculate the

error backpropagation. Bellec et al. [224] proposed instead the eligibility propa-

gation (e-prop) algorithm, which leverages both synaptic plasticity and gradient

descent methods to achieve optimal training for recurrent SNNs. The e-prop

method was iterated upon by Frenkel and Indiveri [242] to improve the detection

of second-long time dependencies, and constitutes one of the most promising

novel learning methods in the neuromorphic field.

Finally, converting ANNs to SNNs [243] is an alternate method for indirectly

training SNNs which consistently delivers state-of-the-art results in terms of

accuracy. In the following section, we will delve deeper into this method, also

known as transfer learning.
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4.3.1 Transfer learning

The Transfer learning strategy is the most commonly used way to train an SNN

in the field of neuromorphic state-of-the-art for categorization of time-variant

signals [244, 245, 147, 246]. The reason for its popularity is that it allows network

designers to use established ANN methods (such as backpropagation and gradient

descent) to train SNNs, sidestepping the difficulty of training a network in the spik-

ing domain. These difficulties mainly stem from the non-differentiability of the

spike signals, and despite ongoing efforts [224, 247], a universally effective spike-

based training method has not yet emerged; transfer learning, then, represents a

useful shortcut to quickly optimize and deploy working SNN prototypes.

Implementing ANN-to-SNN conversion allows to maintain the ANN’s informa-

tion transmission and function, while lowering the effort associated with signal

transmission and matrix operations, thanks to the sparse and binary nature of

spiking signals [214]. The transfer learning strategy involves training an artificial

neural network (ANN) and then transferring the resulting weights to a spiking

network with the same topology [248]. These conversion methods allow the de-

rived SNNs to achieve results comparable to the original network, and therefore

represent a readily employable solution for the deployment of energy-efficient

neural network applications.

In Forno et al [1], we used transfer learning to study the effect of input signal

encoding on the training of a spiking convolutional neural network (sCNN). The

layer structure and perceptor model for CNN training were carefully selected to

ensure identical behavior in the SNN and CNN architectures after weight transfer.

A pooling layer implements an average pooling operation, using the method

proposed by Liu et al. [168] and used in Dominguez-Morales et al. [147] for the

CNN architecture. The neuron model utilized in the convolutional and fully

connected layers is the modified ReLU described by Liu et al. [168], and the

softmax activation function is used in the output layer. Finally, all neurons have

their bias parameter set to 0. The input data is fed to the non-spiking CNN in the

form of sonograms, as seen in the bottom left of Figure 7.5; the network can then

be trained using any of the traditional methods, such as the Back-propagation

or Stochastic gradient descent algorithms. Following the completion of the CNN

training process, a "twin" SNN network is constructed; this new network adopts

the Leaky Integrate and Fire (LIF) neuron model, with the synaptic weights set
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equal to those recovered from the CNN. To adapt the data to the SNN’s input

layer, the sonogram is subjected to a final Poisson Rate encoding step. Because

all encoded data is processed in the same manner, this strategy allowed for a

consistent and fair evaluation method for the various coding systems.

4.4 Optimizing the architecture: model compression

After the training process, numerous optimization strategies may be used to

reduce the size of the network prior to deployment. One of these is model com-

pression. We used two phases [1] to perform model compression on a spiking CNN

trained by transfer learning: synapse reduction, which allows us to deliberately

minimize the number of connections between neurons, and fine-tuning, which

optimizes the network’s remaining parameters. The qualitative and quantitative

benefits of using model compression are numerous: obtaining a much smaller

network, suitable for embedded systems due to a smaller memory footprint and

a lower computational cost; making network simulation in non-neuromorphic

hardware faster; and, in some cases, improving accuracy thanks to a reduction in

the overall stimulus transmitted through the synapses, which can introduce noise

during the computation.

The synapse reduction approach used here involves selectively eliminating

connections between neurons in all layers except the pooling layer based on the

weight associated with the synapse. This elimination is applied without affecting

the network’s structure in terms of the number of layers and the neurons con-

tained in each, by determining the distribution of the values for synaptic weights

and then gradually deleting the connections with the lowest weights. Since for

excitatory connections a higher weight associated with a synapse equates to in-

creased excitability of the neuron when stimulated, this technique allows for

the elimination of synapses that contribute only marginally to the production of

spikes. Inhibitory synapses exhibit the opposite behavior.

The network’s classification accuracy often degrades after the synapse reduc-

tion phase. To restore or even improve on the original classification performance,

a fine-tuning step is used: after restricting the removed weights to 0, a CNN

with the remaining connections is retrained for 5 epochs, then the weights are

transferred back to the SNN version.
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Fig. 4.4 Median test accuracy after synapse reduction (A, C) and fine-tuning (B, D) of all
encoding class, filter type, number of channels, and feature extraction bins combinations
for architectures C6-C12-F2 and C12-C24-F2 performing classification of the FSD and
WISDM datasets. [1]

After determining the best-performing CNN structure (as explained in Sec-

tion 4.2.1), we employed the model compression approach to reduce network

connectivity, therefore lowering memory, compute, and energy needs. To put the

aforementioned strategies to the test, we apply the synapse reduction process

to the best-performing network topologies from prior experiments: C6-C12-F2

and C12-C24-F2. Based on the distribution of their absolute values, we gradually

eliminate connections with increasing synapse weights: initially, we remove con-

nections whose weight is less than or equal to the first quartile, then the median,

and lastly the third quartile. Figure 4.4A depicts the effect of synapse reduction on

FSD dataset classification: the more connections eliminated, the lower the classifi-

cation performance. This trend is caused by a decrease in the number of spikes in

the network, which makes it difficult to excite the neurons in the fully connected

layers correctly. To optimize the model described by the residual synapses, the

smallest network (C6-C12-F2) is fine-tuned by copying the connection settings
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Fig. 4.5 Summary of network settings that enhanced performance on the WISDM dataset
following model compression. [1]

back to the original CNN and retraining it for 10-20 epochs. When the retrained

weights are applied to the final version of the sCNN, the accuracy is equivalent

to the entire network, with a few configurations surpassing the original network

by up to 1.75 %. By pruning up to the third quartile, the compressed networks

achieve a median test accuracy of 81.00 % while keeping only 25 % of the original

network size (Fig. 4.4B); this median value is attained across all filter bank, feature

extraction, and encoding algorithm combinations for this particular design.

In the case of WISDM, synapse reduction reduces accuracy as well (Fig. 4.4C).

However, after fine-tuning the network for the C12-C24-F2 design, an increase

in the maximum possible accuracy can be recorded for some configurations,

resulting in greater performance for the minimized network than the whole net-

work. For instance, the ZCSF algorithm for 16 channels, 18 bins with 3rd-quartile

synapse reduction achieves an increase of of 1.7 %, to 91.7 %, whereas the SF

algorithm for 16 channels, 18 bins with median synapse reduction achieves an

increase of 8.3 % to 95.0 % accuracy.

This enhancement can be attributed to the combined effect of synapse reduc-

tion and fine-tuning, which allows for a reduction in the number of connections

in the network while maintaining a model suitable for data representation: this

results in a reduction in the noise traveling through the network, which benefits
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the classification process. Figure 4.5 depicts configurations that improve their

performance after model compression.

4.5 Chapter summary

Choosing the right network architecture for a neuromorphic system is crucial for

its successful operation. Neuromorphic technology allows for a very detailed mod-

eling of the internal dynamics of a network layer, including the complex behavior

of a single neuron. When it comes to designing neuronal models, there is a high

degree of flexibility as they can be tailored to meet specific requirements, either

by drawing inspiration from biology or by creating computational units that are

less realistic but serve a particular purpose. Despite the numerous possibilities,

the most commonly used neuron model for practical applications is the Leaky

Integrate & Fire (LIF) model, which is preferred because of its low computational

load. In particular cases, the drawbacks of the LIF model can be compensated

by integrating populations of more complex neurons (such as Adaptive LIFs) to

enable additional features in these computational units. Whatever the chosen

neuron model, the interactions between layers and single neurons must be care-

fully evaluated in order to validate proper propagation of information throughout

the network.

The choice of the classifier network is especially important because it de-

termines the efficiency and accuracy of the neuromorphic system. The spiking

Convolutional Neural Network (sCNN) is appealing as a classification architecture,

due to its ease of implementation and the possibility of transfer learning using

well-known and reliable Artificial Neural Network (ANN) methods. However, more

complex networks such as the Legendre Memory Unit (LMU) and the Reservoir

Spiking Neural Network (RSNN) are capable of natively creating a memory trace

of past events in their recurrently connected reservoirs; this capability enables the

classifier to correlate time-varying events on a longer scale. In summary, selecting

the right classifier network, and incorporating the most advantageous neuron

models, can greatly enhance the functionality and performance of a neuromor-

phic system.

While it is crucial to carefully choose the best classifier network for the task at

hand and to consider the strengths and limitations of different neuron models,
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the modelling and architectural choices for a neuromorphic realization of a SNN

are also necessarily informed by the software and hardware available to imple-

ment them. In Chapter 5, we will examine some of the available software for the

design and deployment of neuromorphic applications, delving into two use cases

for hyperparameter optimization and an example of system hardware handling

placement and routing tasks for the SpiNNaker platform.
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Software frameworks

While research in neuromorphic hardware has been intense, creating a plethora

of alternatives focusing on many different aspects of SNN applicability, the ef-

fort on the software side has only recently begun to see significant results. Yet,

while neuromorphic hardware shows tremendous promise for time and resource-

constrained application, its potential cannot hope to be fully realized in practice

without a solid and accessible software stack enabling widespread access to these

platforms for as many developers as possible.

At the present moment, there is not a single all-encompassing framework that

has been embraced by the community to design the entire stack of a neuromorphic

application. In this chapter, we will focus on software designed to aim two main

goals: first, the design, optimization and simulation of a SNN, and second, the

mapping of such a network to a specific hardware platform and its interfacing

with the external world.

5.1 SNN specification software

In the wider world of deep learning, there are several end-to-end network specifi-

cation platforms, such as Tensorflow/Keras and PyTorch. Building on decades of

experience with Von Neumann-based computing, these frameworks are designed

to deliver an all-encompassing development environment that allows to design,

compile, test and deploy a deep learning model on CPU or GPU using the same

tool library. Furthermore, their availability as free/libre open source software has
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made knowledge sharing and experimentation easy and accessible to develop-

ers of all experience levels, enabling continuous innovation both in academic

research and in the commercial field.

The comparative complexity of Spiking Neural Networks and of the novel

hardware platforms designed to accelerate their execution has made it difficult

to realize software frameworks as powerful as those currently available for deep

learning. However, especially in recent years, an increasing number of solutions

have appeared, proposing to close this gap.

5.1.1 PyNN

PyNN [249] is one of the most well-known development frameworks in the neuro-

morphic field. When this Python library was proposed in 2009, the neuromorphic

community was seeing the advent of specialized SNN simulators, such as NEST

and Brian, which exploited efficient multi-threading parallelism to run complex

event-based simulations on multi-core machines and computer clusters. PyNN

provided a unified front-end to most unified simulators, allowing developers to

describe neuron models and network architectures at various levels of abstraction

and to run them on a variety of software and hardware simulators. With time,

PyNN was extended with the ability to compile and map SNN models on neuro-

morphic hardware, such as BrainScaleS [250] and SpiNNaker [28, 251]. Thanks

to its widespread adoption across different research institutions, PyNN has be-

come one of the most useful tools to quickly build portable SNN applications,

encouraging code sharing and reuse and serving as a basic framework to build

more analysis, visualization, and data-management applications.

5.1.2 Nengo

Nengo [252] was developed as a simulator capable of providing sophisticated

networks with cognitive abilities starting from single neuron models, using the

Neural Engineering Framework [191] as a guiding principle to build neural models

accounting for functional objectives as well as anatomical constraints.

Nengo translates the three NEF principles, namely representation, transforma-

tion, and dynamics, into the fundamental units for network development, defining
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three core objects: ensemble, node, and connection. Their combinations yield

two more items, network and model, while a probe allows data collection during

simulations. This set of six front-end objects is the toolbox for creating the neural

model that will be handed to the Nengo simulator, which contains the back-end

functionality for network execution.

The versatility of Nengo’s simulator is a major feature, as seen by the ability

to adapt it to specific, and possibly specialized, hardware [253]. NengoLoihi,

for example, is a dedicated backend to execute Nengo models on Intel Loihi.

Furthermore, because of this flexibility, models from various frameworks may be

easily integrated using NengoDL’s converter, which adapts deep learning models

to event-based models by substituting standard activation functions and layers

with Nengo’s spiking neuron populations.

5.1.3 EONS

Because of the complex interactions between spiking neurons, reusing knowledge

from the DL field to build SNNs may not yield the best results. An alternative

approach is EONS (Evolutionary Optimization for Neuromorphic Systems), a

platform that exploits the principles of evolutionary optimization to easily build

novel SNN applications and prototype them on neuromorphic systems. Starting

from randomly generated populations of neural architectures, EONS evaluates

them and assigns a fitness score to each solution, then employs evolutionary

operands such as crossover or mutation to "evolve" a new generation of networks

from the first one. This system allows to automatically build network "blobs" with

sometimes unintuitive connections, such as recurrently connected reservoirs,

which nonetheless perform well on classification and control tasks. EONS can

also be supplied with neuromorphic hardware constraints in order to adapt the

network mapping to a target machine.

5.2 SNN optimization

ANNs can be described from two complementary viewpoints. On the one hand,

there is the architecture, which specifies the number and kind of layers used, as

well as how they are interconnected; on the other, there are the hyperparameters,
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which specifically identify each network and determine its fundamental behavior.

As a result, hyperparameter optimization (HPO) must be considered while inves-

tigating and comparing different network topologies, especially when needless

complexity must be avoided [254].

The neural network intelligence (NNI) toolbox [255] is a software kit for run-

ning automated ML experiments. Users supply the program with one or more

target parameters and define the desired search space; then, NNI uses various

tuning algorithms to automatically generate trial jobs and determine the parame-

ter configurations that optimize the target result. In the following, we will explore

in detail two use cases for NNI with different applications.

5.2.1 Case study 1: HPO for HAR

In our study of spiking and non-spiking networks for HAR classification [2], we

performed NNI optimization for each of the networks introduced in Section 4.2.3

and described in Figure 4.1. Each optimization experiment consisted of 1000

trials, using the built-in annealing algorithm as the tuner. To help reduce the

problem of local minima affecting annealing techniques [256], each trial set in-

cluded 4 regularly spaced random tuner reinitializations. At the end of each trial,

made up of 100 training epochs, the sets of weights delivering the best training

accuracy were retrieved to evaluate the test accuracy, which was the experiment’s

optimization target. All of the analyzed networks were trained using the Adam

optimizer with constant learning rate, including learning rate optimization during

the experiment trials. Table 5.1 provides an overview of the hyperparameters

found by the HPO.
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Table 5.1 Summary and description of the optimized hyperparameters. All of the hyperpa-
rameters reported for the non-spiking implementations are also used for the correspond-
ing spiking networks. [2]

Network Hyperparameter Description

LSTM

units_1
Number of units in the LSTM layers

units_2

dropout_1
Dropout rate between the LSTM layers

dropout_2

l2_2
L2 regularization applied to the recurrent weight matrix

in the second LSTM layer

CNN

filters_1
Number of filters in the convolutional layers

filters_2

kernel_size_1
Dimension of the kernel in the convolutional layers

kernel_size_2

dense_1 Number of units in the first Dense layer

Spiking CNN

target_rate_1 Target value for neurons firing rates regularization
in the convolutional layerstarget_rate_2

reg_conv_1 L2-like regularization applied to the neurons firing rates
in the convolutional layersreg_conv_2

scale_firing_rates Scale factor for the neurons firing rates

synapse
Time constant of the synaptic low-pass filter

on the output of all the neurons

n_steps
How long (in simulation time steps ⋆) the input

is presented to the network

LMU

units Size of the LMU kernels

order Number of Legendre polynomials

theta Length of the sliding window

synapse_in
Time constant of the synaptic low-pass filter

on the input connection of the LMU

synapse_out
Time constant of the synaptic low-pass filter

on the output connection of the LMU

tau
Time constant of the discretized synaptic low-pass

filter on the internal connections to memory

Spiking LMU ⋆⋆

n_neurons
In place of units, size of the neuron ensembles (whose

number is defined by order)

synapse_all
Time constant of the synaptic low-pass filter on

the connections between neuron ensembles

max_rate Firing rate for neuron input equal to 1

All
batch size Number of training examples in each learning iteration

learning rate Step size for weights update in each learning iteration

⋆ The default value in Nengo of 1 ms is used
⋆⋆ All the hyperparameters for the non-spiking LMU are specifically re-optimized for the spiking implementation
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Fig. 5.1 Two iterations of NNI search for the LMU performing HAR classification. (A) A
first iteration of the search finds a range of optimal values for the network parameters. (B)
To refine the search, the parameter optimization is repeated, restricting the search space
to the best performing ranges (the red areas in (A)). [2]

5.2.2 Case study 2: HPO for Braille reading

In order to validate the novel Braille dataset [3], recurrent (RSNN) and feedforward

(FFSNN) models were built and tuned with the same parameter optimization

approach presented in Case Study 1. A separate optimization was performed

for each of the event streams derived from the original frame-based signal by

varying the encoding threshold value ϑ. Each HPO took 600 trials using the Anneal

algorithm with the values provided in Table 5.2. To limit the impact of local

minima, each experiment included two evenly spaced random reinitializations of

the tuner. All trials were made of 300 training epochs, with intermediate outcomes

for both training and test at the conclusion of each epoch and an 80/20 train-test

split. In order to account for possible overfitting, the test accuracy was selected as

the optimization objective of the HPO study, and the greatest value was extracted

at the end of each trial.

Following the annealing-based procedure, the authors explored a portion of

the initial search space using a grid search on the two most relevant hyperparame-



74 Software frameworks

Table 5.2 Description of the hyperparameters contained in the HPO problem search
space. [3]

Hyperparameter Description

scale, λ Steepness of surrogate gradient

time_bin_size Time binning of the encoded input

nb_input_copies Copies of the encoded signals provided to the input layer

tau_mem, τmem Decay time constant of the membrane

tau_ratio
Ratio between the decay time constants of the membrane

and the synapse (τs yn )

fwd_weight_scale
Scaling factor for weight initialization of the forward

connections (Wi j )

weight_scale_factor
Scaling factor for weight initialization of the recurrent

connections (Vi j )

reg_neurons, L1 Regularization on the number of spikes per neuron

reg_spikes, L2 Regularization on the total number of spikes

ters in terms of energy consumption, time_bin_size and nb_input_copies, because

they determine the number of operations that must be computed per inference.

This two-step HPO approach yielded an optimized network for each threshold

value in the sigma-delta encoding. All of these RSNNs have a recurrent, fully

connected hidden layer with 450 LIF neurons and an output layer with 28 LIF

neurons. The number of output neurons includes the 27 classes dictated by the

Braille alphabet plus 1 extra class designed to identify edge scenarios, such as

faulty contact between the fingertip and the letters, an eventuality that would

need to be addressed in the event of future online implementations. The size of

the input layer was instead optimized: the number of input neurons is defined

as (2 ·n_taxels ·nb_input_copies), with the factor 2 representing the event polarity,

n_taxels = 12 the sensors in the robotic fingertip, and nb_input_copies the variable

to optimize. All networks used a batch size of 128 and a learning rate of η= 0.0015.

The primary objective for the optimization using the two-step HPO technique

was classification accuracy, but we also monitored the Time-to-Classify (TTC) and

power consumption, with the latter separately reported in Chapter 6. The minimal

temporal length of the input required for successful classification is an instructive

figure of merit to be considered in the context of an online implementation of

the suggested RSNN. Therefore, TTC was defined as the ratio of the signal length

required for successful classification over the whole acquisition time of the Braille

letter, which was fixed to 1.35 s due to the fixed sliding speed.
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Table 5.3 Optimized hyperparameter values for each encoding scheme after grid search. [3]

Threshold (θ)

1 2 5 10

scale 5 15 10 10

time_bin_size (ms) 5 3 3 5

nb_input_copies 2 8 4 2

tau_mem (ms) 60 50 70 70

tau_ratio 10 10 10 10

fwd_weight_scale 1 1 1.5 4

weight_scale_factor 1e-2 2e-2 3.5e-2 1.5e-2

reg_spikes 4e-3 1.5e-3 1e-3 1.5e-3

reg_neurons 1e-6 0 0 0

For each threshold, the parameter space following NNI optimization and grid

search showed no notable trends: the complicated interaction of many parameters

results in a variety of local optima with comparable test accuracy. Singling out the

trials with the highest classification accuracy for each encoding threshold, as in

Table 5.3, yields similar results: only the forward weight scale (fwd_weight_scale)

appears to increase as the threshold rises. The membrane potential time con-

stant τmem varies just slightly, with no discernible trend, and the tau_ratio, which

describes the relationship between τmem and τsyn, is constant; this shows that

the membrane time constants are determined by the spatial-temporal features

of the data, regardless of the encoding threshold. This unvarying membrane-to-

synapse time constant ratio appears to strike an ideal balance between neuron

and synapse dynamics for the Braille reading task.

Figure 5.2 depicts a summary of the RSNN classification accuracy after grid

search optimization. The highest threshold (ϑ= 10) has the worst overall perfor-

mance. Out of all the explored combinations of time_bin_size, nb_input_copies,

and encoding thresholds, the best result in terms of accuracy was reported by

the network with encoding threshold ϑ= 5, a time_bin_size of 3 ms, and 4 input

copies. However, the standard deviation of its accuracy was larger than for other

combinations, as shown in Figure 5.2B. The best configuration found for an en-

coding threshold ϑ= 2 resulted in a similar mean accuracy, but with a significantly

lower standard deviation: (80.9±0.3)% test accuracy compared to (80.9±1.9)%.

Taking into account this information, the optimum configuration has encoding

threshold ϑ= 2 with a time_bin_size of 3 ms and a number of copies equal to 8.
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Fig. 5.2 The accuracy performances of RSNN and FFSNN as a result of grid search ex-
ploration in the two-step HPO technique are summarized. (A) Best test accuracy results
produced by the RSNN for all combinations of time_bin_size and nb_input_copies. (B)
Mean and standard deviation of the FFSNN and RSNN accuracy results, with the best
parameters for each encoding threshold. [3]

The accuracy results analysis provided an additional insight about the impact

of the encoding threshold and time_bin_size, as shown in Figures 5.2A-B. A varia-

tion in either of these two parameters causes a similar pattern in test accuracy:

after an initial increase that leads to a maximum, a further increase causes a

decline in classification performance. In contrast to the findings about the preser-

vation of events for different thresholds discussed in 3.3, the accuracy for higher

encoding thresholds reduces the most for greater time_bin_size. When comparing

the network performance of the RSNN with the FFSNN, as shown in Figure 5.2B,

we see a steady decrease for the FFSNN with rising thresholds, but practically

constant performance for the RSNN up to ϑ= 10, where it begins to drop off.

When planning an online hardware implementation, one must consider not

just classification performance, but also energy efficiency. In this regard, the en-

coding threshold of 1 is the most promising candidate, since it requires fewer input

copies and a larger time_bin_size, resulting in a much lower energy footprint at

comparable performance. Regardless of the hyperparameters, the TTC is constant

across all situations, and the entire time series is required for the best classification

performance. The authors also compared these findings to a 27-class implementa-

tion, in order to confirm the utility of the extra class. This investigation indicated

that similar results are obtained in both scenarios, indicating that the addition of

a 28th class has no negative impact on classification performance.
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5.3 System software: the SpiNNaker example

Any novel neuromorphic platform necessitates the development of system soft-

ware, containing the platform-specific compiler and run-time managers that

handle the execution of SNN applications on the hardware. The SpiNNaker soft-

ware stack provides a particularly complete example of an end-to-end toolchain

for the design and execution of SNN applications on neuromorphic software. As

application software, SpiNNaker adopts the PyNN libraries, allowing developers

to abstract the SNN design from the underlying software.

The sPyNNaker middleware [28] is composed of two parts: a set of Python

libraries that preprocess the PyNN models and translates them into SpiNNaker

applications, and an event-driven operating system running on the hardware

platform, which interfaces the user application with the underlying SARK manage-

ment software. The SpiNNaker system, being composed of fully-programmable

ARM cores, provides researchers with the flexibility to upgrade and expand the

system’s capabilities in tandem with advances in neuroscience and computing.

In fact, while sPyNNaker includes implementations of the standard cell models

defined in PyNN (such as LIF and Izhikevich neurons), it also allows users to

implement their own neuron models.

Another important step in the sPyNNaker toolchain is the optimization of the

application for execution on the physical hardware. The software must map the

SNN to an application graph, partition that into a machine graph, and generate

the routing information among machine vertices. Efficient mapping and routing

on SNN applications is a problem that has been previously tackled by researchers

at Politecnico di Torino. Urgese et al. [4] extensively profiled the SpiNNaker board’s

communication bottlenecks and proposed the SNN-PP methodology for SNN

partitioning and placement focused on reducing inter-core spike communication.

Barchi et al. [257, 258] re-evaluated the neuron-to-core mapping issue and real-

ized a task-based placement pipeline based on the minimization of the distance

traveled by packets exchanged by cores. These works especially highlighted the

importance of communication directionality between network vertices: chips

intercepting the flow of packets in opposing directions create traffic "hot spots"

due to the increased burden placed on the local router. Figure 5.3 summarizes

this finding.
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Fig. 5.3 A visual representation of "hot spots" on a SpiNNaker chip, courtesy of Urgese et
al. [4]. The top row shows the flow of packets traversing the chip, which the local router
needs to deliver to neighboring chip. The bottom row shows the percentage of successfully
delivered packets with the given configuration in tests featuring heavy packet traffic. ©
2016 IEEE.

Building on the above work, the author joined researchers at the University

of Manchester to assist in the implementation of new neural models exploiting

the flexibility of the SpiNNaker hardware. The goal of this research was to create

functional multi-compartmental neuron models based on the Urbanczik-Senn

and pyramidal designs (see Chapter 4). Due to hardware limitations, in order to

make real-time simulation feasible on the machine, the choice was made to use

rate-based neuron models and to split the execution of the synapse and neuron

compartments on separate hardware cores. While the researchers at Manchester

oversaw the development of the neuronal model, the author undertook the task of

exploring placement strategies to enable the execution of a multi-compartmental

network on the SpiNNaker supercomputer. This led to a collection of results

presented for the first time in the following section.

5.3.1 Placement and routing exploration on SpiNNaker

As a test application for the multi-compartmental model, we selected a 2-layer

MNIST classifier using said neurons, the structure of which is portrayed in Fig-

ure 5.4. The goal was to reach real-time execution at 1 ms timestep, and in order

to avoid overwhelming the communication infrastructure, rate-based coding

was an obligatory choice for interneuron data exchange. However, SpiNNaker is

designed for spike-based coding; that is, the router was built with the assump-

tion that each communication packet contains one spike worth of information.

Therefore, the router is designed to drop packets when its buffer is full, because
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the loss of a single spike does not significantly degrade communication quality

in event-based encoding. This poses a significant problem with the adoption

of rate-based coding: with this paradigm, a packet now encapsulates a whole

timestep worth of information. Packet loss, then, leads to significant informa-

tion loss, which can snowball throughout the simulation, leading to classification

failure. While SpiNNaker’s system software includes a reinjector system which

intercepts dropped packets and attempts to re-circulate them, the complexity

of the multi-compartmental network is such that this measure is not sufficient

to guarantee correct performance. Then, it becomes necessary to respect strict

timing constraints in order to reduce packet loss as much as possible. This issue

can be tackled not only by reducing the processing time, but also by finding the

most efficient hardware placement that minimizes the distance traveled by the

packets.

Fig. 5.4 Diagram of the 2-layer multi-compartmental MNIST classifier. Highlighted is the
pyramidal neuron, showing the fan-in on the different synaptic compartments.

Communication test with a single neuron

In our first test, we profiled the performance of a single pyramidal neuron, based

on the MNIST network design. The source-to-synaptic input part of the network

was isolated for a feasibility study, without taking into consideration any delay

introduced by the later processing of the input by the neuron model. In order to

reproduce the total fan-in of 1784 for the first-layer pyramidal neurons, we used

random Poisson spike generators to excite the target synapses with the same rate.

Then, we extensively tested a number of configurations by varying the coordinate
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of the target chip, the number and placement of the spike source populations

connected to each synaptic core, and the number of neurons in each source and

target population.

Two example configurations are showed in Figure 5.5. In this particular test,

16 source populations were connected to each of the 14 synapse populations

in the target core. The yellow square in the figure highlights the coordinate of

the target chip; 42 chips were used to generate the random input, and the chips

with a gray hash pattern were not used in the simulation. The most notable

result is the rightmost column, showing the heatmap of dumped packets for

each chip on the board. In all simulations, the communication tests showed

that packet loss has a clear dependence on the relative placement of the sources

and targets. Additionally, the middle column in Figure 5.5, showing the overall

traffic of multicast packets, demonstrates that the packet traffic is heaviest in the

central diagonal set of chips, regardless of target placement. For this reason, in

subsequent experiments, we try to avoid placing traffic-heavy nodes in this region.

Fig. 5.5 Results of the single-neuron communication test with 16 input populations con-
nected to each target synapse core. In the top figure, the target is placed on chip (4,4),
while in the bottom figure, the target is chip (7,4). Left column: number of local multicast
packets. Middle column: number of external multicast packets. Right column: number of
multicast packets dumped by the chip router.
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Custom placement, routing, and data visualization

In our second test, we attempted to find an optimal placement for a single-board

network. The target was a reduced single-layer network featuring as many pyra-

midal neurons as could fit in a single 48-chip board.

In order to accomplish this research, the author developed several pieces of

software interacting with the sPyNNaker framework. First, a custom placement

script intervenes at the partitioning and placement stage of the sPyNNaker stack,

in order to inject a predefined placement that overrides the default setting. Second,

a visualizer script was developed in order to quickly analyze the results of the

placement. The visualizer shows the position of all neuronal populations and

automatically calculates the size and direction of packet flow. It also visualizes a

heatmap of lost multicast packets in the hexagonal mesh layout.

In Figure 5.6 we can see the visualizer output when the sPyNNaker default

algorithm attempts to place the populations on the Spin5 hardware. This default

placement results in failure, with 1105 packets lost for a 6 s simulation.

Fig. 5.6 Visualization of the default placement for the reduced pyramidal-based network.

Figure 5.7 shows the best placement, empirically found by moving the source

populations off the diagonal and placing the strongly-interconnected top-down

and output neuron populations on the same chip. With this custom placement,

simulation is successful and no packets are lost.
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Fig. 5.7 Visualization of the custom placement for the reduced pyramidal-based network.

The customized routing script was later expanded to include customized rout-

ing. By default, SpiNNaker uses a technique called Neighbour Exploring Routing

(NER) [259]. While this algorithm is adequate for normal SNN applications, it can

create unwanted excessive load on the diagonal path, as seen in Section 5.3.1, as

well as conflicting directions for the traffic paths, as in Figure 5.3. As a proof of

concept, the author created an ad hoc traffic-aware routing algorithm based on

the original NER. In this algorithm, the source neurons are identified and given

priority for routing, avoiding conflicting directions and minimizing the number of

packets using the diagonal. The generated routing lists were successfully injected

and executed within the sPyNNaker framework. The visualizer was also expanded

with GUI options allowing to select a neuron population in order to visualize the

routing of its packets. Figure 5.8A shows the custom routing executed for the input

source at chip (4,0). The arrows show the path followed by packets originating

from this population.

The custom placement and routing options have also been tested on a multi-

board environment. At the time of writing, the only multi-board environment

available to the author was the remote SpiNNaker supercomputer accessible

through the Spalloc client. Due to limitations in the way machines are allocated to

individual users, however, the placement and routing could not yet be tuned in an

optimal way. For instance, in Figure 5.8B, a slightly larger network was placed on
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3 adjacent boards. However, the allocated cluster had a dead chip at (4,6), which

could not be controlled or foreseen at the moment of deployment.

Fig. 5.8 (A) Custom routing and visualization feature. Highlighted is a customized route for
the input source at chip (4,0). (B) Multi-board placement and routing feature. Highlighted
is the route for packets originating from the pyramidal population at core (0,0).

The lack of accessibility to multi-board testing has therefore slowed down the

research into multi-board performance, which is nonetheless extremely important

for the feasibility study of the multi-compartmental network, as the board-to-

board connections inevitably introduce delays and non-idealities in the data

exchange. It remains to be seen, then, whether innovations in placement and rout-

ing will be sufficient to guarantee efficient simulation of the multi-compartmental

neurons on SpiNNaker. However, this study demonstrates the exceptional flexibil-

ity and adaptability of this neuromorphic platform, and confirms the importance

of fully-programmable hardware simulators in this field of research, as they allow

for continued software-based innovation and experimentation that could not

have been foreseen at the time of their development.

5.4 Chapter summary

As we have seen in this chapter, the proper functioning of a neuromorphic appli-

cation requires the interaction of many complex pieces of software. On the one

hand, SNN specification software empowers developers to create simple, abstract

and portable descriptions of the desired models, also handling their compilation
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and deployment on simulated or physical hardware backends. On the other, tech-

niques that had been previously developed for ML and ANN applications remain

relevant for the specific needs of SNNs. Methods such as hyperparameter opti-

mization are an important tool to refine the details of a network and significantly

improve the results.

Finally, the importance of flexible system software serving as a middle layer

between the specification and deployment software and the hardware’s low-level

operation is not to be discounted. The author’s investigation found that SpiN-

Naker’s system software stack could effectively interact with the PyNN libraries to

enable the implementation of new functions, even compensating for restrictions

that could not have been foreseen at the moment of designing the hardware; for

example, exploring new placement and routing strategies to accommodate novel

and more computationally demanding neural models. In Chapter 6, we will fol-

low this lead into an exploration of the computational abilities of neuromorphic

hardware.



Chapter 6

Hardware platforms

Neuromorphic computing focuses on the replication of neural processes in novel

computer architectures [260, 52], directing efforts toward the development of

specialized neuromorphic hardware [24, 261, 25, 26, 262–264, 61].

The goal of a neuromorphic platform is to imitate animal brain behavior using

an event-driven mesh of biologically realistic neuron models called a Spiking

Neural Network (SNN), wherein each computational unit is a set of neurons.

Among the neuromorphic platforms in active development are:

• BrainScaleS [265]: the project’s purpose is to produce a hardware platform

capable of simulating biological neurons at speeds faster than real-time.

It is realized using transistors that operate over their threshold, fitted with

high-end FPGAs to externally configure synapses and neurons, and also

offers analogue synapses integrated at wafer scale. This architecture’s goal

is to simulate SNNs in accelerated time, so that a simulation that would

ordinarily take months or years can be completed in minutes or hours.

• Dynap-SEL [26]: an acronym for Dynamic Asynchronous Processor Scal-

able and Learning, it is a VLSI microprocessor. It has five neuromorphic

cores, and the neurons are linked together by a multi-router hierarchical

organization based on a mesh schema. There are two versions with different

grids: 16x16 and 4x4. This architecture was designed with edge computing

applications in the IoT and Industry 4.0 areas in mind.
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• Loihi [25]: created by Intel in 2017, it is a self-learning neuromorphic re-

search chip with 128 cores and around 130000 neurons. The entire archi-

tecture is digital, with an asynchronous design to reduce power usage. The

design has potential uses as an SNN-based coprocessor in heterogeneous

SoCs.

• SpiNNaker [266]: a platform that targets real-time SNN simulations using

an event-driven computing method similar to that observed in the human

brain [24]. The fundamental distinction between SpiNNaker and other

architectures is that it does not rely on VLSI customization at the wafer or

transistor level: the platform’s nodes are made up of hundreds of ARM-based

general-purpose processors. As a result, SpiNNaker can natively support

any C program written for the ARM platform.

In this chapter, we will see two case studies delving into the details of neuro-

morphic hardware characteristics and performance metrics. The main platforms

used within this research are SpiNNaker and Loihi. In Section 6.1, we will thor-

oughly benchmark the SpiNNaker board’s efficient communication infrastructure

using the MPI paradigm for parallel computing. Section 6.2 is a detailed compari-

son of the performance of the Jetson GPU and the Loihi neuromorphic platform

on the Braille dataset classification task [3].

6.1 Exploring the SpiNNaker communication infras-

tructure with MPI

SpiNNaker is an entirely digital neuromorphic hardware platform that integrates

high-throughput multicore and distributed-memory devices with a dense net-

work of interconnections, forming a homogeneous lattice that connects all of its

computing units. The system was created specifically for the simulation of Spiking

Neural Networks (SNNs): to accomplish this, the platform includes massively

parallel processing and a powerful communication architecture based on small

packet transfer. Previous research [267, 268] demonstrated that the SpiNNaker

topology outperforms traditional multicore architectures when tackling massively

parallel computation, ensuring superior scalability as input sizes grow. While most

neuromorphic designs are focused on a particular implementation for a spiking
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neuron model, the ARM-based SpiNNaker platform supports the computation of a

wide range of neuron models as well as general-purpose applications [28, 269, 270].

To enhance the accessibility and efficiency of general-purpose programs, Barchi

et al [271] extended the SpiNNaker application stack by integrating the SpinMPI

library, which takes full advantage of the platform’s brain-inspired connectivity

mesh for effective inter-chip communication. In the research presented in this

section, the author demonstrates through on-board tests that MPI provides for

simple and efficient general-purpose code implementations, and compares its

results to those produced using the SNN framework [5]. The targeted applica-

tion is PageRank (PR), an algorithm that had been evaluated in previous work

by Blin et al. [267] through the development of a bespoke SNN implementation

on SpiNNaker. The author implemented PageRank with the MPI programming

model and transferred it to the SpiNNaker platform, in order to compare the

scalability of the MPI application to that of the corresponding SNN implemen-

tation and use the PageRank algorithm’s characteristics to test the behavior of

the MPI implementation on SpiNNaker when faced with large communication

requirements.

6.1.1 The SpiNNaker hardware

The SpiNNaker platform is available in two flavors. The Spin5 board contains 48

chips, whereas the Spin3 board contains four chips. A SpiNNaker chip contains

18 ARM processors, a proprietary 6-link router, a System NoC, and 128 MB of

SDRAM [24]. The chip is regarded as the fundamental building component of

the design; its architecture is depicted in Figure 6.1, which describes the four

chips of a Spin3. By default, internal clocks run at 200 MHz to ensure minimal

power consumption. Furthermore, each CPU has two tightly coupled memories

(DTCM and ITCM) for data and instructions. Within the low-level programming

elements included in SpiNNTools [272], cores are organized as follows: 1 serves

as a Monitor Processor (MP), 16 as Application Processors (AP), and the final as a

backup in case of hardware failure. The Monitor Processor is in charge of running

the low-level SARK operating system, while the Application Processors execute

the user program.
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Fig. 6.1 The Spin3 design. [5]

A critical component of the design is the physical setup of the communica-

tion channels. These channels could connect two cores on the same chip or two

cores on different processors. The former is the simplest scenario, where "close"

communication occurs in a synchronous manner, taking advantage of a 128 MB

Synchronous DRAM. In the latter situation, communication is asynchronous,

drawing on mechanisms found in the biological brain. A 1024-line integrated

router, one on each SpiNNaker chip, drives packets. Because embedded routers

are small CAMs, they have a low latency (∼0.1µs per hop) [270]. Despite con-

straints on synchronous packet transmission [30, 4], the router’s unique archi-

tecture enables the transmission of two operative packet types: Multicast (MC)

and Point to Point (P2P). Routers facilitate the transfer (and re-transmission) of

72-bit packets; for longer communications, the platform’s low-level APIs must be

used to encapsulate them into datagrams. Said APIs also provide mechanisms for

packet reconstruction: the SpiNNaker Datagram Protocol (SDP) layer manages
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large-packet communication up to 256 bytes [266]. The Monitor Processor is in

charge of running SDP facilities.

SpiNNaker comes with three basic communication profiles, regardless of the

type of data:

• P2P (Point-to-Point): a core communicates data to another core on the

same or a different chip via the monitor processor.

• Multicast: a single core communicates to a subset of cores on the connected

chips at the same time.

• Broadcast: a single core communicates to every other core on the board at

the same time.

Because the base network is structured as a mesh, any chip can initiate a

communication channel (broadcast, multicast, or P2P) or act as a forwarding spot

to assure connectivity between two chips that are not physically connected.

Applications and experiments on SpiNNaker are sustained by two environ-

ments: the Host PC, which runs Python modules [28], and SpiNNaker itself, which

runs a software stack entirely written in C and Assembly language [272]. On top of

this core is the SpinMPI library [271], a SpiNNaker translation of the MPI paradigm

that seeks to provide a high-level interface for the user to easily control communi-

cation among physical cores: the Application Command Framework (ACF), which

uses lengthy datagrams to encode application commands as a Remote Procedure

Call (RPC) [273]. The Multicast Communication Middleware on the hardware

side determines the format of each packet based on the communication profile

(unicast or broadcast).

6.1.2 SpinMPI

SpinMPI [271] is a package that provides support for MPI (Message-Passing In-

terface) communication and synchronization primitives on SpiNNaker. The MPI

paradigm includes a synchronization barrier function as well as message-passing

primitives that can be used to handle synchronous communication on a platform

with distributed-memory computing units such as SpiNNaker. SpinMPI also in-

cludes standards for the implementation of communicators. A communicator is
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an interface that collects methods for managing synchronous communication

among variously structured groups of units; many MPI communicators can exist

on the same physical network; SpinMPI’s current release includes point-to-point

and broadcast communicators. Each process in the MPI paradigm is assigned a

unique identification, or rank. A communicator’s processes are identified by their

rank: for example, a point-to-point communicator involves two processes, one

triggering an MPI Send and the other enabling an MPI Receive; on the other hand,

a broadcast communicator includes every process in the system. To synchronize

all processes, the MPI Barrier is invoked. At the end of the execution, the findings

and metadata are saved into dedicated reports, which are downloadable straight

from the memory of SpiNNaker cores.

SpinMPI includes synchronization methods to ensure that multiprocess com-

putations are valid. Although synchronization is not needed in point-to-point

communication, both multicast and broadcast require it to ensure that messages

are received by all processes in the communicator. The board’s chips are separated

into logic subregions within the SpinMPI communication logic: a hierarchical

strategy assigns chips to concentric ring-shaped layers based on the distance of a

node from the axis origin, which corresponds to the chip (0,0). Ring 0 includes

only the chip (0,0), which manages Ethernet communications with the host and

other Spin5 boards. Ring 1 is formed by its neighboring chips — (1,0), (1,1), and

(0,1); the other rings are constructed as shown in Figure 6.2.

Fig. 6.2 The synchronization rings of the 48-chip Spin5 board. [5]

A three-tiered hierarchy is used for broadcast synchronization. Each level is

overseen by one or more managers, who are responsible for gathering all synchro-
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nization messages from that level. The manager then sends a synchronization

packet to the upper level (Figure 6.2). The tiers of hierarchy are as follows:

1. Chip level: SYNC1 packets are sent to all cores of a SpiNNaker processor.

After collecting all synchronization packets, a SYNC2 packet is produced

and transmitted to the upper level.

2. Ring level: a ring is made up of chips that are the same distance from (0,0).

The chips labeled (x, y)|x = y are the SYNC2 managers, who are in charge

of collecting the group’s synchronization packets. Each ring master knows

how many SYNC1 packets should be sent; once all of the predicted packets

have been received, they send a SYNC3.

3. Board level: all level 2 managers send SYNC3 signals to the level 3 manager,

i.e., chip (0,0). When all level 2 managers have submitted their packets, the

level 3 management sends a SYNCunlock, also known as an ACK packet,

through MPI Broadcast. The synchronization phase is now complete.

6.1.3 PageRank

As a benchmark application for the developed SpinMPI module, we selected

the PageRank algorithm. The PageRank method [274] appears to be a logical fit

for architecture designs such as multiprocessing neuromorphic hardware, as it

involves iterative computing on a highly interconnected graph with high commu-

nication requirements. The graph topology is complex enough that scalability

concerns easily arise, both in terms of processing time and in the number of

packets traveling throughout the network. In fact, at every iteration, each node

must share its data with all of its neighbors; the creation of an expansive, densely

connected graph where each node acts independently necessitates an architecture

that supports a large number of concurrent operations and efficient inter-process

communication: SpiNNaker meets all of these characteristics.

Blin et al. [267] set out to prove that, for massively parallel queries that also

require the exchange of numerous short messages among workers, neuromorphic

technology outperforms standard architectures in terms of scalability. We pro-

pose to validate this assertion by presenting MPI libraries specifically created for

SpiNNaker, a valuable tool to be employed alongside Spiking Neural Networks on
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neuromorphic hardware. A secondary result of the presented research are the clear

potential benefits that a mesh of computing elements duplicating the SpiNNaker

interconnection design might bring for running PageRank-like algorithms.

PageRank algorithm

PageRank is a well-known graph-based method that provides a quantitative classi-

fication of a set of items. Its original purpose was to categorize web pages based

on the number of links a single page has in comparison to all others [274]. When

PageRank was introduced in 1998, the algorithms used by internet crawlers for

indexing web pages were becoming an increasingly important topic as the World

Wide Web expanded exponentially in size. The PageRank model was designed to

provide effective scalability for the WWW ecosystem by creating high-quality cate-

gorization based on hypertextual and keyword-based search rather than statically

indexed directories. The classification is based on providing a rating, or rank, to

each website that represents its "popularity" across the web, depending on the

cardinality of incoming links to the page. The formula in Equation 6.1 is used to

compute a page’s rank [275]:

PR(A) = 1−d

N
+d ·

ˆ
nX

k=1

PR(Pk )

C(Pk )

!
, (6.1)

where:

• PR(A) is the PageRank score for the target page A

• N is the total number of pages in the domain

• n is the number of pages on which a link involving both Pk and A exists

• C(Pk ) denotes the total number of incoming links for Pk

• d is the damping factor, which is used for calibration; a typical value is 0.85.

PR() and d are both probabilities. PR(Pk ) indicates the likelihood that a user

would randomly query a particular page Pk ; d is the possibility that a user will

stop following links and begin a completely new and unrelated search. In contrast,

1−d represents the complimentary probability that the hypothetical visitor will
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move on to a connected page. To calculate the PageRank score for a generic item

A in a graph, each of the vertices must know the PageRank score for every other

vertex.

PageRank Implementation on SpiNNaker Using sPyNNaker

Blin et al. [267] suggested a PageRank solution for SpiNNaker that uses the SNN

framework (SNN-PR). The implementation is built on the sPyNNaker software

libraries [28], which provide high-level services for developers to interact with

SpiNNaker. sPyNNaker is primarily used to map "web page" objects onto spik-

ing neurons in SNN-PR. For that purpose, the rank of a page is modeled as a

neuron’s membrane potential. This modeling choice is based on the real-world

low-level activity of a spiking neural network (SNN), allowing it to take advantage

of the SpiNNaker board’s existing simulation infrastructure. The actual neuron

implementation is a variation of the classic Leaky Integrate-and-Fire (LIF) model,

which provides both the PageRank application’s transient function and a mes-

sage parsing algorithm. While SNN-PR strives to design a synchronous method,

the underlying SpiNNaker modules do not support synchronization across cores,

since it isn’t generally required in SNN simulations. SNN-PR uses a semaphore

to synchronize the computation of vertices belonging to the same core. Because

cores iterate asynchronously to each other, a buffer mechanism is used to ensure

that incoming messages are handled at the right time step.

SNN-PR exhibits good scaling due to its effective SNN-based operation, which

fully uses the SpiNNaker platform to its advantage. However, the degree of com-

plexity of such a unique implementation is fairly significant because a new neuron

model, as well as auxiliary utilities to manage message forwarding and asyn-

chronous buffering, must be developed. Furthermore, due to inherent constraints

in the SNN libraries, each core can handle a maximum of 255 vertices, each of

which corresponds to a spiking neuron. Finally, due to the huge quantity of data

circulating in the network, SNN-PR necessitates an increase in the machine time

step from 1 to 25 ms; this gives the routers and cores sufficient time to handle

incoming messages and avoids simulation errors due to packet loss.
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6.1.4 Implementation of PageRank with MPI

The computation of PageRank for a particular blob of sites is not difficult in a single

iteration; but, due to the huge size of the average web network, a parallelization

framework is frequently necessary. Because the rank of any node is determined by

the rank of its neighbors, each worker’s computation is not independent: at the

end of each iteration, a synchronized data exchange step is required. As detailed

in Forno et al. [5], our MPI-PageRank (MPI-PR) implementation takes as input a

binary file holding the list of edges in the graph. Each edge is represented by an

integer tuple (Source, Destination), each of which represents the ID of a node.

The software can be separated into two parts, as shown in Figure 6.3: setup

(A) and PageRank loop (B). The MPI worker with rank 0 is designated as the MPI

Master during the configuration step (A). This core is responsible for collecting

the edges list from the file system and sending it to the other MPI workers; each

worker core receives a copy of the entire graph description. This decision was

made with the intention of porting to SpiNNaker, a distributed-memory platform.

The problem data is transmitted via a single MPI_Bcast call, and the graph data’s

segmentation into packets is entirely managed by the underlying SpinMPI library.

The core that was previously operating as the MPI Master resumes work as a

regular MPI worker at the end of this transmission.

After receiving the edges list, each MPI worker executes a graph preprocessing

step. Each worker is given a subgraph of size k = nvertices/nworkers; for each node in

the subgraph, the worker scans the edge list, creates the list of incoming connec-

tions (represented by the source vertex’s ID), and counts the node’s outgoing links.

As a result, each worker prepares the bare minimum of data structures required

to calculate PageRank for each node, and the preprocessing effort is distributed

evenly among the MPI workers.

During the PageRank loop (B), each worker updates the rank for all the vertices

to which it is allocated, as shown in Equation 6.1. Then, each worker sends its new

rankings to each other worker in turn, which is performed with a single MPI_Bcast

instruction. To reduce computational efforts, each worker delivers the ranks of its

nodes divided by the number of their own outbound links [276] [23]. Loop (B) is

repeated until convergence or a defined number of steps is reached. At the end of

the computation, each worker returns a list of PageRank values for the vertices to

which it was allocated.
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Fig. 6.3 Flowchart of MPI-PR implementation on a general-purpose architecture and on
SpiNNaker. Step A is for configuration, Step B is for PageRank calculation, and Step P is
for transferring the problem data to the SpiNNaker board. [5]

Adaptation of PageRank with MPI for SpiNNaker

The MPI program for PageRank outlined in Section 6.1.4 is compatible with any

MPI-enabled device, including ordinary PCs. To run the same software on SpiN-

Naker, an additional stage (P) is introduced to the process: data are sent from a

host machine to the SpiNNaker board during this phase.

The SpinMPI Python library enables the host to configure the size of the MPI

Context, which is defined as the number of chips and cores to be employed

during computation: the capacity of the MPI Context equates to the number of

available MPI workers. Urgese et al. [57] provides detailed information regarding

the host-board connectivity and setup process. Finally, the MPI Runtime installs

the application binaries onto the board and starts the program.
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After starting the application, the host writes the problem data straight to the

memory of the MPI worker of rank 0, which corresponds to processor (0,0,1). To

make the most of the available memory on SpiNNaker, we choose to treat each

node ID as a 16-bit unsigned integer, allowing for a maximum of 216 = 65536

nodes in a graph.

Until this procedure is completed, all MPI employees must wait on an MPI Bar-

rier. Phase (A) can begin once MPI worker 0 receives the problem data; calculation

continues as specified in Section 6.1.4.

6.1.5 Comparison of SNN-PR and MPI-PR implementations

In this part, we compare the efficiency of our MPI-based PageRank implementa-

tion (MPI-PR) on SpiNNaker to that of Blin et al. [267] (SNN-PR). We set up our

tests in the same manner as the cited study describes: a runtime option indicates

how many nodes should be assigned to a single worker, and every experiment

runs the PageRank loop 25 times.

We compare the execution times of MPI-PR with SNN-PR on a fixed-size graph

(|V | = 255, |E | = 2550) with different number of cores in Figure 6.4. It should be

noted that the size of 255 was chosen in the original work because it reflected

the highest number of vertices per core permitted by the PyNN framework; here,

because the MPI framework places no such constraints, the total number of ver-

tices that can be handled is limited only by available memory. A single worker is

sufficient for a graph of said size, and the time cost of MPI transmission is never

incurred. Even with MPI engaged and several workers involved, we get faster com-

putation speeds than SNN-PR, up to 12 cores. We can also see that MPI improves

computation time only up to 8 workers: after that, the cost of MPI communication

outweighs the time saved by multithreading the computation, and employing

many cores becomes less advantageous than in the SNN-PR version. The dashed

line in the graph represents the time spent by workers in the broadcast phase: we

can see that the cost of communication grows with the number of cores faster

than the cost of the PR compute step shrinks. Additionally, in this experiment,

assigning MPI workers to the same chip or dispersing them across four chips has

minimal effect on execution time.
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Fig. 6.4 SNN-PR and MPI-PR execution times on a fixed-size graph utilizing only one
SpiNNaker chip. [5]

The behavior of SNN-PR and MPI-PR on a bigger graph, distributed among

cores employing up to four SpiNNaker chips, is depicted in Figure 6.5. We see a

repeat of the prior behavior: MPI performs best at 10 cores, when the subgraphs

are sufficiently small that all of the problem data fits in the cores’ DTCM. This is

also the point at which the calculation/communication cost offers the optimal

tradeoff. However, because of the higher communication costs associated with

MPI, MPI-PR fails to scale as well as SNN-PR on this graph.

Fig. 6.5 SNN-PR and MPI-PR execution times on a fixed-size graph utilizing up to four
SpiNNaker chips. [5]

In Figure 6.6, we evaluate the scalability of MPI-PR compared to SNN-PR and

the standard multicore implementations studied in Blin et al. [267]. The results

are shown as the normalized execution time relative to the single-core execution
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time, corresponding to the 255-node graph. Both SpiNNaker implementations

exhibit smoother and more favorable scaling, demonstrating the efficiency of the

SpiNNaker many-core architecture’s custom toroidal-shaped, triangular-mesh

communication network. Overall, however, MPI-PR scales better than the PyNN

implementation; when employing 15 cores, MPI-PR scales around 1.75× faster

than SNN-PR.

Fig. 6.6 Scalability of three different PageRank implementations: SNN-PR and MPI-PR on
SpiNNaker, and PC-PR on a typical multicore architecture. [5]

6.1.6 SpinMPI Performance Analysis on PageRank

Let us now evaluate MPI-PR’s performance on larger graphs. Figure 6.7 depicts the

PR computation time as a function of the number of workers (i.e., cores) involved

in the computation for a fixed-size graph of |V | = 768, |E | = 7680. Depending on

the number of cores and rings engaged in the context, multiple configurations are

feasible for a given number of workers; for instance, a 48-worker configuration

can be obtained by selecting (7 rings, 1 core per chip), (4 rings, 2 cores per chip),

or (3 rings, 3 cores per chip). The graph’s black line depicts the mean runtime for

all of the equivalent settings.

The SpinMPI design does not scale indefinitely for the PageRank task; in fact,

the computation time trend is rather erratic and tends to grow when the number

of cores exceeds a specific threshold. There are a few points to be made: first,

the trend in PR execution time is predominantly determined by the duration

of the broadcast communication step. It is common for communication times
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Fig. 6.7 MPI-PR computation and communication timings on SpiNNaker with a medium-
sized graph: the plot shows how the communication buffer’s consumption rate affects the
broadcast time. [5]

to increase as the MPI context expands, especially when employing broadcast

communications that require board-wide synchronization; as a result, the best PR

execution time is at a relatively small context of 48 cores.

Several variables contribute to the uneven trend of the broadcast time. As

shown in Figures 6.4 and 6.5, one such element is the memory location of the data

to be sent and received. For this experiment, we changed the software so that the

PR array would always be stored to DTCM, hence this factor is no longer relevant.

The dimension of the MPI transmission buffer, on the other hand, does play a role.

The data to be transferred is written to a fixed-size communication buffer in

the SpinMPI framework. This buffer’s size is specified at compile time, and the

default value is 64 B. The more cores participating in the context, the smaller the

subgraphs allotted to each core: because the PR rankings are stored as 4-Byte

fixed-point integers, the size of the send/receive buffer for this arrangement is

exactly 64 Bytes at 48 cores, when each core handles 16 vertices. Therefore, 48 is

the minimum number of workers required to fill the communication buffer once;

by minimizing write/read access to this buffer, the broadcast time is decreased as

well. The graph’s vertical lines illustrate places where the broadcast time decreases

due to variations in the number of required buffer accesses.

Finally, in Figure 6.8, we examine MPI-PR’s behavior when dealing with a very

large graph. Due to the 16-bit integer format of the vertex ID, the 65536-vertex



100 Hardware platforms

graph is the largest that the algorithm can assess. The figure depicts the trend in

execution time for various ring arrangements as the number of cores per chip rises.

Again, we can see how each ring layout has an optimal number of cores per chip

after which communication costs become prohibitive in comparison to the time

saved in PageRank computation. Most notably, we can see how execution times

increase when the same number of workers are concentrated in fewer chips (fewer

rings), but decrease when the workers are spread out over numerous chips (more

rings). This is due to the fact that for a huge graph like this, none of the problem

data can be saved to DTCM; instead, the vertex information and PR arrays are

stored in RAM. All cores on a single chip must fight for access to the same memory

bank, since RAM is chip-local. We can see how RAM access time is another crucial

component in SpinMPI performance, as having fewer workers competing for the

same chip’s RAM produces better results.

Fig. 6.8 MPI-PR computation and communication timings on SpiNNaker with a large
graph: the diagram shows how different placements of the same number of cores affect
execution time. [5]

Overall, the study detailed here showed that for communication-heavy applica-

tions like PageRank, the parameters influencing MPI execution time on SpiNNaker

are numerous, complex, and difficult to determine. To summarize our findings,

such factors include (but are not necessarily limited to):

1. The tradeoff between the calculation time saved by parallelization and the

cost of MPI Broadcast communication, which increases with worker count

(Figures 6.4 and 6.5).
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2. The memory location of the data to be sent and received over MPI (DTCM

or SDRAM) (Figures 6.4 and 6.5).

3. The size compatibility between the data to be delivered and the MPI com-

munication buffer (Figure 6.7).

4. The worker density on each chip, which effects SDRAM access time (Fig-

ure 6.8).

6.1.7 Conclusions

An MPI-based version of PageRank was developed to test the scalability of the

SpiNNaker multicore architecture when running a parallel algorithm with high

communication requirements and a low computational effort per node. We con-

trasted the simple MPI paradigm to Blin et al.’s method (SNN-PR), which uses a

customized spiking neuron model to accomplish the rank update while leveraging

the conventional SNN communication infrastructure. In comparison to SNN-PR,

the MPI solution supported larger graphs, as well as worker synchronization and

a lower computational cost per core. Finally, we confirmed that the SpinMPI

library, which provides MPI support for SpiNNaker, enables users to easily adapt

any MPI method built for normal computers to the SpiNNaker neuromorphic

platform, creating an interface between any MPI-compliant C program and the

native SpiNNaker communication framework without the need for modification

of the original code.

The SpiNNaker platform’s efficient connectivity architecture, in addition to

being well-suited for SNN applications, shows promise for low-power parallel exe-

cution of tasks in the edge computing domain. On the other hand, as a collection

of massively parallel computation elements immersed in a distributed-memory

environment with linearly scaling intercore communication, said architecture

may be the ideal silicon implementation for the MPI paradigm, to the point where

it may be worth consideration even for the realization of systems on a larger scale.
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6.2 Braille classification on Loihi vs. GPU

With the perspective of implementing classification of time-varying signals on

real-time embedded devices, it was necessary to measure critical performance

indicators relevant to real-world deployment by deploying the networks on several

hardware platforms. The authors examined power utilization, energy consump-

tion, and computing latency in order to gain some insight about deployment

viability in real-world circumstances. The NVIDIA Jetson Xavier NX, a commer-

cially available computing platform with a System-on-Chip (SoC) that integrates

a CPU and GPU, and Intel Loihi, a neuromorphic processor dedicated to accel-

erating SNNs, were the two platforms selected for comparison. This choice was

motivated by platform-related factors, such as high integration and availability, as

well as our ultimate goal of deploying the algorithms in a real-world environment

on robots.

6.2.1 NVIDIA Jetson Xavier NX

The Xavier NX is the most powerful model in the NVIDIA Jetson product line,

a collection of small, embedded computing platforms with a focus on edge AI.

Despite being a general-purpose platform, its architecture and software are sim-

ilar to those of full-fledged ML workstations. Using this off-the-shelf hardware,

the authors compared several standard time-series classifiers and evaluated the

differences between conventional and event-based algorithms. The obtained

inference metrics provide insight into the performance that may be expected

using the same hardware for deployment.

The module’s integrated power monitor was used to measure power usage.

While the CPU/GPU and a SoC power rail are also measured by the power monitor,

due to a lack of public information on what components these rails supply, and

because a productive application requires the complete system, the measurement

of the main power rail was nevertheless considered a suitably representative figure

for comparison.

Standard time-series classifiers, known to work with time-variant datasets,

were executed on this platform: Fully Convolutional Network (FCN) [277], Resid-

ual Neural Network (ResNet) [277, 278], Encoder [279], Time-CNN (TCNN) [280],
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and Inception [281], available as implementation on GitHub [281, 282]. Given

the time-dependent nature of the dataset, a recurrent neural network was also

selected. The design tested consists of a single-layer Long-Short Term Memory

(LSTM) with 228 hidden nodes, followed by a regular fully-connected layer of

228×27 output neurons that conduct the classification, for a total of 225975 train-

able parameters. The authors used one of these LSTM with frame-based input

and one with event-based input, denoted as eLSTM.

The conventional time-series classifiers were then compared with a Jetson

implementation of the spike-based FFSNN and RSNN described in Section 5.2.2.

For each inference, the following metrics were assessed:

• Inference time (i.e., computational delay) per sample, which is calculated

by dividing the total inference time by the number of samples processed.

• Power utilization across overall inference time as well as per sample (mini-

mum, maximum, and average).

• Energy consumption overall and per sample. The total energy is computed

by multiplying and adding each power measurement over a 50-ms polling in-

terval. We then divide the total energy by the number of samples processed

to get the energy per sample.

Conventional time-series classifiers

Energy consumption may be considered the most important parameter, as it

combines both power consumption and inference time per sample. Average power

utilization provides insight into the power budget required to accomplish specific

inference times. While energy and power consumption are critical requirements

for applications running on battery power, inference time is essential in real-time

tasks.
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Fig. 6.9 Test accuracy and number of trainable parameters of conventional classifiers after
300 epochs of training and average across three runs. eLSTM is an abbreviation for LSTM
with event-based input. [3]

Fig. 6.10 Comparison of inference metrics from common classifiers for frame-based data
in terms of energy consumption and average power utilization as measured on an NVIDIA
Jetson Xavier NX. eLSTM is an abbreviation for LSTM with event-based input. Each bar’s
label indicates the inference time per sample on the relevant network. [3]

Figure 6.9 depicts each network’s test accuracy as well as their total number of

trainable parameters. Figure 6.10 shows the energy consumption, average power

utilization, and inference time of standard classifiers running on the NVIDIA Jet-

son. Some similarities can be seen when comparing these results to the parameter

counts in Figure 6.9. ResNet, Inception, and FCN all showed similar average power

consumption during inference, and also had equivalent accuracy and parameter
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count: this indicates that their energy use is closely related to the amount of

time they spend on the inference phase. The energy consumption of Inception

and its parameter count surpassed both ResNet and FCN; while the number of

parameters does not necessarily indicate higher computational complexity, an

explanation for this result could be that Inception’s processes are less optimized

or do not use GPU acceleration. The similarities continue with Encoder, where av-

erage power usage and parameter count both increased by an order of magnitude

compared to the previous three networks. Despite that, the difference in energy

consumption is not as significant, especially when compared to Inception. Given

the higher average power utilization, this implementation probably exploited the

GPU more efficiently and hence benefited from higher overall acceleration. This

assumption is supported by the fact that inference time was lower on the Encoder

than on Inception.

The results for the LSTM with frame-based input are the most notable among

these classifiers. Despite being a sequential network, which are usually slower

than traditional classifiers due to its iterative and recurrent nature, it obtained

the shortest inference time and consumed the least energy; however, this came

at the expense of having the second-highest power usage. This, as for the En-

coder, implies that the network could benefit from increased GPU use or general

acceleration of internal activities. For the LSTM with event-based input (eLSTM),

the energy per sample and inference time were proportional to the number of

time steps processed, with a ratio of 5 : 3, which corresponds to the time binning

performed for each encoding threshold (see Section 3.3): similar time_bin_sizes

have been used for ϑ= 1 and ϑ= 10 with 5 ms, resulting in 270 time steps, and for

ϑ= 2 and ϑ= 5 with 3 ms, resulting in 450 time steps. This ratio, however, does

not hold for the frame-based input with 54 time steps. The nature of the data, with

float numbers for frame-based data and integer numbers for event stream, could

explain this discrepancy. Finally, all eLSTMs consumed about the same amount

of power.

When compared to the other networks, the TCNN performed poorly. Despite

having by far the fewest parameters among the presented networks, it had a similar

energy consumption but a long inference time. In general, it appears that this

particular design was not well-suited to addressing the issue at hand.
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Spiking neural networks

Measurements on the NVIDIA Jetson are displayed in Figure 6.11. Results for SNNs

and RSNNs were proportional to time_bin_size and nb_input_copies, as well as

whether the feedforward or recurrent architecture was involved; these are the main

factors determining the number of operations to be computed during inference.

In contrast, the threshold had little to no effect on performance, because the

implementation on general-purpose computers does not take advantage of the

data’s temporal sparsity.

The average power utilization of the feedforward and recurrent designs was

quite close, varying from their respective norms by less than 0.7 % for the former

and less than 0.2 % for the latter. This implies that computational resources

were constantly in use, and that energy consumption is directly proportional to

inference time for any architecture. Thresholds ϑ= 1 and ϑ= 10 required about

the same amount of energy per inference as thresholds ϑ= 2 and ϑ= 5 . As seen

in Table 5.3, the results for both threshold pairs appear to have a correlation with

time_bin_size and nb_input_copies. However, the nb_input_copies for ϑ= 2 and

ϑ = 5, which are 8 and 4 respectively, do not follow this trend. In conclusion,

nb_input_copies doesn’t have a significant effect on energy usage and inference

time in real-world circumstances, but time_bin_size and architecture type are the

primary drivers for computational burden.

A comparison of SNNs and eLSTMs reveals a 20× increase in inference time,

despite the fact that both execute the same number of time steps, reflecting a lack

of algorithmic optimization within the SNN simulations. The energy per sample

is 10× higher, while the average power use is 1.5×.
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Fig. 6.11 Inference metrics for all spiking neural networks compared in terms of energy
usage and average power consumption on an NVIDIA Jetson Xavier NX. Each bar’s label
indicates the inference time per sample on the relevant network. [3]

When comparing the absolute numbers in Figure 6.11 to the standard clas-

sifiers in Figure 6.10, our FFSNN and RSNN implementations have a clear dis-

advantage in terms of energy consumption and inference time when run on a

GPU accelerated device. The most efficient SNN used approximately ∼ 88% more

energy than the least efficient traditional classifier, and the fastest spiking network

needed 16.8× more time to make a single inference than the slowest traditional

classifier. These figures demonstrate the critical necessity for dedicated neuro-

morphic hardware to fully express the potential of event-based algorithms.

6.2.2 Intel Loihi

Loihi [25] is a completely digital neuromorphic processor from Intel. Each Loihi

chip contains 128 neuron cores, with each neural core capable of running up to

1024 CUBA LIF neurons through Time-division Multiplexing (TDM). The equa-

tions for the current and voltage compartments of the Loihi neuron are shown

below.

Ii (t ) = Ii (t −1) · (212 −δI
i ) ·2−12 +26

X
j

wi j · s j (t ) (6.2)
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and

Ui (t ) =Ui (t −1) · (212 −δU
i ) ·2−12 + Ii (t ), (6.3)

where t is the algorithm’s time step, Ii (t) and Ui (t) are the current and voltage

of neuron i , δI
i and δU

i are the current and voltage decay constants, wi j is the

synaptic weight from neuron j to i , and s j (t ) is the spike state (0 or 1) of neuron j .

As long as the capacity of the in-core memories for storing axons and synapses

is not exceeded, a Loihi neuron core may support any connection topology. These

neuron cores are spread in parallel and use local on-chip SRAMs to store net-

work state and configurations; they are totally asynchronous, executing synaptic

accumulation only when an input event occurs, which lets the system take advan-

tage of the spatio-temporal sparsity of event-based sensors and encoding. The

Loihi system’s algorithmic time step is maintained through a distributed hand-

shaking approach known as barrier synchronization. Furthermore, each Loihi

chip contains three synchronous integrated x86 cores that participate in barrier

synchronization. The x86 cores run C code and are used for monitoring and com-

municating with the SNN running on the neuron cores, as well as to handle data

IO between the on-chip asynchronous neuron cores and off-chip devices and,

optionally, to synchronize the algorithmic time steps duration (in physical time)

between the chip and an external sensor.

The original networks were described in PyTorch, a well-known Python library

for the implementation of ML programs. In order to run the networks on Loihi,

the already-trained models must be exported to the HDF5 format, adapting the

neuron parameters and learned synaptic weights to match the Loihi hardware

specs and restrictions: the Loihi decay constants δI and δU were calculated from

the PyTorch time constants τsyn and τmem, and since Loihi only supports up to

8-bit fixed point weights for synaptic weights and neuron thresholds, the weights

from PyTorch training were quantized into 256 states.

After deploying the network on Loihi and executing the inference on the event-

based tactile data, the authors measured the classification accuracy, the energy

consumption and the computation time. The test inference was performed by

presenting the input events of all test samples in a continuous flow, with samples

interspersed with idle windows of 100 time steps during which the neurons’ cur-
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rents and voltages decayed to zero. The resultant spikes were collected during the

inference process, and the classification score was computed offline.

The voltage regulators and power telemetry on Loihi system boards can be

used to measure the total power usage of the Loihi chip while a network is running.

To estimate energy usage, the power measurements can be paired with timing

information captured by the on-chip x86 cores during model execution. When

a workload is underway, the dedicated Loihi software stack (NxSDK) presents a

high-level user interface to monitor power, energy, and timing: this interface was

used to test the performance of the SNN models on Loihi.

Results

The overall accuracy trend in Loihi for SNNs, shown in Figure 6.12, mirrors the

accuracy trend in software simulations, shown in Figure 5.2B of the previous

chapter. Nonetheless, there is a small reduction in accuracy (e.g., ∼ 1.58% for the

RSNN with encoding threshold ϑ= 1), which is caused by the PyTorch training

approach not accounting for the Loihi hardware constraints, specifically the 8-bit

fixed point weights. The loss varies based on the distribution of PyTorch weights.

The hardware performance of the recurrent and feedforward SNNs was then

compared in terms of latency (i.e., execution time), power, and energy consump-

tion. Before delving into the results, it’s crucial to note that the neural cores

mapping has no effect on accuracy, but does have an effect on hardware effi-

ciency. Loihi provides freedom in how network neurons are mapped into neural

cores, limited only by the number of cores in a chip and the number of input

axons, synapses, neurons, and output axons in a neural core. The goal is to find a

trade-off between parallelism (using more neural cores with fewer neurons per

core) and time-multiplexing (using fewer neural cores with more neurons per

core), in order to balance a neural core’s power, mesh routing power, and algorith-

mic time step duration to achieve an optimal configuration for the application

requirements. This dilemma is not dissimilar to the issues encountered in the

process of mapping and routing the multi-compartmental neuron models on

SpiNNaker in Section 5.3.1. In Loihi’s case, spreading a network over more cores

increased the power and energy consumption without any noticeable benefit for

the computation time. As a result, we used the smallest number of cores feasible

for satisfying all hardware constraints, which is 8 cores for all trained networks.
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Fig. 6.12 Comparison of the FFSNN and RSNN accuracy results on Loihi, with the best
parameters discovered by the two-stage HPO for each encoding threshold. [3]

Figure 6.13 depicts the latency, power, and energy consumption of the de-

ployed SNNs on Loihi. Energy consumption was again chosen as the primary

statistic. For the same thresholds, FFSNNs consume less energy than RSNNs,

owing to the recurrent synaptic connections’ memory and processing overhead.

For varying thresholds, FFSNNs and RSNNs follow a similar trend: networks with

ϑ= 2 and ϑ= 5 consume more energy, because they have smaller bin sizes and

therefore more time bins per sample (450) compared to networks with thresholds

ϑ= 1 and ϑ= 10 (270); as seen in Table 5.3, they also require more input copies.

Networks with ϑ= 2 consume more than networks with ϑ= 5, owing to the fact

that they have more input copies (8 vs. 5). Nonetheless, the FFSNN with ϑ = 1

consumes more than the FFSNN withϑ= 10, while the RSNN withϑ= 1 consumes

less than the RSNN with ϑ= 10. Even though the networks with ϑ= 1 have more

events in the input and fewer events in the hidden layer than the networks with

ϑ= 10, the hidden layer events have a different impact, because every event in

the FFSNN hidden layers is transmitted to the 28 output neurons, whereas every

event in the RSNN hidden layers is transmitted to both the 28 output neurons and

the 450 hidden neurons. As a result, the advantage found in the input layer for the

RSNN with threshold ϑ= 10 vanishes due to the recurrent architecture increasing

the number of synaptic operations. Finally, although the Jetson GPU was largely

affected by the number of bins, as shown in Figure 6.11, Loihi is also affected by

the number of input copies as well as the spatio-temporal sparsity of the network’s

spikes and synaptic operations.
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Fig. 6.13 A comparison of inference metrics for all trained spiking neural networks mea-
sured on Loihi in terms of energy consumption and average power utilization. Each bar’s
label indicates the inference time per sample on the relevant network. [3]

After comparing the deployed SNNs on Loihi, the RSNN with encoding thresh-

old ϑ= 1 was the best option, taking into account accuracy, power, energy, and

time. For the remainder of this section, we shall refer to it as the RSNN.

Table 6.1 compares the RSNN in Loihi against the RSNN on Jetson, as well

as the LSTM and eLSTM on Jetson. The RSNN on Loihi loses 1.58 % accuracy

as compared to the RSNN on Jetson, owing to the quantization performed after

training. It also underperforms by 17 % when compared to the LSTM on Jetson,

but just by 3 % when compared to the eLSTM. An LSTM architecture with the same

number of parameters as the RSNN was employed and trained for 300 epochs.

However, the RSNN on Loihi achieves hardware efficiency increases of several

orders of magnitude. First, it is 124× more power-efficient and 172× quicker

than the RSNN on Jetson, making it four orders of magnitude (15615×) more

energy-efficient. It is evident that SNNs are unsustainable when implemented

on conventional GPU hardware. It should be noted, however, that the RSNN

on Jetson still respects the real-time limitation given by the sensor, which has a

sampling frequency of 40 Hz (i.e., a maximum algorithmic time step duration of

25 ms). Despite the fact that the average computation time of the RSNN on Jetson

is quite long (295.38 ms), it is still less than the overall duration of each sample
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Table 6.1 RSNN on Loihi and RSNN, eLSTM, and LSTM on Jetson: accuracy, total power,
energy per sample, latency, and energy-delay product summary. [3]

Results summary Comparison with RSNN on Loihi

Network RSNN RSNN eLSTM eLSTM RSNN eLSTM eLSTM

Hardware Loihi Jetson Jetson Jetson Jetson Jetson Jetson

Input Events Events Events Events Events Events Frames

Accuracy (%) 78.32 79.90 82.31 96.92 +1.58 +3.99 +18.60

Total power (mW) 31 3851 7642 5385 124× 247× 174×
Total energy per sample (µJ) 71 1108695 96000 35212 15615× 1.352× 496×
Delay per sample (ms) 2.3 295.3 12.9 6.7 172× 5.6× 2.9×
Energy-delay product (µJ× s) 0.16 327398 1238 236 2046237× 7738× 1475×
The number of trainable parameter (i.e., synaptic weights) are similar between the RSNN (236700), the LSTM (225975),

and the eLSTM (236919). Event-based inputs are encoded with threshold θ = 1. Comparisons with respect to RSNN on

Loihi are evaluated as differences for the accuracy and as ratios for all the other quantities.

(1350 ms). It should be noted that in real-life situations, this delay can rise when

off-chip communication with the robot is added. Second, as compared to the

LSTM on Jetson, the RSNN on Loihi is more than 170× more power-efficient and

has a 2.9× shorter average execution time, resulting in a three-order-of-magnitude

(1475×) improvement in energy efficiency.

Finally, when compared to the conventional eLSTM classifier on the Jetson

GPU with identical event data, the neuromorphic approach using the Loihi chip

and RSNNs is approximately 4 % less accurate but two orders of magnitude

(247×) more power-efficient, reducing total power from 7642 mW to approxi-

mately 31 mW. Furthermore, because the execution time is lowered from 12.9 ms

to 2.3 ms, the neuromorphic pipeline obtains a gain in energy efficiency of 1352×
and a gain in energy-delay product of 7738×. This is consistent with recent re-

sults comparing SNNs on Loihi to standard methods and hardware, where the

highest performing workloads on Loihi use highly recurrent networks (Davies

et al., 2021). In addition, because the RSNN uses the spatio-temporal sparsity

of the event-driven encoding, we should expect an even bigger improvement in

energy efficiency when applying it on Loihi in a real-world environment. As a

result, if the robot does not move its finger, no event is conveyed to the Loihi

chip, significantly reducing the dynamic power, which is approximately 20 mW

out of the total 31 mW. On the contrary, the Jetson GPU would continually process

redundant data from the quiescient sensor. This research demonstrates how to

combine event-driven encoding, neuromorphic hardware, and SNNs to increase
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the overall efficiency of tactile pattern recognition, stressing the importance of a

neuromorphic approach for embedded systems with a constant input stream.

6.3 Chapter summary

Within this chapter, we have taken a close look at the characteristics of two impor-

tant representatives of the neuromorphic hardware class: SpiNNaker and Loihi.

While both of these platforms can be considered part of the first generation of

neuromorphic hardware, there are differences in the design philosophy behind

the two designs. SpiNNaker is a fully programmable digital platform, and it was

designed with on intense focus on flexibility and scalability. In fact, while a single

Spin5 houses 768 processors, the board’s connectivity and routing was designed

for multi-board operation involving up to a million cores. In Section 6.1, we

put the hardware’s flexibility and scalability to the test by executing a massively

parallel non-spiking algorithm designed to measure the board’s performance

in applications using a large communication context with the SpinMPI library.

While the MPI implementation of PageRank scales better than CPU or SNN-based

solutions, we discovered a few bottlenecks affecting SpiNNaker performance on a

large communication context: the size of the cores’ tightly-coupled data memory

(DTCM), RAM access times, and the usage ratio of the MPI buffer size, which is

determined by task placement across different SpiNNaker chips. In summary,

despite the high quality of the board’s communication infrastructure, there are

numerous algorithmic difficulties that affect the scalability of applications on a

large scale. Most of these issues may be mitigated or resolved with the release

of SpiNNaker 2, which is planned to have faster computation and larger storage.

Given the interoperability of the communication architecture between the old

and new platforms, running these MPI tests on SpiNNaker 2 once it is released is

an intriguing avenue for future research.

Loihi is not a fully programmable platform, as its artificial neurons are hard-

coded; while this implementation delivers better computation speeds and power

consumption with respect to SpiNNaker, it requires that the SNN be designed

with the CUBA neuron in mind. In the case of the Braille classification, a few

mathematical transformations were necessary to translate the neuron model from

the PyTorch LIF to the CUBA representation. When compared to other event-
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based classifiers implemented on GPU, an RSNN operating on Loihi provided

comparable results, but underperformed by 17% when compared to the best-

performing non-spiking classifier (LSTM on GPU). This is not an uncommon result

for neuromorphic solutions. However, the focus of this type of technology must

be on giving the best possible accuracy in its spectrum of low-power solutions,

rather than beating the best accuracy available. While the LSTM offers nearly

unparalleled performance for classification of time-varying signals, it also features

a very high number of parameters and is computationally expensive in training

and inference. By contrast, when considering both the inference time and the

power consumption, the RSNN on Loihi offers three-orders-of-magnitude gains

in energy efficiency.

The most important result of this comparison is that, while the development

of bespoke architectural models that fully exploit the possibilities of spiking com-

putation is not yet complete, neuromorphic solutions should not be overlooked

due to the accuracy gap from state-of-the-art ML models; on the contrary, the

advantages in energy consumption they offer can already make the difference

in applications where an approximate solution is acceptable and low power con-

sumption is required.



Chapter 7

Bringing it all together: towards a

complete neuromorphic pipeline

Edge computing is one of the most promising potential applications for neuro-

morphic technology in the near future. Neuromorphic processors’ low power

consumption, high parallelism, and real-time computation capabilities would

provide efficient elaboration of large amounts of data directly on the edge, elim-

inating the need to transfer data to power-hungry cloud servers [283, 18]; the

adoption of biology-inspired Spiking Neural Networks could additionally provide

useful new computing capabilities.

Although neuromorphic hardware has already been accessible for several

years, efficient techniques for edge applications have only recently become avail-

able: there have been proposals for Constraint Satisfaction Problem solving [284]

in addition to real-time data analysis applications like burst event detection via

Neuromorphic Auditory Sensors [285], ECG-based heartbeat identification for

cardiac defect identification [286], analysis and classification of various biometric

signals captured via wearable devices [80], pattern matching [57], hand-gesture

detection [78] and learning [287], robotic controllers [288, 289], concurrent map-

ping and localization [290, 291], adaption of radio-frequency waveforms for noisy

situations [292], and on-edge facial recognition [293].

Despite advances in algorithm study, integrating neuromorphic devices in the

context of edge computing remains challenging; a neuromorphic system by itself

cannot be stationed as an edge device; these kinds of systems have to depend on a
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separate host that uploads the network setup and input data before computations

can start [273]. This configuration stage is often carried out on a desktop PC or a

cloud server. However, certain commercial solutions, such as NeuroEdge [293],

which incorporates an NM500 neuromorphic processor into a Raspberry Pi, are

beginning to emerge, which may allow developers to avoid the need for addi-

tional configuration. Attempts to integrate von Neumann-based computation

are also visible in the architecture of neuromorphic designs like that of Loihi [25],

featuring microcontroller-class x86 chips at the mesh’s periphery, primarily used

for data format conversion between the standard computing and neuromorphic

encodings. Frameworks for easing the creation and implementation of software

on neuromorphic hardware have likewise started to emerge: NeuroXplorer [294]

is a tool to support simulation and design exploration for SNN use cases, allowing

users to explore performance indicators for an assortment of neural network mod-

els and hardware combinations, whereas the Nengo libraries [288] supplement

popular Keras and Python utilities to facilitate the construction of SNNs, their

compilation on different neuromorphic hardware, and their deployment.

In this chapter, we will see a few examples of partial and complete neuro-

morphic pipelines realized during the author’s research activity. These case

studies exemplify the important issues in interfacing neuromorphic sensors, en-

coders, models, software tools and hardware with each other and with traditional

computing-based frameworks. Section 7.1 illustrates on-chip integration between

a novel neuromorphic hardware platform and a RISC-V coprocessor, including

the development of a simple command and data exchanging interface and a

simulation study of the synthesized system on FPGA. This work was previously

published as a conference paper [6]. Then, we move on to Section 7.2, where

we explore the complete pipeline processes for some neuromorphic classifiers

of IoT time-varying signals. In this section, concepts from chapters 2 through

6 are drawn together to create a unified approach for the implementation and

benchmarking of this type of application. Subsection 7.2.1 presents a general

approach for the design and optimization of a HAR classifier, from the dataset

selection to the implementation of a spiking or non-spiking neural architecture.

Subsection 7.2.2 drills down on this approach, extending the input selection to

multiple dataset types with different characteristics and implementing spike en-

coding, feature extraction, neural network training through Transfer learning, and

model compression. Finally, in Subsection 7.2.3, the workflow further grows to
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include implementation of the neuromorphic classifiers on traditional (GPU) and

neuromorphic (Loihi) hardware.

7.1 Configuring an embedded neuromorphic copro-

cessor with RISC-V

Neuromorphic hardware platforms generally cannot be deployed as edge devices

on their own, since they require an external host for setup and data input man-

agement. This study [6] describes a chip-level integrated system that performs

on-edge reconfiguration of a neuromorphic architecture. The proposed method

incorporated two open-source platforms: the low-power RISC-V microproces-

sor Rocket Chip and the digital SNN microprocessor ODIN. The resulting design

enables the RISC-V processor to configure a Spiking Neural Network operating

on the coupled neuromorphic device in real time over the standard SPI interface.

Using the Chipyard framework, we combined the two systems into a single SoC

and connected them by building an interface for communication with ODIN’s SPI

and AER input/outputs, then validated the setup by running an RTL simulation

of a synfire chain on ODIN, wherein Rocket Chip would configure the network,

trigger the first spike, and gather the simulation data. These results represent a

proof of concept for endorsing greater integration of neuromorphic systems into

the data flow of edge computing.

ODIN: a Spiking Neural Network coprocessor

ODIN (Online-learning DIgital spiking Neuromorphic processor) [218] can be

considered a representative example of emergent neuromorphic architectures.

This platform, which is freely available as an open source netlist, is a neurosynaptic

core that can support up to 256 neurons with all-to-all synaptic linkages. It has

I/O interfaces that implement the Address Event Representation (AER) protocol

and supports two neuron models: Leaky Integrate & Fire (LIF) and Izhikevich.

The ODIN registers can be configured using the Serial Peripheral Interface

(SPI) unit, which also supports write and read operations on neurons and synapses.

The system is administered by a controller, which also handles AER requests from

outside, and a scheduler, which handles spiking and bursting events from ODIN
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neurons or other devices via the AER interface; events are processed in accordance

with the First In, First Out policy.

Manually setting up ODIN can be difficult; it is a complicated piece of hard-

ware, and configuration via the standard Serial Peripheral Interface (SPI) protocol

can result in a lengthy and error-prone setup phase. To make this operation sim-

pler, we created a C program that allows to easily set ODIN’s SPI internal registers

and load the neurons’ and synapses’ SRAM contents. The following functions are

available in the current version of the program:

1. Set SPI Configuration Registers. Network parameters can be tuned by writing

appropriate values into the registers: for example, by setting the synapses of

a certain neuron as inhibitory or excitatory.

2. Add Synapse. The presynaptic and postsynaptic neuron numbers are oblig-

atory parameters: these are the neurons that will be connected via the

synapse that will be created. The user can then configure the mapping table

bit and apply a weight to the previously formed synapse.

3. Add Neuron. Allows to fine-tune the settings of the new neuron. After

providing the address of the neuron to be modified, all its LIF-specific

characteristics can be written.

The above functions are utilized on a host computer to generate a binary

configuration file. We direct the reader to [295] for more information on the

system’s implementation.

The RISC-V Instruction Set Architecture

Because it is free and open source, architecture-agnostic, and easily expandable,

RISC-V is one of the most extensively used Instruction Set Architectures (ISA)

in both academic and industry settings. RISC-V is made up of a fundamental

integer ISA that is guaranteed to be stable, as well as a variety of optional modular

extensions. The RISC methodology provides higher performance and reduced

program sizes, while the vast number of integer registers and Program-Counter

relative addressing make complex programs easier to design. Finally, the ISA’s

modularity enables deep integration of domain-specific coprocessors, allowing

for additional specialized instructions within the unused opcode space.
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There are several free and open source implementations of the RISC-V ISA,

with varying degrees of processing performance, size, and energy efficiency.

Choosing one of these solutions relies on the target technology (such as FPGA or

ASIC) and the required parameter trade-offs; the Rocket core, which we use in this

work, scored well across the board for numerous criteria [296].

7.1.1 ODIN integration with Chipyard

The architecture of this simple system consists of ODIN and Rocket Chip cou-

pled via SPI. The underlying RISC-V system-on-chip is based on Chipyard, a

simple-to-use and open source framework with a great degree of flexibility. The

Chipyard framework [297] is publicly available on GitHub, as are the ODIN files

and documentation [298].

Chipyard supports the integration of external designs written in Verilog, Sys-

temVerilog, or Chisel. The Verilog top-level entity for ODIN can be included in the

design as is; a Chisel-specified ODIN black box component wraps over the core

Verilog model. Each Chisel black box exposes the following items:

• an I/O field, containing all the ODIN top level entity’s input and output

signals (the SPI signals, the AER connection signals, Clock, and Reset);

• the constructor arguments (the number of neurons N , the number of bits

indicating the neuron handle M , and the address that will be associated

with ODIN in the SoC’s memory map);

• a list of all Verilog resources required to build the design.

ODIN is incorporated as a Memory-Mapped I/O (MMIO) peripheral: AER-

specific signals are defined as registers, and their locations are specified in the

SoC memory map as offsets with respect to the ODIN module’s base address. A

TileLink connector is used to communicate with the memory-mapped registers. A

ODINTL class needed to be created to configure ODIN for use with the TileLink

interconnection: this class extends the TLRegisterRouter class in Chipyard, passing

as arguments ODIN’s address in the global memory map, the signals available in

TileLink, and the constructor to connect ODIN to the TileLink bus. Because this is

a memory-mapped peripheral, connecting the ODIN TileLink-specific node to

the MMIO crossbar was sufficient.
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Finally, we built a WithODIN configuration class to instantiate ODIN with con-

figurable M and N parameters. The DigitalTop class in Chipyard was also changed

to make ODIN accessible to the Chipyard framework. The components are then

placed in a new RocketChip configuration, and the entire design is assembled.

We put the system to the test by running a basic SNN model: the synfire

chain, a feed-forward system composed of few neurons in which all synapses are

excitatory, so that the membrane potential of the postsynaptic neuron increases

whenever any of the presynaptic cells fire. After the first neuron emits a spike, all

succeeding neurons are stimulated and fire, resulting in a series of spikes traveling

synchronously from one neuron to the following. This network’s simple and

regular behavior makes it a good reference point to verify the proposed design.

Figure 7.2 shows an example of a synfire chain with 8 neurons.

Fig. 7.2 Synfire chain network with 8 neurons. This is the setup used to validate the
architecture integrating ODIN and Rocket Chip. © 2021 IEEE.

The correct stimulation and operation of the synfire chain was tested via a

Register Transfer Level (RTL) simulation of the system. To set up the SPIFlash

controller device, initialize ODIN, and gather results through the output AER

interface, we used the custom C program described in Section 7.1.

7.1.2 RTL simulation and synthesis

The synfire chain RTL simulation consists of 8 neurons with addresses ranging

from 0 to 7, beginning with a zeroed membrane potential and a threshold voltage

equal to 1. The leakage mechanisms were not used. The simulation’s configura-

tion and execution consists of a few steps: first, ODIN’s SPI input registers are

configured. The synaptic interconnections and neuron parameters are then set up

by using the newly-established SPI connection to write directly to the synapse and

neuron SRAMs. Once all inputs are ready, the host system (in this case, the RISC-V

processor) signals the beginning of the simulation, and begins the communication

of input and output data for the network through ODIN’s AER interface.
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Fig. 7.3 Synfire chain with 8 neurons: neuron 0 is stimulated by a virtual synapse event
(signals 1-3), then every neuron of the synfire chain fires in sequence (signals 4-7). © 2021
IEEE.

Figure 7.3 depicts the execution of the synfire chain execution as seen by

monitoring the AER interface signals. The ODIN controller is triggered through

the AERIN_REQ (1) port, and AERIN_ADDR (2) indicates the type of AER event

being requested: in this case, a VIRTUAL SYNAPSE EVENT targeting neuron

0, an ODIN event which does not update synapses but simply triggers the start

of the simulation. Once a neuron fires, the event is sent over the AER output

interface, asserting the AEROUT_REQ (4) and AEROUT_CTRL_BUSY (5) signals.

AEROUT_ADDR (6) is filled with the address of the neuron that has just fired and

generated the event. AEROUT_ACK (7) is a software-programmed acknowledge

which informs ODIN that the latest firing event has been correctly received by the

RISC-V CPU. Finally, each neuron fires, and the CPU reads and stores the relevant

address.

The entire architecture was synthesised to FPGA using a Xilinx PYNQ Z2 as a

feasibility study. To minimize area and reduce the number of I/O pins, unused

modules such as the UART connector, Inclusive Cache, auxiliary DRAM, and

TileLink probes were removed; the SPI Flash controller was modified as read-only,

and the standard core was replaced with the smallest RISC-V RocketChip core

available. The results of the synthesis are shown in in Tables 7.1 and 7.2.

The PYNQ Z2 board uses 15.99 % of its LUT slices (14.9 % Logic, 1.09 % Mem-

ory) and 11.07 % of its Block RAMs, with the latter implementing ODIN’s neuron

and synapse states, as well as RocketChip’s data and instruction caches. The top

module has 8 I/O pins: clock (primary clock source), reset (global synchronous

reset), SCK (clock source for the SPIFlash controller and ODIN’s SPI port), CS (the

SPIFlash controller’s Chip Select), and 4 Quad-SPI transmission pins. This is the

bare minimum of pins required for a workable design; because the PYNQ Z2 has

a total of 125 programmable I/O pins, that leaves 117 spare pins for integrating

other peripherals or systems.
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Table 7.1 ODIN + ROCKETCORE SYNTHESIS - SLICES. [6] © 2021 IEEE.

Site Type Scope Type Used Available Utilization %

Slice LUTs 8506 53200 15.99

Logic 7928 53200 14.90

Memory 578 53200 1.09

Distributed RAM 578

Shift Registers 0

Slice Registers 4317 106400 4.06

Flip-Flop 4317 4.06

Latch 0

F7 Muxes 179 26600 0.67

F8 Muxes 34 13300 0.26

Table 7.2 ODIN + ROCKETCORE SYNTHESIS - RAM. [6] © 2021 IEEE.

Site Type Scope Type Used Available Utilization %

BRAM Tile 15.5 4140 11.07

RAMB36/FIFO 15 140 10.71

RAMB36E1 15

RAMB18 1 280 0.36

RAMB18E1 1

The proposed method for incorporating a RISC-V Computer and a neuro-

morphic coprocessor on a single chip makes use of free and open source assets,

and allows for SNN application customization on the fly. This work represents

a first step toward seamless combination of neuromorphic technologies with

cutting-edge processors, creating fully self-contained systems that can handle

operations appropriate for conventional computers while also enabling compu-

tations which only deep learning algorithms can handle; at the same time, these

systems match the low-power constraints required for deployment in the edge

computing environment. The addition of a RISC-V CPU capable of configuring

the co-embedded neuromorphic device offers users an easier-to-use interface in

addition to a well-known, open source, and adaptable ISA. All in all, the combi-

nation of these two platforms opens up new possibilities for developing IoT and

industrial applications.
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7.2 From sensor to neuron: processes for neuromor-

phic classification of IoT time-varying signals

Spatiotemporal pattern identification is a fundamental brain capacity that is essen-

tial for many real-world activities. Recent deep learning algorithms have achieved

exceptional accuracy in such tasks, but their execution on traditional embedded

systems is still computationally costly and energy-intensive. For example, tactile

sensing in robotic applications is a task in which instantaneous processing and

energy conservation are essential. In the following, we provide several examples

of complete pipelines for the classification of IoT time-varying signals, discussing

the problems and prospects of event-based coding, neuromorphic technology,

and spike-based computation for spatiotemporal pattern identification at the

edge.

7.2.1 A neuromorphic approach for on-edge HAR applications

Because of their event-based asynchronous processes, spiking neural networks

(SNNs) [42] can be a strong contender for energy-efficient solutions [299] in the

world of on-edge classification of time-variant signals captured by IoT devices.

In order to give a comparative examination of various models and architectures

for such challenges, in Fra et al. [2] we used the Wireless Sensor Data Mining

(WISDM) smartphone and wristwatch activity and biometrics dataset [87, 88] to

evaluate a raw data-only classification strategy. Using Nengo as a basic frame-

work demonstrated the benefits of a neuromorphic paradigm as an alternative to

traditional deep learning solutions, presenting a first evaluation of bio-inspired

models for HAR directly from raw data.

We compared several neural networks, both recurrent and convolutional,

spiking and non-spiking, to study this issue; we also applied neuro-inspired tech-

niques to the HAR challenge via novel solutions such as the LMU, highlighting

the contrasts between typical DNNs and SNNs from two perspectives: classifi-

cation performance, and computational effort and memory consumption. This

comparison among different solutions is carried out at the last stage of the opti-

mization pipeline illustrated in Figure 7.4. Vertical arrows indicate preliminary

steps, specifically dataset selection (a) and optimization experiment design (c)
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and (d), while horizontal arrows show subsequent phases in the main timeline of

the study: neural network architecture selection (b), hyperparameter optimization

(e), and final implementation of the HAR classifiers (f).

Fig. 7.4 Preliminary processes are shown by the vertical arrows: dataset selection in (a),
hyperparameter search space specification in (c), and optimization experiment config-
uration in (d). The pipeline’s main structure, instead, is represented by the horizontal
arrows: neural network architecture selection in (b), hyperparameter optimization in (e),
and classifier evaluation in (f). [2]

7.2.2 A time-varying signal benchmark for spike encoding tech-

niques

In Forno et al [1], we expanded on the above pipeline in order to benchmark the

effect of different encoding techniques at the input. In addition to the WISDM, we

applied the same pipeline to audio data from the FSD dataset, in order to evaluate

the performance of the entire pipeline with two different types of time-varying

signals.
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Figure 7.5 depicts the methods undertaken to train the network and classify

the data. Starting with raw data, a filter bank decomposes the time-varying signal

into multiple frequency channels, using a battery of either Butterworth [300] or

gammatone [301, 184, 188] parallel band-pass filters [301] to mimic the ability of

cochlear hair cells in the human ear to deconstruct audio signals. The original

signal is then translated into the spike domain by encoding each individual fre-

quency channel using one of the methods described in Chapter 3. To continue

with the training and classification process, a feature extraction step is needed,

resulting in the sonogram, which is a reprocessing of the encoded spike-domain

signal in the form of an image. We use the Time Binning approach to convert

spike signals into frame-based features by counting events over non-overlapping,

fixed-length time periods to create the sonogram, as described in Anumula et

al. [245].

The goal is to explore the effect of input signal encoding on the training of a

spiking convolutional neural network (sCNN) using transfer learning (see Sec-

tion 4.3.1). For time-varying signals, the use of a convolutional network archi-

tecture is common practice [147, 187, 302] because it avoids the use of recurrent

neural networks, which are more elaborate and computationally intensive [2].

The sonogram is used as input for the transfer learning approach, which allows

us to indirectly train an SNN network using ANN learning techniques. Finally,

the sonogram is converted into the spike domain again to validate the accuracy

performance. Various CNN/SNN setups are tested to get the highest classification

accuracy. The SNN undergoes a model compression stage to minimize its dimen-

sions by gradually eliminating synaptic links between neurons depending on their

weight (see Section 4.4).

We thoroughly tested several combinations of frequency decomposition filter

type, encoding algorithm, feature extraction settings, and network design, using

transfer learning and a spiking CNN. The goal of this effort is to provide neuro-

morphic engineers with useful information on the relative effectiveness of various

encoding strategies. Our experiment demonstrated the relevance of customizing

the encoding method to the input data by using the same pipeline on two distinct

datasets.
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Fig. 7.5 The proposed encoding benchmark pipeline includes a frequency decomposition
stage via a filter bank, a spike encoding phase, feature extraction by sonogram creation,
transfer learning via a non-spiking network, and model compression. [1]

7.2.3 Braille letter reading benchmark on neuromorphic hard-

ware

For the Braille letter reading task, the authors further extended the pipeline from

the previous two sections with proper implementations on neuromorphic hard-

ware.

Figures 7.6.A-D depict the development path for neuromorphic challenges

in the tactile space that we proposed in Müller-Cleve et al. [3]. The suggested

method was developed and tested on tactile output from capacitive sensors, but it

can be applied to a wide range of time-dependent data, including audio streams,

motion sensor outputs, and temperature or voltage tracking. The Braille reading

task was chosen as a benchmark due to the inherently time-dependent character

of its information content, for which we devised a complete event-based neu-

romorphic classification technique. After collecting an appropriate dataset (see

Section 2.2.1), the authors implemented a widely used and well-known encoding

technique based on sigma-delta modulation (see Section 3.3), and then performed
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Fig. 7.6 The workflow is broken down into five parts. (A) Data acquisition and encoding. (B)
Information content and reconstruction loss analysis. (C) Various non-spiking classifiers
are used to generate a benchmark for the proposed RSNN. (D) The RSNN is subjected to
hyperparameter tuning. (E) Performance is analyzed, taking into consideration multiple
metrics and hardware solutions. [3]

classification using a neuro-inspired approach employing Feedforward Spiking

Neural Network (FFSNN) and RSNN models (see Section 4.2.2), which were im-

plemented both in software (see Section 5.2.2) and hardware (see Section 6.2).

NVIDIA Jetson (a modular embedded GPU system) and Intel Loihi (a specialized

neuromorphic chip) were the targets of the hardware implementation, entering

a comparison with standard classification algorithms with respect to quality of

classification, average power consumption, energy use, and computation delay

during inference.

Results showed that Braille reading can be carried out in a highly energy-

efficient manner by using event-based data and using Spiking Neural Networks

(SNNs) on specialized neuromorphic hardware. This assertion is supported by

various factors such as the information retention in the encoding, the reliability of

the classifiers, and the amount of power needed on different hardware running

different models.

Initial examination of the frame-based data via a linear classifier [3] demon-

strated that distinguishing information in this type of dataset is stored in both the

spatial and temporal domains: in fact, when no time dimension was provided in

frame- or event-based data, the accuracy of linear classifiers decreased, demon-
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strating the need for architectures capable of learning spatio-temporal patterns

from the data. Although linear classifiers provide excellent accuracy using all

time bins as predictors, they cannot be used to analyze spatio-temporal patterns

when data is being detected in real-time rather than being already accessible; this

contrasts with the progressive learning techniques and spike-based algorithms

enabled by neuromorphic technology.

Performing a data encoding study illustrated the trade-off between the quan-

tity of information from the initial frame-based data and event stream sparsity.

The original frame-based data is intrinsically redundant because the information

content drops slower than the event compression ratio, as exposed by comparing

the datasets at various threshold levels.

In addition to the effect of the encoding threshold, the investigation revealed

time binning to be a major influencing element. The minimum time_bin_size

represents the smallest boundary within which the temporal evolution of the

event stream can be accurately represented in the sparse vector format used on

a GPU; when ISIs in the data are shorter than the time_bin_size, information

content and time dynamics degrade and information is lost. The implementation

outcomes show that the network likely failed to capture the sparsity in the source

event stream at each layer: although the dataset supplied to the input stage had

a compression ratio greater than 1 in terms of events, the optimized network

demonstrated an increase in the number of events and the overall energy con-

sumption of the architecture. The quantity of time bins has a significant impact

on power consumption, but when comparing thresholds ϑ= 1 with ϑ= 10 and

ϑ= 2 with ϑ= 5 for the RSNN, which have the same time_bin_size of 5 and 3 ms,

respectively, the higher threshold always has a higher power consumption, as

shown in Figure 6.13. This can only be explained by an increase in the number of

spikes broadcast in the network. As a result, encoding strategies that reduce the

number of events in input data can still lead to higher overall energy usage in the

system.

The spiking neuron voltage and current time constants, after being indepen-

dently optimized for each encoding threshold, were all of comparable magnitude:

in fact, they appear to be linked to the underlying temporal fluctuations in the in-

put event stream and not to the encoding threshold or binning time window. The

HPO did not find a global best for any single encoding threshold, highlighting the
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complicated interplay of the included parameters, which resulted in numerous

locally optimal solutions. The findings of the optimization grid search demon-

strated that any time_bin_size bigger than 2 ms led to a similar trend, with a minor

decline in classification accuracy as time_bin_size increased. The choice of a larger

time_bin_size for future robotic implementation is preferred, given the moderate

drop in accuracy and the improvement in energy and power savings.

The implementation of SNNs on the NVIDIA Jetson indicated that the plat-

form is capable of meeting the requirements of real-time functionality (i.e., any

network’s inference time being less than the duration of one sample). However,

the difference in inference time between non-spiking and spiking networks is

significant. It varies between ∼ 16× (Inception vs. FFSNN with threshold ϑ= 1)

and ∼ 91× (FCN vs. RSNN with threshold ϑ= 2). As a result, energy consumption

increases significantly, ranging from ∼ 2× (Encoder vs. FFSNN with threshold

ϑ= 1) to ∼ 40× (LSTM vs. RSNN with threshold ϑ= 2). These figures demonstrate

the clear disadvantage of the application on standard hardware: an effective de-

ployment would require either a more optimized design that is better accelerated

by GPUs, or dedicated hardware that can make use of spiking domain properties

such as temporal sparsity.

The authors were able to demonstrate the feasibility of doing time series

classification on neuromorphic hardware utilizing only event-based coding and

asynchronous event-driven computation. Using only 450 recurrently intercon-

nected hidden units and utilizing a total of 31 mW on the Intel Loihi neuromorphic

processor, the deployed RSNN could discern from 27 classes of Braille letters at

78.32 % accuracy. Of course, this is still insufficient to report competitive classifica-

tion performance when compared to conventional classifiers or other SNN results

on diverse tasks: the choice of sigma-delta encoding in particular led to excessive

information loss, preventing the network from further improvement. Nevertheless,

compared to an LSTM running on the NVIDIA Jetson embedded GPU, the RSNN

with threshold ϑ = 2 on Loihi yielded a power-efficiency boost of 250×. These

results highlight the challenges of spike-based computing in terms of accuracy

when compared to standard algorithms; at the same time, they demonstrate the

potential of the neuromorphic approach paired with event-based transmission

and asynchronous computation in terms of power/energy efficiency and delay,

particularly for mobile robotics or strongly energy-constrained application fields.

In these scenarios, efficient event-based encoding is a necessary companion to
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neuromorphic computing for executing the task. Event-based devices can be

considered quiescent when no substantial input change happens, and their power

consumption is exceptionally low during this period. Despite this, thanks to its

asynchronous nature, the system will be able to respond to changes immediately.

7.3 Chapter summary

As the ideal endpoint of this thesis, this chapter has reported a few examples of

partial and complete neuromorphic pipelines.

First, the author demonstrated interoperability between a neuromorphic pro-

cessor and a RISC-V CPU on the same chip, enabling seamless data interchange

and simulation control for edge computing. Then, we examined how three subse-

quent research projects have gradually built a neuromorphic pipeline for classifi-

cation of time-varying signals.

An experiment using raw, low-frequency inertial sensor data from human

activity monitors highlighted the energy/accuracy tradeoff in favor of spiking LMU

networks, indicating that recurrent networks could provide better results for time-

varying data while maintaining the energy advantage of spiking computation.

In a second experiment, we expanded our analysis to middle-frequency au-

dio data, using a variety of preprocessing and encoding techniques. We also

introduced model compression, resulting in favorable classification accuracy and

energy savings.

Our latest effort involved collaboration with international researchers to ac-

celerate the neural model on neuromorphic hardware. While we found a small

gap in accuracy between the RSNN on the Loihi neuromorphic hardware and

the Jetson GPU, the energy efficiency of the Loihi version was 1475× that of the

best-performing network on Jetson.

While the designs proposed in this chapter constitute workable prototypes

for benchmarking the behavior of neuromorphic system designs, they do not yet

exemplify complete end-to-end neuromorphic pipelines ready for deployment

in IoT and industrial applications. Limitations such as the scarce availability of

event-based sensors and lack of resources for native SNN training have informed

the growth of our neuromorphic pipeline, with the necessity of gradual adoption
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of new tools, techniques and models selected via careful benchmarking and

examination of the interaction with the other elements in the process. At the

same time, as seen throughout Section 7.2, this gradual and modular method has

proven stable and reliable, creating a valuable platform to build upon in support

of future work in this area of research.
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Conclusions

The goal of this research was to create a catalog of computational blocks, tools,

and frameworks based on neuromorphic technology, as well as to define advanta-

geous pipelines and methodologies for implementing new algorithms that match

diverse test cases in the industrial sphere. This thesis focused on developing a

working neuromorphic pipeline with special attention to applications involving

the categorization of IoT time-varying data in order to provide relevant didactic

examples of practical use cases for neuromorphic technology. This type of ap-

plication represents an ideal use case for the SNNs at the core of neuromorphic

computing, because this type of deep learning architecture inherently features a

more accurate internal representation of spatio-temporal dynamics compared

to other ML solutions. After identifying the building blocks of the neuromorphic

system, we have examined each in detail and observed their interactions with one

another.

For edge deployment, an embedded neuromorphic application must necessar-

ily interact with its environment via sensors. This purpose can be served by both

typical digital sensors (accelerometer, gyroscope) and novel event-based sensors

(silicon retina, silicon cochlea). The two types of solution offer different tradeoffs

and advantages: event-based sensors represent a promising avenue, and they are

likely to see widespread adoption in the near future for specialized tasks because

of their extreme power efficiency. On the other hand, as of now, digital sensors

are a far more accessible alternative that can be used at a low cost; therefore, it is

likely that anyone trying to create a system exploiting neuromorphic platforms to

be deployed in the very near future will need to interface with this kind of input.
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Whether using digital or event-based sensing, the neuromorphic designer

must address the issue of spike encoding and its repercussions on downstream

elements, especially as it affects the information content of the obtained signal.

While an event-based sensor generally encapsulates encoding hardware that can-

not be changed a posteriori, input from a digital sensor must be transformed into

a spike train before it can be elaborated by a SNN. As seen in Chapter 3, our thor-

ough investigation of spike-based encoding solutions found a notable correlation

between the efficiency of the coding technique and the frequency of the input

data: therefore, an important requirement for any spike coding technique is that

it produce a sufficiently high spike count to properly stimulate all the cascading

layers of the classification network. Because spike sparsity is a determinant of the

low power attributes of neuromorphic systems, selecting an encoding strategy

requires careful consideration of the tradeoff between information preservation

and energy reduction.

As far as time-varying signals are concerned, rate-based coding does not prop-

erly represent the fine temporal dynamics of an input signal. Temporal coding ex-

ploits the spatio-temporal representation ability of SNNs more effectively, leading

to more accurate results. Within the temporal coding class, deconvolution-based

and temporal contrast techniques deliver the best accuracies, with comparable

performance. However, deconvolution-based methods require more insight into

the frequency characteristics of the input data in order to properly construct the

underlying filters, and are therefore generally harder to design. On the contrary,

temporal contrast techniques are simpler and more effective at algorithmically

capturing the time-varying dynamics of the data with little input from the designer.

As a result, we can say that temporal contrast encoding is a suitable first choice

for most applications handling input data that has an important time-varying

component.

The selection of the operative classifier network for the neuromorphic system

is also of paramount importance. Neuromorphic technology allows for very fine

modeling of the internal dynamics of a network layer, down to the complex be-

havior of a single neuron. While neuronal models can be endlessly customized —

either taking inspiration from biology or creating less realistic computational units

that serve a specific purpose — the most widespread neuron model for practical

applications remains the Leaky Integrate & Fire (LIF), because of its very light

computational load. The use of the LIF model can be extended by integrating
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populations of Adaptive LIF neurons to enable effective learning in recurrent

SNNs.

Many of the experiments illustrated in this thesis have made use of the spiking

CNN as a classification architecture, because of its ease of implementation and

the possibility of transfer learning using well-known and reliable ANN methods.

However, as supported by the results found in the comparative classification of the

Braille dataset (see Section 5.2.2), the most suitable architecture for time-varying

data in the spiking domain is the recurrent neural network. Networks such as the

LMU and RSNN natively create a memory trace of past events in their recurrently

connected reservoirs, which allow the classifier to correlate time-varying events

on a longer scale. As a result, in future work, the author proposes to integrate

cutting-edge recurrent networks — such as the LSNN, a spiking variant of the

LSTM architecture that enables novel learning techniques — into the classification

pipeline. In addition to pure and simple architectural design, refining techniques

such as automated hyperparameter optimization and model compression remain

as important for neuromorphic engineering as they are in the general ML field.

Research into neuromorphic hardware platforms has continued to flourish in

the past few years. Nowadays, the field is on the verge of a minor revolution, as

the first generation experimental platforms put forward by the research commu-

nity (such as SpiNNaker and BrainScaleS, later followed by Loihi and DYNAP-SE)

prepares to give way to a second generation that builds on the successes of the

previous platforms (presently: SpiNNaker 2, Loihi 2, ReckOn), bringing in techno-

logical innovations that will empower more complex computation. For instance,

while SpiNNaker 2 is expected to provide a 50× increase in computational ability

over its predecessor, mostly due to a higher number of CPUs, a higher clock rate,

and the integration of hardware accelerators for synaptic operations, the intercon-

nection infrastructure will be based on the efficient multicast router that sat at the

core of SpiNNaker’s exceptional software scalability. This routing infrastructure

has been carefully examined as part of the scope of this dissertation, demon-

strating the scalability of the SpiNNaker architecture for communication-heavy

jobs while identifying the primary constraints limiting context growth. Several

of these bottlenecks, such as computation time, DTCM size, and SDRAM access

time, should improve with the newer and faster technologies promised by the

latest hardware iteration. On the other hand, as seen in Section 5.3.1, the com-

munication efficiency of the neuromorphic platform also heavily depends on
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decisions taken on the software side, namely in the placement and routing algo-

rithms. As a result, the size and complexity of the new neuromorphic platforms

must necessarily grow in tandem with a greater focus on placement and routing

issues, encouraging the development of efficient algorithms that account for the

relative physical location of data and computing elements, as well as the quirks

of the lower hardware and software layers. This study further validates the utility

of digital and fully programmable systems like SpiNNaker, which enable contin-

ual evolution by allowing users to create new neural models and middleware

algorithms even late in the hardware’s lifecycle.

Finally, Chapter 7 reported a few examples of partial and complete neuro-

morphic pipelines. On a hardware synthesis and system software level, we have

demonstrated the interoperability of a neuromorphic processor with a RISC-V

CPU located on the same chip, allowing for seamless data interchange and simula-

tion control for edge computing. On a more macroscopic level, we have gradually

built a neuromorphic pipeline for classification of time-varying signals. A first ex-

periment (Section 7.2.1) used raw, low-frequency inertial sensor data from human

activity monitors to benchmark the behavior of several neural network-based

classifiers. This study highlighted an energy/accuracy tradeoff in favor of spiking

LMU networks, giving credit to the idea that recurrent networks could enable

better results for time-varying data while maintaining the energy advantage con-

nected to spiking computation. In a second work (Section 7.2.2), we incorporated

a variety of preprocessing and encoding techniques and expanded our analysis to

middle-frequency audio data, allowing us to compare the effects of different data

elaboration methods. We also added a model compression step which brought

favorable results in terms of classification accuracy and energy savings. In our

largest effort, thanks to the collaboration of a group of international researchers,

we were able to extend the pipeline to include acceleration of the neural model

on neuromorphic hardware, finding a small gap in accuracy when comparing

the results of the same RSNN on the Loihi neuromorphic hardware and on the

Jetson GPU, overshadowed by a three-order-of-magnitude (1475×) improvement

in energy efficiency when compared to the best-performing network on Jetson.

Despite our efforts, some gaps remain in the construction of an end-to-end

neuromorphic pipeline for time-varying signals. Due to limited availability of

event-based sensors, we have mostly worked with digital sensors and software-

based converters to spike encoding. For a truly embedded end-to-end neuromor-
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phic system to be deployed on the edge, the computational effort of this encoding

step must be taken into account if real time operation is to be guaranteed. Also, in

all these pipelines, we primarily relied on transfer learning as a training method.

While this method is simple and effective enough for small networks with a fixed

task, the potential of SNNs for active adaptability and online learning after de-

ployment remains largely unexplored in this work. However, this unique ability

may be one of the decisive aspects for the adoption of this type of technology in

the industrial field. Finally, again due to limited reach and availability, we were

only able to use first-hand the SpiNNaker hardware platform, thanks to the Po-

litecnico di Torino’s involvement in the Human Brain Project, while Loihi results

were provided by external collaborators. While these platforms remain more than

suitable for experimentation, a convincing proof of concept should use a more

miniaturized and energy efficient platform, such as ReckOn or the Kapoho Bay

incarnation of Loihi. In light of the above, future work will concentrate on complet-

ing a totally neuromorphic pipeline for real-time speech recognition. Leveraging

the Neuromorphic Auditory Sensor will allow to sidestep any encoding issues,

and the target architecture will shift towards recurrent SNNs, finally focusing on a

hardware implementation on the most suitable neuromorphic platform.

This research illustrates a few examples of the many tools now available in

neuromorphic engineering, and the difficulties and opportunities in the compli-

cated interplay of the necessary elements constituting a neuromorphic pipeline.

For many years, despite booming interest in the development of neuromorphic

hardware, the accessibility to these machines has lagged behind, due to the lack

of standard and powerful APIs that would ensure the interoperability of the many

hardware and software tools being researched as well as a unified front-end that

would allow developers to try and combine different solutions. However, first with

the introduction of the Neural Engineering Framework (NEF) and Nengo, then

with the increased industry involvement on the part of Intel with the creation

of Loihi and the Intel Neuromorphic Research Community, collaborative efforts

among many entities have brought to light many new tools allowing to explore

novel neural architectures and applications with increased modularity. As a result,

this dissertation represents a first step toward effortless integration of neuromor-

phic devices into fully embedded applications, able to independently interact

with their surroundings and provide sophisticated inference while respecting very
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strict power constraints; the use cases offered here offer a foundation for future

research to build upon and expand the possibilities of neuromorphic engineering.
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