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Abstract

In this paper we apply neural network models to a set of natural numbers in order to classify the congruence classes
modulo a given integer m ∈ {2, 3, . . . , 10}. We compare the performances of two kinds of architectures and of
several input data representations. It turns out that these tasks are fully solved using a convolutional architecture and
a special representation for the input data that exploits the prime factor decomposition of numbers.

Keywords: Neural Networks, Natural Numbers, Convolutional Networks, Prime Numbers, Congruence Classes

1. Introduction

Neural Networks are a powerful tool in Machine

Learning that has been successfully used in solv-

ing several kinds of problems; the tasks that can

be addressed with them are extremely diverse in

nature and have a wide spectrum of applicabil-

ity that ranges from image recognition to word

generation, medical diagnosis and much more

(cf. de Rosa and Papa (2021),Gatt and Krahmer

(2018), Hu et al. (2019), Li et al. (2020), Liu et al.

(2019), Papastratis et al. (2020), Richardson et al.

(2021), Sarvamangala and Kulkarni (2022)).

In its simplest form, a Neural Network can be

formalized as a composition N = f1 ◦ · · · ◦ fk of

functions fi : R
ni → R

ni+1 , each linking two real

vector spaces. All of these spaces, except for the

first and the last one, are called latent spaces.

Usefulness of Neural Networks comes from

their applicability in all those problems that re-

quire the approximation of an unknown function

φ. This approximation process can be formal-

ized as follows. We consider families of functions

fi,θi : R
ni → R

ni+1 , i = 1, . . . , k, each de-

pending on a set of parameters θi (whose elements

are called weights), and we consider the family

of Neural Networks NΘ = f1,θ1 ◦ · · · ◦ fk,θk
depending on the set of parameters Θ =

⋃k
i=1 θi.

The set Θ is initialized randomly; then, through

a suitable optimization process, called training,

the best set Θ̂ is found so that the corresponding

network NΘ̂ is an acceptable approximation of φ.

In order to be processed by a network N =

f1 ◦ · · · ◦ fk, the input data has to be given a

vector representation; the vectors representing the

input data are then moved by the functions fi from

one latent space to the next one up to the output

space. In each of the latent spaces the dispositions

of the data can be studied geometrically, and the

emerging geometric properties can be compared

with the semantic features. It has been observed in

several papers (cf. Abdal et al. (2019), Fetty et al.

(2020), Giardina et al. (2022), Shen et al. (2020),
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Vaswani et al. (2007)) that in many remarkable

cases and for several kinds of networks there exist

in fact relationships between the two.

This phenomenon is not fully understood yet

and it appears to be rather complex and multi-

faceted. The study of the geometry of the latent

spaces, in particular, is very challenging and has

been carried out in many different ways by many

authors (cf. Arvanitidis et al. (2017), Connor and

Rozell (2020), Donoho and Grimes (2005), Smith

et al. (2019)).

The main problem in relating geometric proper-

ties of the latent spaces with semantic features of

the data relies on the fact that while the former are

objectively determined characteristics of mathe-

matical entities, the latter need not necessarily

be so. Consequently, in many of the situations

analyzed in the literature, understanding whether

it is possible to assign a semantic interpretation to

a geometric parameter − or, conversely, whether

it is possible to characterize a feature of the data

using a geometric parameter − turns out to be a

rather ambiguous task. Furthermore, most of the

examples in this direction usually deal with data

(e.g. images) that possess several features wildly

intertwining with one another, and this makes the

picture still more complex and of difficult inter-

pretation.

In order to overcome these issues, we suggest

the use Neural Networks to address problems re-

lated to a dataset with objective features − a math-

ematical dataset. Our choice falls on the set N of

natural numbers for its intuitiveness, immediacy

and easy implementability. For evident reasons of

finiteness, we take into consideration only the first

one million natural numbers (from 0 to 999 999).

In this paper we train networks so to identify

the congruence classes modulo a given integer

m ∈ {2, 3, . . . , 10}. The networks that we build

have different structures and process input data

with various vector representations. It turns out

that the tasks under consideration are fully solved

using a convolutional architecture and a particular

representation for the input data that exploits the

concept of “Prime Grid”.

The work is organized as follows. In Section 2

we describe the settings of our experiments. In

particular: some modes of vectorial representa-

tion of natural numbers (Subsection 2.1), the ar-

chitectures of the neural networks that we build

(Subsection 2.2), the parameters adopted and the

general functioning of the training process (Sub-

section 2.3). In Section 3 we present the results

of our experiments (cf. also Tables 2, 3 and 4).

Finally, in Section 4 we comment, analyze and

interpret the results.

2. Experiment Setting

2.1. Input Data Representation

Having chosen to work with a dataset of natural

numbers, the first problem to face is how to rep-

resent such numbers so to make them accessible

by a network. In contrast to other kinds of datasets

for which there is a “natural” vector representation

(e.g. images, that may be represented as matrices

of pixels), for natural numbers several equally

pleasurable vector representations are available,

and we shall now briefly describe them.

Given any b ∈ N, b ≥ 2 (called base) it is a

well-known fact from elementary Arithmetic that

every n ∈ N may be uniquely expressed in the

form

n =

k∑

i=0

dib
i (1)

for suitable d0, d1, . . . , dk ∈ {0, 1, . . . , b − 1}
(called digits) and k ∈ N. We can therefore repre-

sent n using the vector

(d0, d1, . . . , dk) ∈ R
k+1

where k = �logb n� and d0, d1, . . . , dk are as in

(1). This will be called the b-adic vector represen-

tation of n.

It is clear that the b-adic representation requires

b distinct symbols to denote the b distinct digits;

for evident computational reasons we shall there-

fore impose the limitations 2 ≤ b ≤ 10 on the

possible values of the base b in our analysis. It

is also clear that the input space for a network

working with our dataset of natural numbers from

0 to 999 999 will be R
N , where

N = 	logb(1 000 000)
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(a number ranging from N = 6 when b = 10 to

N = 20 when b = 2).

The vector representations described so far de-

pend on the choice of a base b, thus they seem

not to give an intrinsic description of numbers.

This fact suggests to look for a new vector rep-

resentation that, on the contrary, be more closely

related to the arithmetic structure of the set N. We

thus construct a vector representation for natural

numbers based on the concept of “Prime Grid”,

introduced in Kolossváry and Kolossváry (2022).

Let P = {pi | i = 1, 2, . . . } be the sequence

of all prime numbers in ascending order, and call

Prime Grid the set NP of all the infinite sequences

of natural numbers indexed on the set P . Follow-

ing Kolossváry and Kolossváry (2022) we can, in

view of the so-called Fundamental Theorem of

Arithmetic, associate to each n ∈ N an element

(�1, �2, �3 . . . ) (2)

of the Prime Grid so that

n =

∞∏

i=1

p�ii . (3)

Observe that (3) is a finite product, since in it

there are only finitely many exponents taking pos-

itive values; the sequence (2) used to identify

the natural number n, called in Kolossváry and

Kolossváry (2022) the prime signature of n, is

therefore eventually zero.

These considerations suggest the possibility of

exploiting the prime signature of numbers to rep-

resent them as vectors: given n ∈ N, we can in

fact cut its prime signature (2) after the k-th entry

if �i = 0 for all i > k, and use the element of

R
k so obtained as a vector representation of n.

This means in particular that our dataset of nat-

ural numbers from 0 to 999 999 can be faithfully

represented by vectors in R
N , where N = 78 498

is the number of primes < 1 000 000. This will be

called the Prime Grid vector representation of the

numbers.

Now, this value N for the dimension of the in-

put space appears excessively big. A quick glance

to the data shows in fact that the prime signatures

of the numbers between 0 and 999 999 are very

sparse sequences with most of the entries equal

to 0 and, furthermore, almost all of their non-zero

entries take only very small values. In order to

make such observations more precise, we conduct

a simple analysis on these prime signatures: for

a few values of p ∈ N we determine how many

natural numbers between 2 and 999 999 can be

factorized using the first p primes only. The re-

Table 1. Number of naturals between 2 and

999 999 that can be factorized with the first p

primes only.

p Number Percentage

100 259 223 ∼ 26%

1000 604 017 ∼ 60%

5 000 785 095 ∼ 79%

sults, shown in Table 1, indicate that about the

80% of them has a prime signature (�1, �2, �3, . . . )

that satisfies �i = 0 for all i > 5 000. This leads us

to reduce our dataset to precisely those numbers

that can be factorized using only the first 5 000

primes. In particular, this means that using the

Prime Grid vector representation the dimension of

the input space is set to N = 5000.

2.2. Architectures

For our experiments we construct networks fol-

lowing two different types of architecture:

• MLP (cf. Figure 1): This is a standard mul-

tilayer perceptron architecture with five fully

connected linear layers, each followed by the

Leaky ReLU function (except for the last one

which is only linear). For the b-adic vector rep-

resentations the dimensions of the layers follow

the scheme:

N → 100 → 50 → 10 → 5 → m (4)

where the input space has dimension

N = 	logb(1 000 000)
.

For the Prime Grid vector representation, whose

input space has a much bigger dimension (N =

5000), we use the following scheme instead:

N → 1000 → 500 → 100 → 50 → m. (5)
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In both cases, the dimension m of the output

space depends on the task adopted for the train-

ing process.

Fig. 1. MLP architecture

• CNN (cf. Figure 2): This is the standard ar-

chitecture for a convolutional Neural Network

(cf. O’Shea and Nash (2015)). In contrast to

MLP, in this case each element n of the dataset

is organized into a B × N matrix whose rows

contain the vector representations of a sequence

of B consecutive numbers starting with n. This

matrix is then processed in C different chan-

nels, each of which is acted on by a learn-

able k × k kernel. In our model, there are two

convolutional layers, each followed by a max

pooling with a stride of 2. The first one of the

convolutional layers has C = 64 and k = 7,

while the second one has C = 128 and k = 3.

The length B of the sequence of numbers is

set to B = 8 in all of the experiments. After

the convolutional layers there are a flatten layer

and, subsequently, four fully connected linear

layers each followed (with the exception of

the last one) by the Leaky ReLU function. For

the b-adic vector representations the dimensions

of the linear layers are taken according to the

scheme

F → 100 → 50 → 10 → m, (6)

where F is the dimension of the flatten layer

and m is the dimension of the output space.

For the Prime Grid vector representation we use

instead the scheme

F → 1000 → 100 → 10 → m. (7)

Fig. 2. CNN architecture

2.3. Training Process

As mentioned in Section 1, we work with a dataset

of natural numbers so to have the possibility of

dealing with objective features. Among the sev-

eral available choices, we decide to train our net-

works so to identify the congruence classes mod-

ulo a given number m ∈ N.

Recall from the so-called Modular Arithmetic

that, given two integers z1, z2 ∈ Z, we write

z1 ≡ z2 mod m

if and only if m divides the difference z1 − z2; in

this case z1 is said to be congruent to z2 modulo

m. The congruence classes modulo m are the sets

[ρ]m = {ρ+mz | z ∈ Z}, ρ = 0, 1, . . . ,m− 1

and the number ρ ∈ {0, 1, . . . ,m−1} is called the

residue modulo m of the class [ρ]m; evidently an

integer a is in [ρ]m if and only if ρ is the remainder

of the division of a by m.

Let m ∈ N be fixed. We train a network so to

determine, for a given natural number, its residue

modulo m. In order to achieve this goal we select

two disjoint subsets of our dataset D: the training

set Dt and the validation set Dv = D\Dt.
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The training set Dt consists of r randomly se-

lected disjoint batches B1, . . . , Br, each contain-

ing s elements. The training process is split into t

epochs. During each epoch, for i = 1, . . . , r the

model is applied to the batch Bi, the weights are

optimized accordingly and then the new model is

applied to the batch Bi+1.

In the case of b-adic vector representations, the

values of the parameters r, s and t are chosen

depending on the architecture of the network:

• MLP: we take r = 66, s = 10 000 and t = 60.

In this case the cardinality of Dt is 660 000 so

that it occupies about 2/3 of the whole dataset.

• CNN: we take r = 400, s = 256 and t = 10.

In this case the cardinality of Dt is 102 400 so

that it occupies only 10% of the whole dataset.

The case of the Prime Grid vector representa-

tion is treated differently because of its elevated

computational complexity, and we use r = 400,

s = 256 and t = 10 for both kinds of architec-

tures. In this way the cardinality of Dt is 102 400

so that it occupies only 13% of the whole dataset.

As for the optimization step, in the case of b-

adic vector representations we use and compare

the performances of two different optimization al-

gorithms: the Stochastic Gradient Descend (SGD)

and Adam. It turns out that Adam provides more

accurate results than SGD, therefore in the case of

the Prime Grid vector representation we make use

solely of this optimizer.

Since the task of the training process is a mul-

ticlass classification problem, the function to be

optimized will be the Cross Entropy loss func-

tion. The number of classes to be distinguished

is clearly the modulo, m, and therefore this will

be the dimension of the output space in all the

schemes (4), (5), (6) and (7).

The details of the implementation of both the

optimization algorithms, SGD and Adam, and of

the Cross Entropy loss function can be found in

Paszke et al. (2019).

3. Results

After the training process, the trained model is

validated on the validation set Dv. The results of

these validations are analyzed by calculating the

confusion matrix and the accuracy (cf. Pedregosa

et al. (2011) for the implementation). The results

are collected in Tables 2, 3 and 4.

4. Conclusions

A quick glance to Tables 2 and 3 shows that

the problem of classifying the congruence classes

modulo m is fully resolved when the input data

is processed using the b-adic vector representation

with b = m; a fact appearing not that remarkable

since in this case the rightmost entry of the rep-

resenting vector is precisely m and therefore the

answer to the proposed task is furnished by the

input vector representation itself. This seems to

be essentially the sole situation that the network

is able to handle when the MLP architecture and

the SGD optimizer are used. Indeed, from Table 2

we see that the only cases in which the network

does not make completely random choices are

those in which b divides m, that is, in which we

have m = bc for some c ∈ N. More specifically

analyzing the confusion matrices we observe that

if b and c are powers of the same prime then the

task is solved, otherwise the network correctly

assigns to each number in the validation set its

residue modulo b, but it makes random choices

when allocating the residues modulo c. As an

example, we show the confusion matrices of the

cases b = 2, m = 6 and b = 3, m = 6.

⎛
⎜⎜⎜⎜⎜⎜⎝

21594 0 12193 0 21268 0
0 9767 0 28734 0 16694

21661 0 12099 0 21176 0

0 9928 0 28434 0 16833
21681 0 11958 0 21170 0

0 9619 0 28624 0 16567

⎞
⎟⎟⎟⎟⎟⎟⎠

Confusion Matrix b = 2, m = 6.

⎛
⎜⎜⎜⎜⎜⎜⎝

19750 0 0 35305 0 0
0 18723 5 0 36467 0
0 0 45754 0 0 9182

20225 0 0 34970 0 0
0 18258 5 0 36546 0
0 0 45694 0 0 9116

⎞
⎟⎟⎟⎟⎟⎟⎠

Confusion Matrix b = 3, m = 6.

The situation slightly improves when using the

CNN architecture and the SGD optimizer. In par-

ticular, in this case the network is also able to
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Table 2. Accuracies of the MLP architecture using the b-adic input representation.

Rep. Optimizer Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 Mod 8 Mod 9 Mod 10

2-adic
Adam 1.00 1.00 1.00 0.95 1.00 1.00 1.00 0.99 0.98
SGD 1.00 0.33 1.00 0.20 0.33 0.14 1.00 0.11 0.20

3-adic
Adam 1.00 1.00 1.00 0.82 1.00 0.73 0.70 1.00 1.00
SGD 0.50 1.00 0.25 0.20 0.50 0.14 0.12 1.00 0.10

4-adic
Adam 1.00 0.83 1.00 0.98 0.33 0.24 1.00 0.15 0.78
SGD 0.50 0.33 1.00 0.20 0.17 0.14 0.60 0.11 0.10

5-adic
Adam 0.50 0.36 0.46 1.00 0.35 0.92 0.37 0.92 0.50
SGD 0.50 0.33 0.25 1.00 0.17 0.14 0.13 0.11 0.50

6-adic
Adam 1.00 1.00 1.00 0.51 1.00 0.99 0.92 1.00 0.20
SGD 0.67 0.50 0.29 0.20 0.99 0.14 0.14 0.16 0.12

7-adic
Adam 0.50 0.33 0.91 0.78 0.30 1.00 0.99 0.16 0.25
SGD 0.50 0.33 0.25 0.20 0.17 0.98 0.12 0.11 0.10

8-adic
Adam 1.00 0.33 1.00 0.85 0.33 0.31 1.00 0.98 0.20
SGD 0.51 0.33 0.38 0.20 0.18 0.14 1.00 0.12 0.12

9-adic
Adam 0.50 1.00 0.26 0.93 0.50 0.14 0.59 1.00 0.99
SGD 0.50 0.54 0.25 0.20 0.20 0.14 0.13 1.00 0.10

10-adic
Adam 0.80 0.54 0.40 1.00 0.33 0.16 0.30 0.76 1.00
SGD 0.59 0.33 0.29 0.20 0.19 0.14 0.14 0.11 1.00

Table 3. Accuracies of the CNN architecture (B = 8) using the b-adic input representation.

Rep. Optimizer Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 Mod 8 Mod 9 Mod 10

2-adic
Adam 1.00 0.36 1.00 0.22 0.34 0.13 1.00 0.12 0.18
SGD 1.00 0.33 1.00 0.20 0.36 0.15 1.00 0.10 0.20

3-adic
Adam 0.50 1.00 0.26 0.22 0.50 0.13 0.14 1.00 0.10
SGD 0.50 1.00 0.26 0.20 0.50 0.15 0.12 1.00 0.11

4-adic
Adam 1.00 0.35 1.00 0.22 0.34 0.13 1.00 0.11 0.10
SGD 1.00 0.36 1.00 0.20 0.33 0.14 1.00 0.12 0.20

5-adic
Adam 0.50 0.35 0.25 1.00 0.17 0.13 0.10 0.13 0.47
SGD 0.50 0.35 0.24 1.00 0.17 0.13 0.12 0.10 0.50

6-adic
Adam 1.00 1.00 0.60 0.22 1.00 0.15 0.39 0.15 0.16
SGD 1.00 1.00 0.71 0.16 1.00 0.13 0.33 0.54 0.19

7-adic
Adam 0.50 0.36 0.26 0.22 0.17 1.00 0.13 0.13 0.10
SGD 0.51 0.33 0.24 0.19 0.13 1.00 0.14 0.13 0.10

8-adic
Adam 1.00 0.35 0.42 0.22 0.34 0.13 1.00 0.12 0.18
SGD 1.00 0.34 1.00 0.20 0.35 0.13 1.00 0.12 0.22

9-adic
Adam 0.50 0.36 0.26 0.22 0.50 0.13 0.13 1.00 0.10
SGD 0.48 1.00 0.24 0.20 0.52 0.13 0.12 1.00 0.11

10-adic
Adam 0.91 0.36 0.54 1.00 0.17 0.13 0.14 0.13 1.00
SGD 0.93 0.32 0.53 1.00 0.32 0.14 0.26 0.11 1.00

Table 4. Accuracies of the MLP and CNN architectures using the Prime Grid input representation

and the Adam optimezer.

Arch. Mod 2 Mod 3 Mod 4 Mod 5 Mod 6 Mod 7 Mod 8 Mod 9 Mod 10

MLP 1.00 0.76 0.94 0.46 0.86 0.44 0.59 0.37 0.55

CNN

(B = 8)
1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

133820 0 0 130 0 0 0 0 0

6 21410 9104 3 6080 29722 7 33467 5547
2 9253 32568 5 9294 18320 15 25410 10665

137 2 32 84872 0 13 32427 15 4

0 10528 23954 2 18136 14165 10 29745 8329
1 9279 7062 0 2709 50930 12 27542 7792

127 7 22 61215 6 28 55588 19 3

5 13122 7410 1 4375 35692 12 38150 6578
0 7165 16846 0 6352 25402 10 32048 17291

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Fig. 3. Confusion Matrix, Prime Grid, m = 9.

identify the congruence classes modulo m with a

b-adic vector representation of the input data if m

divides b (cf. Table 3).

Tables 2 and 3 also show that the Adam op-

timizer generally behaves better than the SGD

optimizer; there are, however, a few exceptions

when it is used in combination with the CNN

architecture. It is perhaps worth mentioning that

Adam is usually more unstable than SGD: during

the training process the loss function does not

decrease monotonically, but it frequently jumps

up and down making sometimes the convergence

of the network more difficult (cf. Figure 4). For

this reason all the experiments conducted using

this optimizer train the model for t epochs, but

then validate it in correspondence of the one that

presents the minimum value for the loss function.

Fig. 4. Adam optimizer behavior, b = 2, m = 6.

As for the Prime Grid vector representation (cf.

Table 4), when the adopted architecture is the

MLP we observe that the accuracies never reach

very high values, still the choices that the network

makes are not completely random. The analysis

of the confusion matrices suggests the following

pattern:

• If the modulo, m, is a power qk of a prime q,

then the classes are split into groups according

to the exponents of q: for i = 0, 1, . . . , k, group

i contains all the classes that are divisible by

qi but not by qi+1. The classes belonging to

the same group are confused with one another.

As an example, see the confusion matrix in

Figure 3 where we take m = 9 = 32.

• If the modulo, m, is of the form 2q where q is

an odd prime, then class [0]m and class [q]m
are identified correctly, while the others are

split into two groups, those with an odd residue

and those with an even residue. The classes

belonging to the same group are confused with

one another. As an example, see the confusion

matrix of the case m = 6 below.

⎛
⎜⎜⎜⎜⎜⎜⎝

194736 0 48 12 21 0
0 127476 1 0 0 19632
14 0 107181 7 61600 0
12 14 4 172848 1 40
9 6 33259 0 135450 0
0 18789 0 0 0 128840

⎞
⎟⎟⎟⎟⎟⎟⎠

Confusion Matrix, Prime Grid, m = 6.

The most remarkable situation occurs, however,

when the input is processed using the Prime Grid

vector representation and the architecture of the

network is the CNN (cf. Table 4). In this case, in

fact, the network is able to identify correctly all

the congruence classes modulo m, for all m = 2,

3, . . . , 10.

The reason underlying this particularly nice be-

havior appears to be the following. In contrast

to other kinds of input data vector representa-

tions (e.g. the b-adic ones), the Prime Grid vec-

tor representation is able to endow the model
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with the multiplicative structure of natural num-

bers. This, however, is not sufficient to produce

a network capable of identifying the congruence

classes modulo some m ∈ N (as the first row in

Table 4 shows) since the resolution of this task

requires the comparison of adjacent numbers and

therefore the possibility of analyzing the additive

structure of the set N. In order to overcome this

issue, the choice of the convolutional architecture

has been successful: indeed the input organized

in sequences of B consecutive numbers and the

kernels that move along these sequences allow

the network to learn such an additive structure

and to extract features that globally relate all the

numbers in the sequence rather than considering

them individually.

It is now evident that the length B of the se-

quence of numbers must play a fundamental role

in the subject. Indeed, if B is too small in compar-

ison to m, then the network is expected to exhibit

issues in classifying the congruence classes mod-

ulo m. A complete investigation of this kind of

phenomena goes beyond the scope of this paper,

and it constitutes an interesting subject for further

analysis.
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