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Abstract

Small-scale rotary-wing Unmanned Aerial Systems (UAS) have gained increasing
attention for various applications such as environmental monitoring, search and
rescue, military surveillance, and Martian exploration. However, the design of these
UAS requires careful consideration of their aerodynamic performance, particularly
of their rotors, which play a crucial role in the overall efficiency and stability of
the system. Numerical simulation is a crucial tool for designing small-scale rotors,
as experimental testing of these systems can be expensive and time-consuming.
However, the accuracy of numerical simulations depends on the fidelity of the
models used, and the computational cost of high-fidelity models can be prohibitive.

In this thesis, we explore different numerical approaches to simulate the aero-
dynamic performance of small-scale rotors, ranging from reduced-order models
based on the blade element momentum theory and vortex methods to high-fidelity
Computational Fluid Dynamics (CFD) simulations. We can distinguish two low
Reynolds number regimes. The very-low Reynolds number regimes, with Reynolds
number, comprised between 104 −105, and the ultra-low Reynolds number regime
where Reynolds number falls below 103 − 104. The former is typically found in
small-scale UAS performing terrestrial applications. In this regime, the boundary
layers usually present transition to turbulence, and separations bubbles are typical.
The former is typically found in high altitudes on Earth and the Martian atmosphere.
The exotic combination of high subsonic Mach numbers and ultra-low Reynolds
numbers requires thoroughly revising the design guidelines for airfoils and rotors
operating in these conditions. Different validation exercises of the flows in these
regimes have been performed, showing how computational fluid dynamics, with
the appropriate experimental validation, can be used to gain invaluable insight into
complex rotor and airfoil aerodynamics. We also discuss different efficient airfoil
and rotor geometries designed ad-hoc for the Martian operation regime, stating the
substantial differences from traditional lifting surfaces. All the developed reduced
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order models used for the design in low Reynolds number conditions have been
packed into a Matlab APP, ROT-8, including different design and analysis modules
for rotors and airfoils.

Building on the previous studies, several UAS terrestrial applications have been
assessed, applying the lessons learned on rotor modeling in realistic dynamical
systems. These applications are the study of an innovative passive swashplateless
rotor, the analysis of multicopter maneuvers, focusing on those close to obstacles, and
finally, the assessment and numerical modeling of a multicopter spraying operation
in the vineyard scenario. These applications require understanding the dynamic
fluid-body interactions coupling aerodynamic and dynamic solvers. We have created
a virtual testing environment implementing quadcopters and hexacopters, including
a PID controller that allows reproducing real maneuvers like hovering near obstacles
or flying and spraying over a vineyard. In particular, for the vineyard application, we
couple multicopter maneuvers, aerodynamics, and droplet trajectories to assess the
effectiveness of the spray operation. The developed model has been verified with
other simplified and well-known reduced-order models, and experimental validation
of the multiphase rotor-droplet interactions has been performed.



Contents

List of Figures xii

List of Tables xxiii

Nomenclature xxvi

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Very-Low Reynolds number Airfoil Aerodynamics . . . . . 3

1.2.2 Ultra-Low Reynolds number Airfoil Aerodynamics . . . . . 6

1.2.3 Numerical Methods for Rotor Aerodynamics . . . . . . . . 7

1.2.4 Rotor Design for Martian Conditions . . . . . . . . . . . . 13

1.2.5 Passive Swashplateless Rotors . . . . . . . . . . . . . . . . 15

1.2.6 Numerical Simulation of UAS maneuvers . . . . . . . . . . 16

1.2.7 Rotary wing UAS in Agriculture: The Drift Problem . . . . 18

1.3 Chapters Summary . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Numerical Methods 24

2.1 Panel method: Xfoil . . . . . . . . . . . . . . . . . . . . . . . . . . 24



viii Contents

2.2 ROT8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.1 Blade Element Method . . . . . . . . . . . . . . . . . . . . 26

2.2.2 Free Vortex Wake . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.3 Vortex Particle Method . . . . . . . . . . . . . . . . . . . . 32

2.3 Simcenter STAR-CCM+ . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.1 Finite Volume Solver . . . . . . . . . . . . . . . . . . . . . 35

2.3.2 The γ-Reθ transition model . . . . . . . . . . . . . . . . . 41

2.3.3 Adjoint Solver . . . . . . . . . . . . . . . . . . . . . . . . 46

2.3.4 Multiphase Flow . . . . . . . . . . . . . . . . . . . . . . . 48

2.3.5 6-DOF solver . . . . . . . . . . . . . . . . . . . . . . . . . 50

3 Very-Low and Ultra-Low Reynolds Number Airfoil Aerodynamics 54

3.1 Very-Low Reynolds number . . . . . . . . . . . . . . . . . . . . . 55

3.1.1 RANS Turbulence and Transition Modelling . . . . . . . . 55

3.1.2 Large Eddy Simulations . . . . . . . . . . . . . . . . . . . 82

3.1.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 89

3.2 Ultra-Low Reyolds number . . . . . . . . . . . . . . . . . . . . . . 91

3.2.1 Laminar Flow Assumption . . . . . . . . . . . . . . . . . . 91

3.2.2 Fitness function to optimize airfoils for rotor performance . 93

3.2.3 Experimental Validation of Navier-Stokes simulations . . . 99

3.2.4 Airfoil Parametrizations . . . . . . . . . . . . . . . . . . . 102

3.2.5 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . 104

3.2.6 Airfoil Design at Reynolds number of 10,000 . . . . . . . . 114

3.2.7 CFD Simulation of Optimal Airfoils . . . . . . . . . . . . . 123

3.2.8 Sharp Leading Edge Airfoils . . . . . . . . . . . . . . . . . 125

3.2.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 134



Contents ix

4 Experimental Validation of Hovering Rotor Performance prediction 137

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

4.2 Experimental Data . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.2.1 Test matrix . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.2.2 Experimental setup for small scale UAS testing . . . . . . . 139

4.2.3 Experimental tests on an isolated rotor . . . . . . . . . . . . 139

4.3 CFD simulations: Tmotor 15"x5" . . . . . . . . . . . . . . . . . . 141

4.3.1 Blade geometry . . . . . . . . . . . . . . . . . . . . . . . . 141

4.3.2 Reynolds Averaged Navier-Stokes . . . . . . . . . . . . . . 143

4.3.3 Dettached Eddy Simulations . . . . . . . . . . . . . . . . . 155

4.4 Reduced Order Models: Tmotor 15"x5" . . . . . . . . . . . . . . . 157

4.4.1 Airfoil Database . . . . . . . . . . . . . . . . . . . . . . . 160

4.4.2 ROM Performance comparison . . . . . . . . . . . . . . . 163

4.4.3 Influence of the 2D airfoil aerodynamic database . . . . . . 167

4.5 Machine Learning Model for rotor performance estimation . . . . . 171

4.6 CFD simulations: Q4L UAS . . . . . . . . . . . . . . . . . . . . . 173

4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

5 Ultra-Low Reynolds Number Rotor Aerodynamics: Design and Opti-
mization 180

5.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

5.1.1 BEM Blade optimization . . . . . . . . . . . . . . . . . . . 181

5.1.2 Navier-Stokes Evaluations . . . . . . . . . . . . . . . . . . 185

5.1.3 Navier-Stokes Adjoint Rotor optimization . . . . . . . . . . 188

5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

5.2.1 Aerodynamic Database . . . . . . . . . . . . . . . . . . . . 190

5.2.2 BEM-based multiobjective optimization . . . . . . . . . . . 191



x Contents

5.2.3 BEM-based single-objective optimization . . . . . . . . . . 194

5.2.4 Blade Element Momentum Method and Navier-Stokes per-
formance prediction comparison . . . . . . . . . . . . . . . 196

5.2.5 Navier-Stokes Adjoint Rotor optimization . . . . . . . . . . 198

5.2.6 Navier Stokes evaluations and Large Eddy Simulations . . . 200

5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

6 Numerical Modelling of Swashplateless Rotors 208

6.1 Preliminary Swashplateless Rotor . . . . . . . . . . . . . . . . . . 209

6.1.1 Hinge design . . . . . . . . . . . . . . . . . . . . . . . . . 210

6.1.2 Blade design . . . . . . . . . . . . . . . . . . . . . . . . . 211

6.2 Dynamical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

6.3 Aerodynamic Model . . . . . . . . . . . . . . . . . . . . . . . . . 215

6.3.1 Reduced Order Model . . . . . . . . . . . . . . . . . . . . 215

6.3.2 6-DOF CFD model . . . . . . . . . . . . . . . . . . . . . . 216

6.4 Results and Comparison . . . . . . . . . . . . . . . . . . . . . . . 218

6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

7 Numerical Analysis of UASs Maneuvers. 223

7.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

7.1.1 Quadrotor dynamics . . . . . . . . . . . . . . . . . . . . . 224

7.1.2 PID control design . . . . . . . . . . . . . . . . . . . . . . 226

7.1.3 CFD analysis . . . . . . . . . . . . . . . . . . . . . . . . . 227

7.1.4 Numerical Verification: Quadcopter in horizontal translation 230

7.2 Quadcopter in Wall Effect . . . . . . . . . . . . . . . . . . . . . . 233

7.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

8 Numerical Analysis of a UAS Spraying Operation 240



Contents xi

8.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

8.1.1 Wind tunnel facility . . . . . . . . . . . . . . . . . . . . . . 241

8.1.2 Specifications of UASS . . . . . . . . . . . . . . . . . . . 242

8.1.3 Experimental Campaign . . . . . . . . . . . . . . . . . . . 246

8.1.4 Numerical methods . . . . . . . . . . . . . . . . . . . . . . 246

8.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 249

8.3 CFD Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

8.3.1 Hollowcone Nozzle Characterization . . . . . . . . . . . . 253

8.3.2 Wind effects on the hollow cone spray . . . . . . . . . . . . 257

8.3.3 Experimental Validation . . . . . . . . . . . . . . . . . . . 258

8.4 Simulation of a Spraying operation in a Vineyard . . . . . . . . . . 263

8.4.1 Hexarotor Dynamics . . . . . . . . . . . . . . . . . . . . . 263

8.4.2 Virtual Vineyard and UAS model . . . . . . . . . . . . . . 265

8.4.3 Spraying Mission . . . . . . . . . . . . . . . . . . . . . . . 267

8.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

9 Conclusions and Future Work 274

9.1 Summary and Conclusions . . . . . . . . . . . . . . . . . . . . . . 274

9.2 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . 276

9.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

References 281



List of Figures

2.1 Thrust and torque calculation . . . . . . . . . . . . . . . . . . . . . 28

2.2 Vortex filaments forming the wake behind a hovering Tmotor 15x5
after 1 revolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Vortex particles forming the wake behind a hovering Tmotor 15x5
after 1 revolution. . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.1 Fluid domain and boundary conditions. . . . . . . . . . . . . . . . 56

3.2 Medium/Medium grid for airfoil SD7003 at α = 4o and Re=60,000. 57

3.3 Intermittency contours for airfoil SD7003 at α = 8o, Re=60,000,
Tu = 0.43%. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4 Velocity fields with line convolution integrals using Menter correla-
tions. Re = 60,000. . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.5 Pressure and skin friction coefficients at the suction side of airfoil
SD7003 at Re=60,000, α = 4o. . . . . . . . . . . . . . . . . . . . . 66

3.6 Pressure and skin friction coefficients at the suction side of airfoil
SD7003 at Re=60,000, α = 8o. . . . . . . . . . . . . . . . . . . . . 66

3.7 Pressure and skin friction coefficients at the suction side of airfoil
SD7003 at Re=30,000, α = 8o. . . . . . . . . . . . . . . . . . . . . 67

3.8 Effective intermittency around airfoil SD7003 at Re=60,000, α = 4o. 69

3.9 Drag coefficient of airfoil SD7003 as a function of s1 at Re=60,000. 70

3.10 Lift and drag coefficients of airfoil SD7003 at Re=60,000 . . . . . . 70



List of Figures xiii

3.11 Skin friction coefficients at the suction side of airfoil SD7003 at
Re=60,000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.12 Instantaneous velocity magnitude around airfoil SD7003 at α = 2o

and Re=23,000 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.13 Lift coefficient of airfoil SD7003 at Re=23,000 for different solvers
compared with experimental (Anyoji [8]) and high fidelity numerical
data (Uranga [205]). . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.14 Lift and drag coefficients of airfoil SD7003 at Re=23,000 . . . . . . 76

3.15 Lift and drag coefficients of airfoil SD7003 at Re=60,000. . . . . . 77

3.16 Lift and drag coefficients of airfoil SD7003 at Re=200,000 compared
with experimental data from Selig [204]. . . . . . . . . . . . . . . . 77

3.17 Comparisons between computational and experimental location of
upper surface flow features for the SD7003 airfoil at Re=200,000 . . 78

3.18 Lift and drag coefficients of airfoil SD7003 for several Reynolds
numbers computed with the Saluksna-Juntasaro calibration with the
s1 parameter set to 6. . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.19 Lift and drag coefficients of the Ishii airfoil at Re=23,000. Our
results have been shifted by +0.587o. . . . . . . . . . . . . . . . . 81

3.20 Lift and drag coefficients of the Eppler 387 airfoil at Re=60,000 . . 81

3.21 Computational mesh. Plane at z=0.05c. . . . . . . . . . . . . . . . 83

3.22 Q-criterion=500 Isosurface colored with Mach number. CD3 Scheme. 85

3.23 Q-criterion=500 Isosurface colored with Mach number. MUSCL3
Scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.24 Q-criterion=500 Isosurface colored with Mach number. MUSCL3/CD3
Scheme with 15% upwind blending. . . . . . . . . . . . . . . . . . 86

3.25 Time-averaged friction coefficient at the plane z=0.05. . . . . . . . 86

3.26 Mean Velocity Magnitude around airfoil SD7003 at Re=60,000,
α = 4o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

3.27 Turbulent kinetic energy around airfoil SD7003 at Re=60,000, α =

4o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88



xiv List of Figures

3.28 f1 function for different radial stations and solidities. . . . . . . . . 98

3.29 Numerical simulation of the triangular airfoil wing at AOA=6º. Ve-
locity magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.30 Numerical simulation of the triangular airfoil wing at AOA=6º. Wall
pressure and Q-criterion iso-surfaces colored with Mach number
contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.31 Numerical simulation of the triangular airfoil wing at AOA=14º.
Wall pressure and Q-criterion iso-surfaces colored with Mach num-
ber contours. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

3.32 Lift and drag coefficients of the Triangular Airfoil wing. Re=3,000 . 102

3.33 class function parameters. . . . . . . . . . . . . . . . . . . . . . . . 104

3.34 Example of an airfoil generated with the CST parametrization. . . . 105

3.35 Efficiency vs. lift coefficient for NACA 4702 and 5702 at Reynolds
number of 10,000 using XFOIL with different Ncrit . . . . . . . . . . 106

3.36 Definition of control points used for grid morphing. . . . . . . . . . 107

3.37 Mesh around Pareto Optimal airfoil at Cl=0.866 with a sharp leading
edge obtained slicing with a 7.5 degrees plane, AOA=4.5°. . . . . . 109

3.38 Pressure coefficient for NACA4702 at Reynolds number 10,000. . . 111

3.39 Pressure coefficient for NACA5702 at Reynolds number 10,000. . . 111

3.40 Lift coefficient vs. angle of attack for NACA 4-digit series airfoils
at Reynolds number of 10,000 using XFOIL with N=14 and Navier-
Stokes evaluations. . . . . . . . . . . . . . . . . . . . . . . . . . . 112

3.41 Drag coefficient vs. angle of attack for NACA 4-digit series airfoils
at Reynolds number of 10,000 using XFOIL with N=14 and Navier-
Stokes evaluations. . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.42 Efficiency vs. lift coefficient for NACA 4-digit series airfoils at
Reynolds number of 10,000 using XFOIL with N=14 and Navier-
Stokes evaluations. . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.43 Aerodynamic efficiency vs. lift coefficient for NACA 4-digit series
airfoils at Reynolds number of 10,000 using XFOIL with N=14. . . 115



List of Figures xv

3.44 Maximum range efficiency vs. lift coefficient for NACA 4-digit
series airfoils at Reynolds number of 10,000 using XFOIL with N=14.115

3.45 Pareto front using the CST parametrization with XFOIL as a solver
at Reynolds number 10,000 and Mach number 0.5. . . . . . . . . . 117

3.46 Pareto optimal airfoil geometries for different lift coefficients. . . . 117

3.47 Evaluation of Pareto Optimal airfoil maximum efficiencies. . . . . . 118

3.48 Efficiency vs. lift coefficient for Pareto optimal airfoils and most
performing NACA 4-digit series airfoils at Reynolds number of
10,000 using XFOIL with N=14. . . . . . . . . . . . . . . . . . . . 118

3.49 Efficiency vs. lift coefficient for two selected Pareto optimal airfoils
series airfoils at Reynolds number of 10,000 using XFOIL with N=14.118

3.50 Instantaneous Mach number, AOA=6º, Re=3000 and M=0.5. . . . . 119

3.51 Shapes of airfoils reported in the literature compared with the two
PoliTO airfoils. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

3.52 Instantaneous Mach number, AOA=4º, Re=10,000 and M=0.5. . . . 122

3.53 Comparison of aerodynamic efficiency at different Reynolds num-
bers: PoliTO-1 [46] vs Bézard (2019) [24] vs PoliTO-2. Data from
[46] has been interpolated to the current Reynolds number. . . . . . 122

3.54 Efficiency vs. lift coefficient for Pareto optimal airfoils and most
performing NACA 4-digit series airfoils at Reynolds number of
10,000 using Navier-Stokes simulations. . . . . . . . . . . . . . . . 124

3.55 Sharp leading edge geometry. 6.5o (top), 7.5o (middle) and 8.5o

(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.56 Efficiency vs. lift coefficient for Pareto optimal airfoils with and
without sharp leading edges. . . . . . . . . . . . . . . . . . . . . . 126

3.57 Efficiency vs. lift coefficient for Pareto optimal airfoils with and
without sharp leading edges. . . . . . . . . . . . . . . . . . . . . . 127

3.58 Mean velocity field around sharp and round versions of maximum
efficiency airfoil, AOA=3°. . . . . . . . . . . . . . . . . . . . . . . 129



xvi List of Figures

3.59 Mean velocity field around sharp and round versions of maximum
efficiency airfoil, AOA=4°. . . . . . . . . . . . . . . . . . . . . . . 130

3.60 Mean velocity field around sharp and round versions of maximum
efficiency airfoil, AOA=4.5°. . . . . . . . . . . . . . . . . . . . . . 131

3.61 Instantaneous velocity field around the sharp versions of the Cl =

0.877 airfoil, with a slicing plane of 7.5 degrees. AOA=4.5°. . . . . 132

3.62 Friction Coefficient for Pareto Optimal Airfoil at Cl = 0.877. Sliced
with a plane at 7.5º, AOA=4.5°. . . . . . . . . . . . . . . . . . . . . 132

3.63 Pressure Coefficient for Pareto Optimal Airfoil at Cl = 0.877. Sliced
with a plane at 7.5º, AOA=4.5°. . . . . . . . . . . . . . . . . . . . . 132

3.64 Q-Criterion=500 isosurface around the Cl = 0.877 airfoil, with a
slicing plane of 7.5 degrees. AOA=4.5°. . . . . . . . . . . . . . . . 134

4.1 Experimental testing in terraXcube laboratory . . . . . . . . . . . . 140

4.2 Experimental measurements (terraXcube and [170]) and numerical
results for an isolated rotor. . . . . . . . . . . . . . . . . . . . . . . 142

4.3 Comparison of top and front views of the original (left) and digitally
reconstructed (right) blade. . . . . . . . . . . . . . . . . . . . . . . 143

4.4 Numerical setup. Perspective view (Left) and parallel scaled view
(Right) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.5 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . 145

4.6 Baseline Grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

4.7 Adaptative Mesh Refinement (AMR) based on the Q-criterion. MRF
approach. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

4.8 Baseline Grid with tip vortex refinement. . . . . . . . . . . . . . . . 148

4.9 Baseline Grid with tip vortex and near rotor refinement. . . . . . . . 148

4.10 Q-criterion iso-surface coloured with velocity magnitude. Re=24,099.152

4.11 Near blade fluid flow characteristics. Re=61,539 . . . . . . . . . . . 154

4.12 Near blade fluid flow characteristics. Re=186,670 . . . . . . . . . . 155

4.13 Q-criterion iso-surface colored with velocity magnitude. Re=186,860.156



List of Figures xvii

4.14 velocity magnitude with line convolution integrals of the velocity
direction projected on the plane z=0. Re=186,670. . . . . . . . . . 156

4.15 Q-criterion iso-surface colored with velocity magnitude. Re=186,670.
DDES k−ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

4.16 velocity magnitude with line convolution integrals of the velocity
direction projected on the plane z=0. Re=186,670. DDES k−ω . . . 158

4.17 Q-criterion iso-surface colored with velocity magnitude. Re=186,670.
DDES Spalart-Allmaras. . . . . . . . . . . . . . . . . . . . . . . . 159

4.18 velocity magnitude with line convolution integrals of the velocity
direction projected on the plane z=0. Re=186,670. DDES Spalart-
Allmaras. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

4.19 Aerodynamic efficiency at different radial stations, Reynolds number
and angles of attack calculated using CFD. . . . . . . . . . . . . . . 161

4.20 Airfoil shape and mesh at 0º angle of attack for polar computation
on the five selected blade sections. . . . . . . . . . . . . . . . . . . 162

4.21 Velocity magnitude of the flow around the airfoil at 53% of the radial
coordinate at a Reynolds number of 90,000 at an angle of attack of 4º.164

4.22 Aerodynamic efficiency at different radial stations, Reynolds number
and angles of attack calculated using XFOIL. . . . . . . . . . . . . 165

4.23 Thrust and torque radial distributions for different Reynolds numbers
using the CFD-based polar for the Reduced Order Models. . . . . . 166

4.24 Thrust and torque radial distributions for different Reynolds numbers
comparing the Vortex Particle Method using CFD-based and XFOIL-
based polars with CFD simulations. . . . . . . . . . . . . . . . . . 169

4.25 Pressure coefficient at Reynolds 180,000 from CFD-based polar and
XFOIL polar compared with the 78% radial station in the 3D CFD
simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

4.26 Turbulence intensity isosurface at Tu=0.01. Reynolds number 186,670.170

4.27 Machine Learning approach to compute thrust and torque coefficients.172



xviii List of Figures

4.28 Thrust coefficient (using UIUC’s definition) validation of a Matern
5/2 Kernel GPR model using k-fold validation for volume-1 propellers.172

4.29 Input geometries for Gaussian Process Regression model predictions. 173

4.30 Numerical setup of the complete quadcopter. . . . . . . . . . . . . . 173

4.31 Grid around the complete quadcopter. . . . . . . . . . . . . . . . . 174

4.32 Q-criterion coloured with Mach number around the quadcopter in-
cluding experimental fixture. . . . . . . . . . . . . . . . . . . . . . 174

4.33 Vorticity magnitude in a horizontal plane x=0.02m. . . . . . . . . . 176

5.1 Control stations on the blade for chord and twist distribution. . . . . 182

5.2 Computational setup for the unsteady simulations. . . . . . . . . . . 186

5.3 Computational Grid employed for the medium refinement. . . . . . 187

5.4 Boundary conditions and computational setup for MRF simulations.
2-bladed rotor (left) and 3-bladed rotor (right), . . . . . . . . . . . . 190

5.5 Pareto front and net thrust correction. . . . . . . . . . . . . . . . . 193

5.6 Chord distributions for different Pareto optimal solutions. . . . . . . 193

5.7 Twist distributions for different Pareto optimal solutions. . . . . . . 194

5.8 BEM: optimal 2-bladed geometry. . . . . . . . . . . . . . . . . . . 194

5.9 BEM: local results on the optimal geometry. . . . . . . . . . . . . . 195

5.10 BEM: optimal 3-bladed geometry. . . . . . . . . . . . . . . . . . . 196

5.11 BEM: local results on the 3-bladed optimal geometry. . . . . . . . . 197

5.12 Local forces and moments on the 2-blade rotor as predicted by
different solvers. . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

5.13 Morpher control point displacements after the adjoint optimization
process for the two-bladed rotor (left) and three-bladed rotor (right). 200

5.14 Comparison between the original (light grey) and final morphed
surface (dark grey) for the two-bladed rotor (left) and three-bladed
rotor (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201



List of Figures xix

5.15 Normalized airfoil sections at different radial stations after adjoint
optimization. Two-bladed rotor. . . . . . . . . . . . . . . . . . . . 202

5.16 Normalized airfoil sections at different radial stations after adjoint
optimization. Three-bladed rotor. . . . . . . . . . . . . . . . . . . . 202

5.17 Instantaneous thrust temporal evolution. . . . . . . . . . . . . . . . 203

5.18 Instantaneous torque temporal evolution. . . . . . . . . . . . . . . . 204

5.19 Friction lines over the suction side of the optimal rotor for LES
simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204

5.20 Vorticity magnitude field for the Navier-Stokes simulation at plane
z=0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

5.21 Vorticity magnitude field for the LES simulation at plane z=0. . . . 206

5.22 Q-criterion isosurface for the Navier-Stokes simulation . . . . . . . 206

5.23 Q-criterion isosurface for the LES simulation. . . . . . . . . . . . . 207

6.1 Swashplateless Rotor pitch-lag coupling control. . . . . . . . . . . 209

6.2 Hinge Image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

6.3 Mounted blades. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

6.4 Sketch of both hinges . . . . . . . . . . . . . . . . . . . . . . . . . 212

6.5 Euler angles notation. . . . . . . . . . . . . . . . . . . . . . . . . . 213

6.6 Overset Mesh Layout. . . . . . . . . . . . . . . . . . . . . . . . . . 217

6.7 Angular velocity applied to the hub. . . . . . . . . . . . . . . . . . 218

6.8 Comparison of both models predictions for right and left blades. . . 220

6.9 Velocity magnitude with line convolution integrals of the velocity
direction projected on the plane y=0 after 12 Rotor Revolutions. . . 221

6.10 Q-criterion colored by velocity magnitude after 12 Rotor Revolutions.221

7.1 Forces and torques on the quadrotor in the body frame and parame-
ters used in the simulation. . . . . . . . . . . . . . . . . . . . . . . 225

7.2 Robust cascade PID position and attitude control. . . . . . . . . . . 227



xx List of Figures

7.3 Computational domain (top) and Computational grid with adaptive
mesh refinement tracking the near-body grid (bottom). . . . . . . . 228

7.4 Configuration of the virtual UAS control test system. . . . . . . . . 230

7.5 Comparison of x-position and θ for the two models. . . . . . . . . . 231

7.6 Visualization of the velocity magnitude field obtained with CFD
during the quadrotor maneuver using the sliding grid approach. . . . 231

7.7 Visualization of the velocity magnitude field obtained with CFD
during the quadrotor maneuver using the virtual disk approach. . . . 233

7.8 Quadrotor near a wall in configuration 1. . . . . . . . . . . . . . . 234

7.9 Quadrotor near a wall in configuration 2. . . . . . . . . . . . . . . 234

7.10 Influence of tip clearance in the fluid flow around the quadcopter. . . 236

7.11 Roll angle of the quadcopter hovering in configuration two at differ-
ent wall distances. . . . . . . . . . . . . . . . . . . . . . . . . . . 237

7.12 Rotation rates of rotors 2 and 4 hovering in configuration two at
different wall distances. . . . . . . . . . . . . . . . . . . . . . . . 238

8.1 UASS and Camera Setup in the SEASTAR Wind Tunnel. . . . . . . 242

8.2 DJI Matrice 600 with a customised spray system. . . . . . . . . . . 242

8.3 (a) Optical Precision Measuring Machine, (b) Photo of T-Motor 15”x
5”, (c) CAD model. . . . . . . . . . . . . . . . . . . . . . . . . . 243

8.4 Top view of DJI Matrice 600 (Body-Fixed axes) with nozzles aligned
with wind direction. . . . . . . . . . . . . . . . . . . . . . . . . . . 244

8.5 Hydraulic circuit of spraying system. . . . . . . . . . . . . . . . . . 245

8.6 Fan performance curve at 1700 RPM. . . . . . . . . . . . . . . . . 247

8.7 Instantaneous velocity magnitude field inside the wind tunnel oper-
ating at 2 m/s and rotors operating at 5100 RPM. . . . . . . . . . . 248

8.8 Grid detail showing interphase triggered AMR. . . . . . . . . . . . 249

8.9 Lateral view of spray with Hollowcone nozzle for a) no rotor, b) idle,
and c) throttle condition in 1) hovering, 2) at wind speed = 2 m/s,
and 3) at wind speed = 3 m/s. . . . . . . . . . . . . . . . . . . . . 250



List of Figures xxi

8.10 Lateral view of spray with Fan nozzle for a) no rotor, b) idle, and c)
throttle condition in 1) hovering, 2) at wind speed = 2 m/s, and 3) at
wind speed = 3 m/s. . . . . . . . . . . . . . . . . . . . . . . . . . . 251

8.11 Frontal view of spray with Fan nozzle for 1) no rotor at 2 bar, 2)
throttle at 2 bar and 3) throttle at 3 bar. . . . . . . . . . . . . . . . . 252

8.12 Frontal view of spray with Hollowcone nozzle for 1) no rotor at 2
bar, 2) throttle at 2 bar and 3) throttle at 3 bar. . . . . . . . . . . . . 252

8.13 CAD model and the hollowcone spray angle of the HCI8002 nozzle. 253

8.14 Probability density function for the droplet diameter distribution. . . 254

8.15 Hollowcone angle for a pressure of 2 bar measured during the exper-
imental campaign. . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

8.16 Water-air interphase in VOF CFD simulation showing the conical
sheet of fluid produced by the pressure swirl nozzle at a pressure of
2 bar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

8.17 Water volume fraction in VOF CFD simulation showing the conical
sheet of fluid produced by the pressure swirl nozzle at a pressure of
2 bar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 256

8.18 Film velocity of the liquid droplets after the breakdown of the conical
sheet of fluid produced by the pressure swirl nozzle at a pressure of
2 bar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

8.19 Tangential velocity of the liquid phase forming a conical sheet of
fluid produced by the pressure swirl nozzle at a pressure of 2 bar. . . 258

8.20 Water-air interphase in VOF CFD simulation showing the conical
sheet of fluid produced by the pressure swirl nozzle at a pressure of
2 bar with no axial velocity (left) and with an axial velocity of 12
m/s (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259

8.21 Comparison between the lateral views of droplet LED visualization
and CFD simulations with a wind tunnel speed of 2 m/s. Rotors off
(top) and Rotors at full throttle (bottom). . . . . . . . . . . . . . . . 260



xxii List of Figures

8.22 Comparison between droplet distribution in CFD simulations at a
wind speed of 2 m/s with Rotors off (top) and Rotors at full throttle
(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 261

8.23 Velocity magnitude 10 m/s Isosurface in the Wind Tunnel simulations
at 2 m/s with rotors operating at 5100 rpm. . . . . . . . . . . . . . 262

8.24 Hexarotor sketch in the body frame. . . . . . . . . . . . . . . . . . 263

8.25 Sketch of a standard vineyard in which we based our numerical model.266

8.26 Geometry used in our numerical model. . . . . . . . . . . . . . . . 267

8.27 Computational grid. . . . . . . . . . . . . . . . . . . . . . . . . . . 268

8.28 Comparison of x-velocity and θ for the two models. . . . . . . . . . 268

8.29 Snapshots of the mission at different times. Velocity magnitude is
shown on the UAS symmetry plane, and the particles are colored
depending on their diameter. . . . . . . . . . . . . . . . . . . . . . 269

8.30 Top view of droplet distribution with 80o hollow cone nozzle (Real
cone angle set to 56o). T=4.0 s. . . . . . . . . . . . . . . . . . . . . 270

8.31 Side view of droplet distribution with 80o hollow cone nozzle (Real
cone angle set to 56o). T=4.0 s. . . . . . . . . . . . . . . . . . . . . 270

8.32 Top view of droplet distribution with 40o hollow cone nozzle (Real
cone angle set to 28o). T=4.0 s. . . . . . . . . . . . . . . . . . . . . 271

8.33 Side view of droplet distribution with 40o hollow cone nozzle (Real
cone angle set to 28o). T=4.0 s. . . . . . . . . . . . . . . . . . . . . 271



List of Tables

3.1 Adaptive Mesh Refinement mesh size specifications. . . . . . . . . 58

3.2 Prism layer mesher specifications. . . . . . . . . . . . . . . . . . . 59

3.3 Grid Independence study for the airfoil SD7003 at Re=60,000, α = 4o. 59

3.4 Effects of turbulence inflow conditions on performance. Airfoil
SD7003, Re=60,000, α = 8o. . . . . . . . . . . . . . . . . . . . . . 61

3.5 Aerodynamic coefficients and laminar separation bubble characteris-
tics for different models. Re=60,000, α = 4o. . . . . . . . . . . . . 64

3.6 Aerodynamic coefficients and laminar separation bubble characteris-
tics for different models. Re=60,000, α = 8o. . . . . . . . . . . . . 65

3.7 Aerodynamic coefficients and laminar separation bubble character-
istics for different models and empirical correlations. Re=30,000,
α = 8o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.8 Aerodynamic coefficients and laminar separation bubble character-
istics for different separation-induced transition corrections using
Menter correlations. SD7003 airfoil, Re=60,000, α = 4o. . . . . . . 68

3.9 Aerodynamic coefficients and laminar separation bubble character-
istics for different models and empirical correlations. Re=60,000,
α = 6o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.10 Aerodynamic coefficients and laminar separation bubble characteris-
tics for different models and s1 values. SD7003 airfoil, Re=60,000,
α = 4o. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



xxiv List of Tables

3.11 Aerodynamic coefficients applying the steady and the unsteady
solver. Re=23,000, α = 2o. . . . . . . . . . . . . . . . . . . . . . . 76

3.12 Grid specifications. . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.13 Grid Convergence Study. . . . . . . . . . . . . . . . . . . . . . . . 110

3.14 Time-Step convergence Study. . . . . . . . . . . . . . . . . . . . . 110

3.15 Airfoil performance predictions with XFOIL and CFD for two
NACA airfoils at an angle of attack of 4 degrees. . . . . . . . . . . 112

3.16 Genetic algorithm settings. . . . . . . . . . . . . . . . . . . . . . . 116

3.17 Aerodynamic characteristics of the optimized airfoil for M=0.5,
Re=3000, AOA=6°. . . . . . . . . . . . . . . . . . . . . . . . . . . 119

4.1 Experimental conditions selected for comparison with numerical
simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

4.2 Numerical results on the effect of support on the rotor thrust and
torque coefficients (MRF approach and Adaptive Mesh Refinement). 145

4.3 Experimental vs numerical results. MRF approach, Adaptive Mesh
Refinement, SST k−ω turbulence model with and without transition
model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

4.4 Grid refinement study using the dynamic approach at Re=186,670 . 149

4.5 Comparison between static and dynamic approaches using baseline
grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

4.6 Static (AMR mesh) vs dynamic (baseline grid with tip vortex and
near rotor refinement) approach . . . . . . . . . . . . . . . . . . . . 150

4.7 Experimental data vs CFD simulations. Dynamic approach, 17
million cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

4.8 Integral loads on the rotor predicted by Detached Eddy Simulations.
Re=186,870. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

4.9 Interpolation strategy between airfoil polars in the aerodynamic
database. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160



List of Tables xxv

4.10 Comparison of numerical approaches to compute rotor performance
at different Reynolds numbers. . . . . . . . . . . . . . . . . . . . . 167

4.11 Comparison of ROMs performance predictions with respect to ex-
perimental data [177] using different airfoil aerodynamic databases. 168

4.12 GPR model predictions of Tmotor 15"x5" and Delft Benchmark
blades compared to CFD and experimental data. CFD and experi-
mental data obtained is obtained from [49] for the Tmotor 15"x5"
blade and from [53] for the Delft Benchmark blades. . . . . . . . . 173

4.13 Rotation rates of the four rotors in the full quadcopter configuration. 176

4.14 Comparison between experimental and numerical approaches to
compute the quadcopter thrust. . . . . . . . . . . . . . . . . . . . . 177

5.1 Multi-objective Genetic algorithm parameters. . . . . . . . . . . . . 184

5.2 Single-objective Genetic algorithm parameters. . . . . . . . . . . . 185

5.3 Rotor Grid settings. . . . . . . . . . . . . . . . . . . . . . . . . . . 186

5.4 Grid refinement study using the Navier-Stokes solver at 7115 rpm. . 187

5.5 Compressibility effects assessment. PoliTO-2, AOA=4 degrees and
Re=10,000. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

5.6 Optimal BEM geometries. . . . . . . . . . . . . . . . . . . . . . . 198

5.7 Comparison between BEM and CFD-Adjoint optimal geometries. . 199

5.8 LES and Navier-Stokes solver comparison using the 21 Million grid
at 7115 rpm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203

7.1 Influence of tip clearance in time-averaged forces and moments on
the Quadcopter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

8.1 Main parameters of DJI Matrice 600. . . . . . . . . . . . . . . . . . 244

8.2 Main characteristics of the HCI8002 nozzle. . . . . . . . . . . . . . 254

8.3 Numerical Simulation Parameters. . . . . . . . . . . . . . . . . . . 258



Nomenclature

Superscripts

p considered particle quantity

q influence particle quantity

Subscripts

σ regularized quantity

j panel j quantity

Other Symbols

α Angle of attack

β Blade geometrical twist

Cl

Cd
Aerodynamic efficiency

Cl
1.5

Cd
Range efficiency

Γ circulation

γ Intermittency

µ dynamic viscosity

ν kinematic viscosity

Ω Rotation rate in radians per second

ω Specific dissipation rate



Nomenclature xxvii

ωi Rotor i angular velocity

ωS Vector with the square of the rotor angular velocities: [ω2
1 , . . . ,ω

2
n ]

T

φ Inflow angle

ρ Density

σ Smoothing radius

σl Local solidity: σl =
Nc(r)
2πr

σR Solidity: σR =
Srotor

Sdisk

σw Weighing factor in the objective function

α⃗ particle strength

ω⃗ vorticity

a⃗1 panel chord-wise vector

a⃗3 panel normal vector

u⃗ velocity

x⃗ particle position

dw Tip-wall clearence

dA panel/blade element area

k Turbulent kinetic energy

KD Torque coefficient (PID-Control): KD=
Qi

ω2
i

KT Thrust coefficient (PID-Control): KT =
Ti

ω2
i

N Number of blades

Rh Rotor hub radius

Reθ Momentum thickness Reynolds number



xxviii Nomenclature

RF lifting line Relaxation Factor

T/P Rotor power loading

U∞,V Freestream velocity

vol particle volume

BL Blade loading: BL =
CT

σ

c Airfoil chord

C f Chord-wise skin-friction coefficient

CP rotor power coefficient: CP = P
ρπΩ3R5

Cp Pressure coefficient

CQ rotor torque coefficient: CQ = Q
ρπΩ2R5

CT rotor thrust coefficient: CT = T
ρπΩ2R4

Cd Airfoil drag coefficient: Cd =
d

1
2ρV 2c

Cl Airfoil lift coefficient: Cl =
l

1
2ρU2

∞c

D Rotor diameter

d Airfoil drag

f Pedrizzetti’s relaxation factor

FM Figure of merit: FM =
C1.5

T√
2CP

h spacing between particles

l Airfoil lift

M Freestream Mach number (airfoils) and tip Mach (rotors)

P Rotor power consumption

Q Rotor torque



Nomenclature xxix

R Rotor radius

r radial coordinate

Re Reynolds number:
U∞ c

ν
(Airfoils) and

Ω 0.75R c0.75R

ν
(Rotors)

RPM Rotation rate in revolutions per minute

T Rotor thrust

Tu Turbulence Intensity

TVR Turbulent Viscosity Ratio

WMars Weight under Martian gravitational acceleration

xre Boundary layer reattachment location

xsep Boundary layer separation location

xtr Boundary layer transition location

Acronyms / Abbreviations

ADRC Active Disturbance Rejection Control

AMI Arbitrary Mesh Interface

AMR Adaptive Mesh Refinement

AOA Angle Of Attack

BCD Bounded Central Differences

BEM Blade Element Method

BVI Blade Vortex Interaction

CD Central Difference

CFD Computational Fluid Dynamics

CFL Courant Friedrich Levy

CSF Continuum Surface Force



xxx Nomenclature

DEP Double Edged Plate

DES Detached Eddy Simulation

DNS Direct Numerical Simulation

DOF Degree Of Freedom

DPM Dispersed Phase Model

FVW Free Vortex Wake

GPR Gaussian Process Regression

ILES Implicit Large Eddy Simulation

K-H Kelvin-Helmholtz

LBM Lattice Boltzmann Method

LCTM Local Correlation-Based Transition Model

LE Leading Edge

LES Large Eddy Simulation

LSB Laminar Separation Bubble

MAV Micro Aerial Vehicle

ML Machine Learning

MRF Moving Reference Frame

MRF Multiple Reference Frame

MSH Mars Science Helicopter

MUSCL Monotonic Upwind Scheme for Conservation Laws

NZPG Non-Zero Pressure Gradient

PID Proportional-Integral-Derivative

PIV Particle Image Velocimetry



Nomenclature xxxi

PPP Plant Protection Product

RANS Reynolds-Averaged Navier Stokes

ROAMX Rotor Optimization for the Advancement of Mars eXploration

ROM Reduced Order Model

SOU Second Order Upwind

SST Shear Stress Transport

T-S Tolmien-Schlitching

TE Trailing Edge

TEF Trailing Edge Flap

UAM Urban Air Mobility

UAS Unmanned Aerial System

UASS Unmanned Aerial Spraying System

UIUC University of Illinois Urbana-Champaign

URANS Unsteady Reynolds Averaged Navier Stokes

VOF Volume Of Fluid

VPM Vortex Particle Method

WALE Wall-Adaptive Local Eddy-viscosity

WENO Weighted Essentially Non-Oscillatory

ZPG Zero Pressure Gradient



Chapter 1

Introduction

1.1 Motivation

The motivation for this research is to develop a better understanding of the aerody-
namics of small-scale rotors and to provide guidance for designing more efficient
and reliable unmanned aerial systems (UASs) for terrestrial and Martian applications.
In particular, the performance of micro aerial vehicles (MAVs) in low-density condi-
tions, such as the Martian atmosphere or high altitudes in the Earth’s atmosphere, is
especially challenging due to the extremely low Reynolds number that they encounter
[24]. Generating lift/thrust in these conditions requires high speeds, which are also
limited due to transonic effects. The different geometries necessary for these opera-
tion regimes require evaluating the performance prediction capabilities of different
reduced-order models (ROMs) typically used for rotor performance estimations,
such as the blade element momentum (BEM) method, the free vortex wake (FVW)
method, or the vortex particle method (VPM). Despite the increasingly growing
computational power available for research and industry, ROMs are still mandatory
for preliminary design phases due to the significantly demanding computational cost
of higher fidelity CFD simulations. A thorough comparative analysis, trading off
these approaches’ accuracy and computational cost, is mandatory at these reduced
Reynolds number conditions, as the conclusions may possibly differ from those
obtained at higher Reynolds numbers. The transition to turbulence is another compli-
cation in the numerical analysis performed in this regime. Transition modeling is not
widely embraced in the community, mainly due to its high empirical content and the
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need to fine-tune the models for different applications. The flow is not expected to
undergo natural transition to turbulence for low Reynolds numbers applications. This
means that the critical Reynolds number for the amplification of Tolmien-Schlitching
(T-S) waves is not reached. For a flat plate with no pressure gradient, this value is
around 500,000 and reduces as the pressure gradient increases [182]. For Reynolds
numbers of 100,000 and below, boundary layers rarely undergo natural transition
as the pressure gradient required to drop the critical Reynolds number to that level
is too high for the boundary layer to withstand, resulting in separation. However,
the laminar-turbulent transition may occur due to the exponential growth of the
Kelvin-Helmholtz (K-H) instability in the separated shear layer [205]. This tran-
sition mechanism usually results in the formation of laminar separation bubbles
(LSB), which alter the effective camber and thickness of the airfoil and, therefore, its
performance [95]. Separation bubbles tend to be short and thin for higher Reynolds
numbers, limiting their influence on airfoil performance. Separation bubbles are
longer and thicker in the ultra-low Reynolds number regime, profoundly impacting
performance. The study of LSB in this regime is critical as the relative importance of
turbulence is reduced, and therefore, transition models tend to fail in predicting the
transition location and, thus, the LSB morphology. Scale-resolving simulations such
as Large Eddy Simulations (LES) and Direct Numerical Simulations (DNS) have
been proven to predict this transition mechanism accurately [205, 83, 52]. However,
they are computationally intensive, and only a few simplified test cases have been
tested. Therefore, improving the transition models for this flow type is crucial.

This research aims to improve the performance of small-scale UAS applications
in agriculture, infrastructure inspection, and disaster response. Apart from improving
performance predictions using numerical models, it is also interesting to focus on
understanding the complete UAS depending on its application. In this work, we aim
to investigate several problems linked to rotor aerodynamics in different applications.
One of these applications is the use of multirotors in agricultural spraying operations.
The interaction between the rotor wake and the droplets is vital to reduce the drifting
of plant protection products (PPPs) that can be potentially harmful to our health and
reduce the efficiency of the operation [59]. Another critical operation of UAS is
the flight close to obstacles. The ground and ceiling effects have been extensively
studied in the literature, but the knowledge of the wall effect is still quite limited.
When a multicopter approaches a wall, the rotor nearest to it experiences reduced
thrust, leading to a global tilting moment that dangerously brings the vehicle close



1.2 Literature Review 3

to the wall [63]. It is, therefore, interesting to analyze the forces and moments
induced by the vertical surfaces to ensure controllers can handle them. Finally, this
work aims to improve the understanding of novel UAS approaches. One of these
alternatives currently under investigation is using passive swashplateless rotors in
coaxial helicopters. These rotors are partially articulated with a coupled lag-pitch
hinge, and the blades’ passive response to a synchronized sinusoidal input torque
generates the desired control moments [153]. The numerical modeling of this type
of rotor is extremely challenging due to the passive nature of the response and
the complex aerodynamics of this pitching-lagging motion in an already rotating
reference frame.

1.2 Literature Review

1.2.1 Very-Low Reynolds number Airfoil Aerodynamics

The regime of very low Reynolds numbers corresponds to the interval of Reynolds
numbers based on the airfoil chord, ranging from 10,000 to 100,000. Within this
particular range, the transition to turbulence typically occurs after the boundary
layer’s separation, which may reattach in the configuration of a laminar separation
bubble. The significance of laminar separation bubbles in the low Reynolds number
regime lies in their substantial contribution to the non-linearity observed in the Cl (α)

curves of airfoils. This non-linearity leads to a marked deviation, even at small angles
of attack (AOA), from the conventional expression Cl = 2π (α −αL=0) as posited by
Prandtl’s thin airfoil theory. The transition process within separation bubbles occurs
at significantly lower Reynolds numbers than the conventional natural transition
threshold. The amplification of Tollmien-Schlichting (T-S) waves is similar to that
observed in natural transition. However, adverse pressure gradients result in the
premature separation of the flow, which in turn induces Kelvin-Helmholtz (KH)
instability in the separated shear layer. This instability causes the shear layer to roll
up into vortices, ultimately leading to the onset of turbulence, as noted by Schlichting
[182]. According to Hain [94], turbulent flow can effectively transport momentum
toward the wall, which in turn aids in the reattachment of the separation bubble. The
aerodynamic coefficients are influenced by the presence of a separated flow region,
which alters the effective camber and thickness of the airfoil, as noted by Hansen et
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al. [95]. The position and dimension of the LSB can vary depending on the Reynolds
number and AOA. In very-low Reynolds number conditions, it is common for airfoils
to exhibit trailing edge separation without reattachment at low angles of attack. As
the AOA increases, the adverse pressure gradient intensifies, causing the separation
point to shift upstream. This phenomenon facilitates an earlier transition. In cases
where the separation point is located far enough upstream to enable the complete
transition to turbulent flow, the flow reattaches in the vicinity of the trailing edge. An
escalation in the angle of attack shifts the separation point toward the leading edge.
At a certain threshold of AOA, the adverse pressure gradient becomes exceedingly
intense, leading to the complete detachment of the turbulent boundary layer. This
phenomenon causes a significant separation on the airfoil’s suction side, resulting
in a stall. Stall may be defined as a drop in lift coefficient followed by a dramatic
increase in the drag coefficient. We will see how this classical definition of stall does
not apply to ultra-low Reynolds number airfoils as they show a high lift regime even
after leading-edge separation. Their drag increases significantly, but the lift does not
drop.

Various authors have analyzed the behavior of airfoils at low Reynolds numbers
through experimental and numerical means. The UIUC Applied Aerodynamics
Group conducted extensive experimental testing [204] on multiple airfoils, leading to
the establishment of design guidelines for low Reynolds number airfoils. As a result
of this research, the SD7003 has become one of the most widely used low Reynolds
airfoils. McGhee, Walker, and Millard conducted a comprehensive experimental
study [133] at NASA Langley on the Eppler 387 airfoil, which is also widely used
for low Reynolds numbers, to investigate the airfoil’s characteristics. In [148], the
Particle Image Velocimetry (PIV) experimental technique was employed to conduct
a comparative analysis of the separation bubble of the SD7003 airfoil in three distinct
facilities. Recently, there has been a growing interest in Mars flight, prompting
a research team in Japan to study various airfoils, including the Ishii airfoil, at
remarkably low Reynolds numbers as of 23,000. [10, 12].

Two of the earliest computational approaches are by Eppler et al. [79, 73], and
Drela et al. [74, 75], the latter creating Xfoil, an efficient but yet successful design
tool that couples inviscid analysis based on the panel method and integral boundary
layer approaches to account for viscous effects. The eN method is incorporated in
Xfoil for transition prediction, yielding remarkable outcomes despite its relatively
minimal computational expense. Radespiel et al. [163] presented more advanced
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techniques that combine Reynolds-Averaged Navier-Stokes (RANS) with the eN

method. Subsequently, local correlation-based transition models (LCTM) were
developed, including the empirical methodology introduced with the γ-Reθ model by
Menter and Langtry [137, 115], and the phenomenological methodology established
with the Laminar-Kinetic Energy Model by Walters and Cokljat [214]. With a few
exceptions, the literature lacks sufficient documentation on implementing the γ-Reθ

transition model for airfoils operating in the very-low Reynolds number regime.
Babajee [14] employed the RANS equations along with the γ-Reθ transition model
to forecast transition occurring in the suction side of the airfoils of low-pressure
turbines blades. In the study conducted by Choudhry [61], an examination of long
separation bubbles on thick airfoils was performed utilizing two distinct models,
namely the γ-Reθ transition model and the laminar-kinetic energy model. Salimipour
[173] presents a modified version of the laminar-kinetic energy model, which is then
compared to the γ-Reθ transition model in the very-low Reynolds number regime for
a NACA 0012 airfoil. Götten’s study [91] provides a comprehensive validation of
the γ-Reθ transition model across multiple airfoils, specifically at Reynolds numbers
greater than 200,000. Several authors have also performed high-fidelity Large Eddy
Simulation (LES) or Direct Numerical Simulation (DNS) on conventional airfoils
operating at low Reynolds numbers. These approaches do not need a transition
model since they can resolve smaller turbulence length scales and numerically
capture transition. Therefore, LES and DNS results are valuable references for
tuning transition models.

The airfoil SD7003 has been subjected to rigorous testing and has become a
popular benchmark. Galbraith and Visbal [84] proposed applying a Discontinuous
Galerkin technique to conduct Implicit Large Eddy Simulations (ILES) . Uranga et al.
[206] provided evidence supporting the efficacy of Implicit Large Eddy Simulation
(ILES) in the computation of separation-induced transition, simulating Reynolds
numbers as low as 22,000. De Wiart [52] analyzed the aforementioned airfoil using
an ILES, and then, a DNS was conducted to support the findings. Catalano and
Tognaccini [55] introduced Large Eddy Simulations that employ a second-order
scheme for the chordwise and wall-normal directions and Fourier colocations in
the span-wise direction. The authors challenge the findings presented in Galbraith
and Visbal’s study [84], which assert that a high-order scheme is indispensable for
accurately representing laminar separation bubbles. There is no reason why second-
order schemes cannot capture adequate separation-induced transition apart from the
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stringent temporal and spatial discretization requirements. The airfoil in question
has also been analyzed using RANS methodologies. Windte, Scholz, and Radespiel
[227] utilized a k −ω model in conjunction with a en transition model to make
predictions regarding transition to turbulence. Catalano and Tognaccini [54, 56]
have suggested alterations to the k−ω SST turbulence model to accurately simulate
lower Reynolds number flows. De Santis, Catalano, and Tognaccini [67] proposed
a modification to the γ transition model formulated by Menter et al. [139] aimed
at improving the production of turbulent kinetic energy within separation bubbles.
During the framework of this Thesis, an attempt to enhance the production of
turbulent kinetic energy in separation bubbles by adjusting the s1 parameter in the
γ-Reθ transition model introduced by Langtry [114] was performed. This work is
detailed in Carreño and D’Ambrosio [39] and Chapter 3 of this document. We show
how the explored transition model may be tuned with more or less success for a
given airfoil, depending on the characteristics of this and the operating conditions.
However, it is worth mentioning that in the case of a rotor, the complexity grows as
every radial station presents different geometries and is subject to different Reynolds
numbers and angles of attack.

1.2.2 Ultra-Low Reynolds number Airfoil Aerodynamics

Numerical and experimental studies have been conducted on the design of airfoils for
atmospheric conditions on Mars. The Ultra-low Reynolds number regime is defined
as the range of Reynolds numbers between 1,000 and 10,000. Kunz [111] conducted
a comprehensive numerical investigation on the aerodynamics of efficient airfoils
and rotors operating in this regime. Valuable experimental data obtained in the
Martian Wind Tunnel at Tohoku University has been published by researchers from
Japan, who have also pursued Martian flight [143, 10, 199, 9, 11]. One of the most
useful research items for validation purposes is the work performed by Munday [143]
on triangular airfoils. His experimental results serve to validate various numerical
methodologies, including unstructured finite volume Navier-Stokes solvers [24, 44]
and high-order DNS solvers [37] under ultra-low Reynolds number conditions. The
primary area of focus for the Japanese researchers is the performance of airfoils
under low Reynolds conditions and the development of a fixed-wing aircraft, as
evidenced by their work in [8, 10, 12]. Koning et al. [105, 108] conducted thorough
aerodynamic and optimization analyses of airfoils for Martian rotors. The authors
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propose a multi-objective optimization strategy to maximize lift and minimize drag
concurrently. Their findings suggest that sharp leading-edge geometries exhibit
superior aerodynamic efficiency compared to conventional geometries. The high
computational cost of this approach stems from the utilization of URANS within the
optimization loop as a solver. The Mars Science Helicopter (MSH) developed under
the Rotor Optimization for the Advancement of Mars eXploration (ROAMX) project
[65] employs a sharp double-edged plate as its airfoil [102]. Bézard and Désert have
conducted extensive numerical and experimental research on airfoils [24, 23, 70, 69]
in the context of designing a coaxial helicopter at ONERA. The authors employ
Xfoil [75] in their study to develop an airfoil design that is globally optimal across
various Reynolds numbers and angles of attack. The ultra-low Reynolds number
regime has also been studied within this thesis’s framework. We conducted numerical
simulations in these works and developed efficient Martian airfoil designs using
coupled Adjoint-based CFD analysis [46, 45, 47]. Chapter 3 includes a detailed
explanation of this methodology. Another approach is presented to generate sharp
leading-edge geometries starting from baseline airfoils obtained with XFOIL. This
methodology is fast and allows the generation of state-of-the-art performances in a
few hours using a standard laptop.

1.2.3 Numerical Methods for Rotor Aerodynamics

This section summarizes the different approaches described in literature to compute
rotor performance. The methods described in the following lines present variable
fidelities, and they have associated different computational costs. We can divide
these methodologies into three macro groups. Reduced order models, classical CFD
methods based on Navier-Stokes equations, and Lattice Boltzmann solvers.

1.2.3.1 Reduced Order Models

Generally, these methodologies are computationally cheaper and are typically used
for design and optimization applications. They exploit discretized forms of simpli-
fied formulation of the governing equations of fluid dynamics. To compute rotor
performance, these methods require an accurate airfoil aerodynamic database for
low Reynolds numbers applications. Even though computing a polar for a rotor with
varying airfoils might be computationally intensive, it is an operation that needs to be
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done just once for a given rotor. A fast and relatively accurate alternative to CFD to
compute airfoil databases is a panel method coupled with an integral boundary layer
formulation such as XFOIL [75]. For helicopter applications with high Reynolds
numbers, lifting surface models have been used to compute rotor aerodynamics
without using airfoil databases. However, for smaller-scale applications with small
associated Reynolds numbers, the potential theory is insufficient to compute airfoil
performance, and lifting line implementations combined with airfoil polars are a
common choice. Examples of lifting surface codes exist, such as the Non-Linear
Vortex Lattice combined with 2D airfoil data presented in [100]. In the following
lines, we describe possibly the three most popular reduced-fidelity models to calcu-
late rotor performance; the blade element momentum method, the free vortex wake
method, and the vortex particle method.

Blade Element Momentum Methods

Blade element methods are widely used to predict the aerodynamic loads on rotors,
propellers, and wind turbine blades. The BEM theory is a steady-state method that
combines the general momentum theory and the blade element theory. The method
predicts the sectional lift and drag of each blade element using an aerodynamic
database. These forces are used to compute the local thrust and torque which in
turn affect the inflow velocity predicted by the momentum theory. This poses a
non-linear problem that can be tackled iteratively or using a non-linear solver such
as the Newton-Raphson technique. Once the solution converges, the loads on the
blades are integrated over the span to obtain the overall rotor performance.

This method is fast and reasonably accurate for high aspect ratio blades, assum-
ing negligible crossflow effects and a primarily two-dimensional flow hypothesis.
However, the lack of explicit wake modeling compromises the accuracy of this
approach, particularly in hovering conditions where BVI may occur. Some popular
BEM approaches, among many others presented in the literature, include PropCode
[21], QBlade [128], JBlade [190], JavaProp [98] and QProp [76].

Free Vortex Wake Methods

The free vortex wake method is an unsteady approach that models the wake behind
the rotor as a series of vortex filaments shed from the blade’s trailing edges. These
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vortices are convected downstream with the local velocity field and interact with the
incoming wind, producing a complex flow field. By integrating the velocity fields,
the updated position of the vortices can be computed. The velocity of the vortices
is obtained by computing the induced velocities from all the other vortices using
the Biot-Savart formula. These codes include empirical models to account for the
evolution of the vortex core’s, making them sensitive to model parameters. While the
free vortex wake method considers the wake’s modeling and provides improved esti-
mates of inflow angles [24], it requires significantly more computational resources.
The cost of the Free Vortex Wake approach is generally three orders of magnitude
higher than the BEM method and even four orders of magnitude in some cases with
slow convergence. However, it remains significantly cheaper than CFD calculations
by approximately four to five orders of magnitude. Some popular free vortex wake
codes include CAMRADII [144], PUMA from ONERA [117], and Qblade [127].
This methodology is well-suited for flows where the relative wind helps to stabilize
the vortex systems, such as wind turbines or propellers with a significant advance
ratio. In hovering cases, where the vortex system generally becomes unstable, this
approach becomes limited and may be challenging to converge. These convergence
issues typically arise for hovering rotors with a relatively low thrust coefficient that
present a compact vortex system and the BVI becomes very intense. The presence
of an axial velocity, on the other hand, tends to stabilize the solution [97]. Non-
linearities in the airfoil aerodynamic database, especially when stall and post-stall
models are used, can cause further convergence issues.

Vortex Particle Methods

The Vortex Particle Method (VPM) is an alternative approach to simulate the unsteady
flow around a rotor. In this method, the fluid flow is represented by numerous
particles that follow the fluid equations of motion. This method can be considered a
free vortex wake method because the vorticity field is discretized into particles, and
these are convected with the flow following the vorticity form of the Navier-Stokes
momentum equations. However, unlike the classical FVW that models the evolution
of the core of the vortex filaments, the VPM also solves an equation to update
the vortex particle strength, and therefore they deserve a special mention. VPM
is an interesting method for simulating the unsteady flow around the rotor, but it
is computationally expensive and requires a large number of particles to produce
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accurate results. Acceleration methods such as the Fast Multiple Method enable
simulations with many particles with contained computational costs. One advantage
of the VPM is its ability to account for wake mixing, as it does not require direct
connectivity of vortex structures. It is well-suited for hovering flows and multi-rotor
interactions. Although more computationally expensive than the FVW, VPM offers
greater freedom in the wake topology and a more accurate evolution of the vortex
strength. These approaches were developed in the last decades of the past century,
with significant contributions from Winckelmans [225], but they have recently gained
popularity in the simulation of Unmanned Aerial Systems (UAS) with distributed
propulsion in the context of Urban Air Mobility (UAM) and other applications.
Two codes implementing different variations of this technique are DUST [140] and
FLOWVPM [5]. Another advantage of these approaches is the ability to perform
variable fidelity simulations by adjusting the number of particles used to discretize
the wake vorticity is discretized.

1.2.3.2 Navier-Stokes based Computational Fluid Dynamics

Moving into classical CFD methods, RANS simulations predict the steady-state
flow around a rotor. RANS simulations solve the averaged Navier-Stokes equations
for the mean flow field in a moving reference frame rotating with the rotor, and
they incorporate turbulence models to predict the effects of turbulence in the mean
flow. RANS simulations are computationally efficient compared to their transient
counterparts and are widely employed for predicting the performance of rotary wings
[160, 112, 22, 49]. Unsteady Reynolds-averaged Navier-Stokes (URANS) simula-
tions, on the other hand, solve the Navier-Stokes equations in an inertial reference
frame while imposing the rotor boundary condition by rotating the grid. URANS
simulations are more computationally demanding than RANS simulations but can
provide more accurate results when large-scale unsteady phenomena are relevant.
For isolated rotors with far-field boundary conditions, the whole domain can be
rotated. On the other hand, if the computational domain is not axisymmetric or
multiple rotors need to be modeled, two regions must be created: a static region to
accurately impose the boundary conditions and dynamic regions to account for rotor
rotation. Various approaches can be used to interface these regions, two popular
alternatives being the sliding grid approach and the chimera method for overset grids.
Detached Eddy Simulations (DES) combine URANS and large eddy simulation
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(LES) methods. In DES, URANS simulations are performed where the grid reso-
lution is insufficient to resolve turbulent scales, such as in boundary layers. On the
other hand, the LES mode is employed in separated regions where grid requirements
are not so stringent, primarily modeling the small-scale turbulence while resolving
the larger eddies. With an adequate grid resolution, DES can capture secondary
instabilities of vortex systems, which often occur on hovering rotors when the pitch
of the helical vortex system is small [96]. Scale-resolving simulations have strict
grid requirements with second-order reconstruction schemes. Higher-order solvers
(n > 2) are typically preferred due to their ability to capture the helical vortex system
of a rotor on coarser grids. Several authors [229, 212, 1, 213] have investigated the
use of higher-order schemes in combination with hybrid RANS-LES approaches
for rotor simulations. These authors demonstrate how wake instabilities generate
secondary braids surrounding the original vortex systems. Depending on the grid,
solver selection, and rotor being studied, these instabilities might dominate, creating
a ’vortex soup’ in the wake. While this effect is recognized as non-physical, its
underlying causes are currently under investigation. In recent decades, the aerospace
community has relied on second-order finite volumes or finite difference schemes
for CFD simulations. Two well-known commercial solvers validated for industrial
rotor applications are Simcenter STAR-CCM+ and Ansys Fluent. These codes im-
plement second-order finite volume schemes, including both upwind and central
difference versions. Recently, STAR-CCM+ also included third-order central differ-
ences and Monotonic Upwind Schemes for Conservation Laws (MUSCL) . MUSCL
and Weighted Essentially Non-Oscillatory (WENO) schemes are two popular fami-
lies schemes implemented in codes such as OVERFLOW [62], OVERTURNS [15] or
UCNS3D [7]. Higher-order solvers come with a computational overhead compared
to low-order schemes. However, this overhead usually pays off by increasing the
computational efficiency of computations for a given accuracy level, but this is not
certain. In these lines, [196] presents an analysis with different order WENO and
MUSCL schemes for the Caradonna-Tung rotor test case [36] and the PSP rotor test
case [219] using the RANS solver in UCNS3D modeling rotation with a Moving
Reference Frame (MRF) . They show how their fourth-order schemes present a
large overhead with a small increase in integrated load predictions. Therefore, the
third-order scheme could achieve the same accuracy level in a finer grid with im-
proved efficiency. For scale-resolving simulations, this requirement becomes more
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stringent as CFL has to remain close to unity even for implicit integration schemes,
and therefore this would favor the use of higher-order solvers.

The application of methodologies traditionally developed for helicopter flows to
small-scale rotors used in small-scale UAS must be carefully analyzed due to the
low Reynolds numbers present in these blades at usual rotation rates. For a constant
tip speed velocity, decreasing the radius of a rotor while maintaining the aspect
ratio results in a drop in the Reynolds number computed at the 75% radial station
proportional to the radius reduction. Furthermore, the inner sections operate at low
velocities and always face lower Reynolds numbers. A commercial 20 cm radius
UAS rotor operating in standard conditions at typical rotation rates will present
Reynolds numbers around 100,000. Without extremely high freestream turbulence
levels that trigger bypass transition, the flow will present a non-negligible laminar
region in this regime. Towards the root, a rotor operating in design conditions,
presenting an attached flow or near trailing edge separation, will likely remain
laminar. As the radial coordinate increases, the Reynolds number will increase, and
the flow will be more prone to separation and thus transition to turbulence due to the
amplification of the Kelvin-Helmholtz instability developing in the separated shear
layer. This transition mechanism usually generates Laminar Separation Bubbles
on the suction side of small-scale blades. These bubbles increase the airfoil’s
effective camber, generating subtle differences in rotor performance. Incorporating a
transition model is necessary to predict this flow’s boundary layer state with RANS
and URANS approaches. As mentioned in the case of airfoils, transition models are
not widely extended in the rotorcraft community either. On the other hand, LES
allows the prediction of separation-induced transition, but the spatial and temporal
resolution required would be too large to compute transition on the rotor’s suction
side accurately. Using a commercial second-order finite volume solver, the cell
count would be in the order of 109 cells with a time step of roughly 0.01 degrees per
time-step for between 10 and 20 revolutions. This rough estimate of the potential
computational cost of such an approach emphasizes the need for transition modeling
for very low Reynolds numbers.

1.2.3.3 Lattice Boltzmann Method

The lattice Boltzmann method (LBM) has recently become popular in modeling
rotating flows. LBM represents the fluid by a distribution function that evolves
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over time according to kinetic equations. The distribution function represents the
probability of finding a fluid particle at a particular location and velocity. The method
uses a lattice grid to discretize the physical domain, and the fluid particles collide
and interact on the lattice nodes. LBM has several advantages over traditional CFD
methods based on solving the Navier-Stokes equations. Firstly, it is computationally
efficient and can be easily parallelized on a distributed computing platform. Sec-
ondly, it is a mesoscopic method that can simulate the flow at a resolution between
the macroscopic and microscopic scales. Thirdly, LBM is easy to implement and
can handle complex boundary conditions, such as porous media or moving bound-
aries. PowerFLOW is a lattice Boltzmann code that can perform Very Large Eddy
simulations on small-scale rotors as shown in [53, 167]. With this approach, they
can tackle separation-induced transition and predict separation bubbles in the suction
side of rotors operating in low Reynolds number conditions. They corroborated the
presence of these separation bubbles using an oil visualization technique. A popular
open-source LBM implementation is OpenLB [110]. A thorough review of this
methodology can be found in [185].

1.2.4 Rotor Design for Martian Conditions

Developing UAS capable of operating within the Martian atmosphere is an interesting
and contemporary subject matter. The recent successful flight of the Ingenuity
helicopter has demonstrated its feasibility. The operational conditions for a rotary
wing on Mars are determined by the atmospheric gas density and viscosity, as well
as the necessary rotation speed and rotor diameter. As a result, the rotary wing
operates primarily within the ultra-low Reynolds number regime (103<Re<104),
where the flow is expected to be laminar. The region at the tip is situated within the
lower limits of the very-low Reynolds number regime, characterized by a range of
104<Re<105. This region is susceptible to experiencing a transition from laminar
to turbulent flow due to separation-induced effects. These conditions are typical
of rotor blades utilized by UAS that operate within the Martian atmosphere or at
significantly elevated altitudes, such as 30 kilometers, within the Earth’s atmosphere.
The recent successful flights of the Ingenuity helicopter on Mars have generated
interest in exploring the Martian terrain by utilizing UAS. The task of flying on
Mars presents several challenges for various reasons. Although the gravitational
force on Mars is approximately 38% of that on Earth, the planet’s density is two
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orders of magnitude lower than that of Earth. As a result, the capacity of traditional
rotors to generate adequate thrust is restricted. The speed of sound on Mars is
approximately 75% of the velocity of sound on Earth when measured at sea level.
The aforementioned limitation constrains the increased rotational velocity needed to
generate sufficient thrust owing to the transonic phenomena. High angular velocities
can induce a torque rise, implying larger loads on the motors that could cause
overheating. This represents a major issue due to the difficulty of cooling these in
such a thin atmosphere. The conditions of low-density flight are also observed at high
altitudes on Earth, which pose the additional challenge of increased gravitational
force.

Balaram and Koning have conducted extensive analyses on the aerodynamics
and optimization of rotors and airfoils for the Martian environment, as evidenced by
their publications [17, 16, 105, 108]. These studies have informed the design of the
JPL Martian helicopter and continue to inform ongoing efforts to enhance its design.
These efforts concluded with the proposal of a new set of Martian UAS with larger
payloads known as the Mars Science Helicopters [101]. Bèzard and Desert have
conducted extensive numerical and experimental research on rotors aimed to operate
on Martian conditions [24, 23, 70, 69]. Their research includes the presentation of a
design of a coaxial helicopter. The works cited earlier employ Reduced Order Models
(ROMs) and Computational Fluid Dynamics (CFD) of higher fidelity to assess blades.
However, both rely on ROMs for the optimization process. American researchers use
CAMRADII [144], while their French counterparts employed the PUMA (Potential
Unsteady Methods for Aerodynamics) software developed at ONERA [117]. Both
Free Vortex Wake (FVW) methods can accurately track the wake’s evolution and
simulate Blade Vortex Interaction (BVI) , which can significantly impact hovering
conditions. The codes above utilize a Lifting-Line methodology to simulate the
rotors, employing a database of 2D airfoils. It is also worth mentioning that the
Japanese Space Agency (JAXA) [203, 10, 197, 207] and the University of Maryland
[66, 187, 80] have also contributed to the development of Martian rotor development.

Within the framework of this thesis, several efforts have been made to investigate
this phenomenon. The main results of this investigation are shown in Chapter 5 and
in References [44, 46, 38, 45, 47]. These works show a novel approach to designing
efficient Martian blades that combine a preliminary design using the Blade Element
Method and an ulterior refinement using coupled Adjoint-based CFD analysis. This
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approach presents a computationally feasible methodology for integrating CFD
simulations into the optimization process.

1.2.5 Passive Swashplateless Rotors

Unmanned Aerial Systems (UAS) have experienced exponential growth for various
civil and military applications. The most popular types of UAS are possibly multi-
copters, fixed-wing drones, and coaxial helicopters. As mentioned in [151], a popular
category of drones is the planar quadrotor; in light of their stringent form factor, the
aforementioned 6-DOF device is equipped with only four actuators, which makes
it an under-actuated UAS. Consequently, they cannot regulate both position and
orientation independently. This limitation has led to efforts to realize fully actuated
drones able to fly in all orientations at the cost of added complexity. Researchers and
manufacturers aim to enhance simplicity, robustness and reduced costs and weight
for applications without full independent attitude control. One of the solutions in this
direction is coaxial helicopters, which applicability has been proven with the Mars
Helicopter Ingenuity, recently launched by NASA [17], which is also an example
of the role played by UAS in complex scenarios. Most coaxial helicopters obtain
attitude control using a swashplate that allows the orientation of the rotor disk to
generate corresponding forces and moments in the desired direction [161]. However,
the mechanical complexity of the swashplate is a potential problem for the popular
guideline of UAS design, which prioritizes vehicle weight and cost. Several attempts
to eliminate the swashplate performed by researchers can be classified into active and
passive solutions. Among the active approaches, a possible solution is the Trailing
Edge Flap (TEF) concept, which generates a differential thrust between blades and
creates the desired moment. This concept has been used since the early 20th century
and was introduced by Corradino d’Ascanio, an Italian inventor and engineer, fol-
lowing early work from Juan de la Cierva [119]. This approach is still used in some
relatively modern designs, such as those proposed by Kaman Aerospace. However,
it is not as popular nowadays due to the large drag penalty that the deflection of an
external TEF generates [103]. Recently, Paulos et al. [152] presented a novel passive
rotor approach, including an anti-symmetric coupled lag-pitch hinge that allowed the
production of differential thrust in both blades generating adequate control moments
by simply modulating the amplitude and phase of the motor input voltage. This
concept allows the construction of a coaxial helicopter in which one rotor profits
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from this concept, and the second one is used to compensate for the generated
torque. This innovative approach has been extensively tested experimentally by
Paulos et al. [152–154] and other active swashplateless designs have been studied
numerically in [103]. However, we are unaware of numerical studies regarding
the aerodynamics of this passive swashplateless concept apart from the preliminary
investigation performed by Carlotta Manca [126] during her MSc thesis carried out
in our department.

1.2.6 Numerical Simulation of UAS maneuvers

Unmanned Aerial Systems (UASs) have experienced significant growth across dif-
ferent fields in recent years, as discussed in a comprehensive review by Idrissi [99].
These sectors include urban air mobility, particularly in the context of smart cities,
and agriculture, specifically in precision operations, as Radoglou [164] highlighted.
The advancements in robotics, communication, and Big Data have enabled UAS
missions to achieve a high degree of automation and safety, as elaborated in the
survey conducted by Bloise [30]. It is crucial for interdisciplinary researchers to
effectively address the challenges and opportunities posed by the diffusion of UAS
in different sectors. The performance of multicopters with low inertia is notably
impacted by disturbances that could compromise the mission’s outcome. Previous
work has concentrated on examining the disruptions caused by aerodynamic impact
and has employed an Active Disturbance Rejection Control (ADRC) technique
to sustain stability in the presence of external disturbances, as demonstrated in
Zhang [232]. The authors of the papers [131, 132] introduce a disturbance rejection
mechanism for Micro Air Vehicles (MAV) utilizing two control algorithms that
are activated based on the process. Similarly, Kazim [104] explores the control of
position and attitude in scenarios characterized by severe external disturbances, such
as windy environments. The authors introduce a robust adaptive control mechanism
incorporating aerodynamics, wind gust, and control models within a six-degree-of-
freedom Unmanned Aerial System (UAS) dynamics solver. In the previous work,
a Proportional-Integral-Derivative (PID) controller is tuned by incorporating an
adaptive control term. Additionally, in work by Bolandi [31], an optimized PID is
integrated to enhance the system’s ability to reject disturbances.

Assessing flight near surfaces such as walls or the ground is important for various
applications in areas characterized by obstacles or buildings. These applications
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include but are not limited to inspection, delivery, and spraying operations. Fur-
thermore, in such instances, the vehicle is subjected to external forces and torques
resulting from aerodynamic phenomena, which have the potential to lead to severe
accidents. Consequently, the system requires an efficient sensing and control algo-
rithm to facilitate autonomous navigation in near-surface conditions. Incorporating
aerodynamic proximity effects into the control law significantly benefits accident
prevention and safety. The article by Matus Vargas [132] provides an overview of the
impact of ground effect on multirotor. Meanwhile, Shi [186] analyzes the effect of
obstacles on airflow. Paz [156] evaluates the impact of the proximity of the ground on
the performance of a UAS at various velocities during flight. The phenomenon of the
wall effect has been the subject of investigation in the research conducted by Conyers
[63] and Du Mutel de Pierrepont Franzetti [77]. These studies provide empirical
evidence regarding the forces and moments experienced by the unmanned aerial
system (UAS) at various distances from the wall. The previous experimental results
are essential to develop a model including this effect. The article [166] presents a
numerical investigation that centers on the disturbance phenomena resulting from
aerodynamic interactions between rotors and adjacent walls. Garofano Soldado [85]
presents a numerical-experimental analysis of propellers in ground effect at different
tilt angles. Interestingly, as the tilt angle increases, the problem transitions from
ground effect to wall effect.

Chapter 7 presents a significant innovation in the field by integrating a Com-
putational Fluid Dynamics (CFD) solver to assess the Unmanned Aerial System
(UAS) condition through a closed-loop feedback control mechanism that can pro-
gressively minimize the error magnitude. Our simulations incorporate a conventional
Proportional-Integral-Derivative (PID) approach for quadcopter and hexacopter con-
trol. Nevertheless, the framework can be expanded to encompass other control
algorithms with greater intricacy. According to Salih [172], and Wang [218], the
implementation of PID control is prevalent in the industrial process for UAS autopilot
design due to its ability to balance robustness and performance. For more information
on various methods related to PID UAS control, refer to [200]. Chapter 7 presents
an implementation of a cascade proportional-integral-derivative (PID) controller to
regulate position, altitude, and attitude. This controller is applied to quadcopters and
hexacopter in different missions simulated with computational fluid dynamics. To
the author’s knowledge, this particular methodology concerning unmanned aerial
systems (UAS) flights is not well-documented in literature. Ventura Díaz [213]
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proposed a comparable methodology for urban air mobility, which involves utilizing
loosely-coupled high-fidelity computational fluid dynamics (CFD) simulations in
conjunction with the reduced-order model CAMRAD-II to attain a trimmed cruise
condition. Conversely, several authors have conducted simulations of quadcopters
with different motions, though lacking a control strategy or the comprehensiveness
of a 6-degree-of-freedom simulation. An example is the work by Paz [156], which
simulates a moving quadcopter close to an obstacle, but the motion is imposed.

1.2.7 Rotary wing UAS in Agriculture: The Drift Problem

In several Asian countries, like Japan, South Korea, and China, unmanned aerial
spray systems (UASSs) have grown considerably over the past 30 years. This trend
started in Japan and spread to South Korea, China, and now worldwide. The first
studies focussed on flat rice and corn canopies in agricultural research. The main
goal of these studies was to get an even spread and the best penetration. Even
though agricultural spraying techniques have improved, spray drift is still a big
problem. Drift occurs when fine Plant Protection Products (PPPs) droplets are
spread beyond their intended target driven by airflow. This problem has become
very important in the context of pesticide risk assessment. Many researchers have
looked into the factors that affect this phenomenon, such as the altitude and speed
of the flight, the type of nozzle, the pressure of the injection, and the speed of the
wind [147, 60, 3, 216]. Reference [82] presents an Unmanned Aerial Spray System
(UASS) adaptive control law that depends on the weather conditions. The goal of
this control law is to make sure that pesticides are accurately deposited in the target.
Scagnellato [176] looks at how wind affects spray distribution and shows how to use
an adaptable guidance algorithm in windy conditions.

The case of 3-dimensional crops, typically arranged in rows, such as orchard
trees, creates additional challenges. In the case of this particular canopy, there is
an elevated likelihood of off-target losses into the inter-row region. Therefore, it is
imperative to thoroughly examine the impact of various flight and spray parameters
on achieving the required pesticide distribution and canopy penetration for diverse
crops, as evidenced by several studies [134, 129, 215, 120]. Optimizing how sprays
are used in vineyards is an interesting topic because the land is sloped and uneven,
and the vines are planted in long, narrow rows. Sarri [175] analyzes this scenario.
The circumstances above present numerous obstacles, leading to complex precision
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spraying procedures and emphasizing the significance of the flight mode in opti-
mizing product deposition on the crop while simultaneously reducing drift towards
the inter-row area. The article by Biglia [26] looks at how different operational
parameters affect spray coverage and deposition in vineyards.

The interaction between spray and rotors has been experimentally tested both
in the open field [230] and in wind tunnel facilities [123, 92], where the authors
investigate drift with varying wind speed, spray volume, and nozzle characteris-
tics. Drift is also addressed in [59], where the authors survey solutions to reduce
the inevitable drift by optimizing the rotor, nozzle setup, spray system, and flight
parameters. Concurrent with experimental investigations, numerical simulations
have examined the downwash flow characteristics of multi-rotor systems. The study
presented in [231] employs a lattice Boltzmann methodology to investigate the wake
characteristics of a hexacopter used for plant protection. Additional computational
methodologies encompass the examination of droplet trajectories by utilizing a
dispersed phase model (DPM), as evidenced in the works of [228, 224, 217]. The
Lagrangian particle model relies on injection inputs, including droplet diameter,
momentum, and spray angle, which are challenging to predict with precision and are
a priori unknown. The inputs may be predicted using experimental approaches [147],
empirical approximations [118], and numerical simulations [72, 116]. The previous
computational works were performed using a volume-of-fluid (VOF) approach.

This research presents some contributions to understanding the drift problem,
with a focus on how rotors and droplets interact with each other. Chapter 8 and the
publications in collaboration with Nicoletta Bloise and the flight mechanics research
team at Politecnico di Torino [27–29, 43] provide an overview of the critical aspects
of this research activity, focussing on the vineyard scenario.

1.3 Chapters Summary

The work done during this Ph.D. has been packed thematically into different sections.

• Chapter 1: Motivation, literature review, summary, and contributions.

• Chapter 2: Detailed methodology of the numerical approaches used and
developed during the thesis.
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• Chapter 3: Very Low and Ultra Low Reynolds Numbers Airfoil Aerodynamics.
This chapter presents an airfoil analysis distinguishing between the Ultra-low
and Very-low Reynolds number regimes. We assess different fidelity tools
ranging from a panel method coupled with an integral boundary layer formula-
tion to Large Eddy Simulations, paying special attention to the transition to
turbulence. We propose several efficient geometries for Martian conditions and
discuss passive flow control approaches to ensure the presence of an optimal
separation bubble on the airfoil’s suction side.

• Chapter 4: Experimental Validation of Hovering Rotor Performance Prediction.
In this chapter, we show different numerical tools, commercial and in-house,
that allow rotor performance predictions. We assess the influence of 2D
aerodynamic databases on the performance of ROMs. Experimental validation
of the different approaches is performed at different Reynolds numbers with
tests performed in a climatic chamber.

• Chapter 5: Ultra-Low Reynolds Number Rotor Aerodynamics: Design and
Optimization. We present a hybrid fidelity optimization approach combining
the BEM method and an Adjoint-CFD coupled analysis to enhance rotor perfor-
mance. These geometries are then analyzed using Navier-Stokes simulations
and Large Eddy Simulations.

• Chapter 6: Numerical Modeling of Swashplateless Rotors. This chapter
assesses this innovative UAS concept using Computational Fluid Dynamics
(CFD) coupled with a 6 Degrees Of Freedom (DOF) solver to compute the
passive response of the blades. A reduced-order model has been developed to
assess the performance of these rotors at a contained computational cost.

• Chapter 7: Numerical Modeling of UAS Maneuvers. This chapter assesses
and verifies a virtual environment for general UAS testing. In particular, we
developed a digital twin for a quadcopter. The UAS includes a PID algorithm
that allows the virtual testing of different missions. We performed simula-
tions of the quadcopter in-wall effect assessing the ability of the controller
to achieve a near-wall hovering condition. A virtual disk approach has also
been validated to allow longer physical times in the simulations without an
excessive computational cost.
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• Chapter 8: Numerical Modeling of an Unmanned Aerial Spraying System.
In this chapter, we have created a virtual testing environment to test UAS
spraying operations in vineyards. In particular, we developed digital twins for
a quadcopter and a hexacopter equipped with a spraying system. The influence
of spray parameters has been assessed by evaluating the amount of droplet
deposition on the target. Experimental validation of the numerical model was
performed in a wind-tunnel facility.

• Chapter 9: Conclusions, summary and future directions

1.4 Publications
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• M. Carreño Ruiz and D. D’Ambrosio. Validation of the γ −Reθ Transition
Model for Airfoils Operating in the Very Low Reynolds Number Regime.
Flow, Turbulence and Combustion, pages 1–30, 2022

• M. Carreño Ruiz, M. Scanavino, D. D’Ambrosio, G. Guglieri, and A. Vilardi.
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• M Carreño Ruiz, N. Bloise, G. Guglieri, and D. D’Ambrosio. Numerical
Analysis and Wind Tunnel Validation of Droplet Distribution in the Wake of
an Unmanned Aerial Spraying System in Forward Flight. Drones, 6(11), 2022

• M. Carreño Ruiz and D. D’Ambrosio. Aerodynamic optimization and analysis
of quadrotor blades operating in the Martian atmosphere. Aerospace Science
and Technology, 132:108047, 2023

• M. Carreño Ruiz, L. Renzulli and D. D’Ambrosio. Airfoil Optimization for
Rotors Operating in the Ultra-Low Reynolds Number Regime. Physics of
Fluids, 2023. (Accepted for publication)

And the following conference proceedings:



22 Introduction

• N. Bloise, M. Carreño Ruiz, D. D’Ambrosio, and G. Guglieri. Preliminary
design of a remotely piloted aircraft system for crop-spraying on vineyards. In
2020 IEEE International Workshop on Metrology for Agriculture and Forestry
(MetroAgriFor), pages 1–6. IEEE, 2020

• M. Carreño Ruiz, M. Scanavino, D. D’Ambrosio, G. Guglieri, and A. Vilardi.
Experimental and numerical analysis of multicopter rotor aerodynamics. In
AIAA Aviation 2021 Forum, Virtual Event, August 2021. AIAA 2021-2539

• M. Carreño Ruiz and D. D’Ambrosio. Validation and application of aero-
dynamic simulations in the Martian atmosphere. In 26th Conference of the
Italian Association of Aeronautics and Astronautics-AIDAA 2021, 2021

• N. Bloise, M. Carreño Ruiz, D. D’Ambrosio, and G. Guglieri. Wind tunnel
testing of remotely piloted aircraft systems for precision crop-spraying appli-
cations. In 2021 IEEE International Workshop on Metrology for Agriculture
and Forestry (MetroAgriFor), pages 378–383. IEEE, 2021

• M. Carreño Ruiz, A. Manavella, and D. D’Ambrosio. Numerical and exper-
imental validation and comparison of reduced order models for small scale
rotor hovering performance prediction. In AIAA SciTech 2022 Forum, January
2022. AIAA 2022-0154

• M. Carreño Ruiz and D. D’Ambrosio. Aerodynamic Optimization of Quadro-
tor Blades Operating in the Martian Atmosphere. In AIAA SciTech 2022 Forum,
San Diego, CA, January 2022. AIAA-2022-0743

• M. Carreño Ruiz, F. Bellelli, and D. D’Ambrosio. Numerical Investigation
on the Aerodynamic Design of Quadrotor Blades Operating in the Martian
Atmosphere. In EUCASS 2022, 2022

• N. Bloise, M. Carreño Ruiz, E. Mai, D. D’Ambrosio, and G. Guglieri. Analysis
and Design of Unmanned Aerial Systems for Precision Agriculture applica-
tions on Vineyards. In EUCASS 2022, 2022

• L. Scagnellato, M. Lecce, N. Bloise, M. Carreño Ruiz, E. Capello, and
G. Guglieri. Adaptive path planning for spraying UAS in vineyard under
variable wind condition. In ICAS 2022, 2022



1.4 Publications 23

• M. Carreño Ruiz, N. Bloise, E. Capello, D. D’Ambrosio, and G. Guglieri. As-
sessment of Quadrotor PID Control Algorithms using six-Degrees of Freedom
CFD simulations. In 2022 61st IEEE Conference on Decision and Control
(CDC), 2022

• M. Carreño Ruiz and D. D’Ambrosio. Hybrid Fidelity Optimization of Effi-
cient Airfoils and Rotors in Ultra-Low Reynolds Numbers Conditions. In AIAA
SciTech 2023 Forum, National Harbor, MD, January 2023. AIAA-2023-0652

• M. Carreño Ruiz, N. Bloise, E. Capello, D. D’Ambrosio, and G. Guglieri.
Assessment of Quadrotor Near-Wall behaviour using six-Degrees of Freedom
CFD simulations. In AIAA SciTech 2023 Forum, National Harbor, MD, January
2023. AIAA-2023-2272
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Chapter 2

Numerical Methods

This chapter briefly overviews the different methodologies used to calculate airfoil
and rotor performance. These methodologies include in-house developed tools,
open-source software, and commercial codes. This chapter also includes a detailed
explanation of the implementation of the γ-Reθ transition model in STAR-CCM+.
The increased level of detail is necessary to fully understand the fine-tuning of the
aforementioned model presented in Chapter 3.

2.1 Panel method: Xfoil

XFOIL is a software tool that integrates a panel method based on potential flow theory
and an integral boundary layer formulation described by Drela [75]. The purpose
of its creation was to assess the effectiveness of airfoils under conditions of low
Reynolds numbers. XFOIL can determine the pressure distribution and incorporate
the effects of laminar separation bubbles and mild trailing edge separation. This
work is based on the XFOIL 6.99 version, executed through Matlab using the
library presented in reference [78]. The code is modified to render it robust to
non-convergent simulations or software failure. These changes are key to avoiding
interrupting the optimization procedure detailed in Chapter 3. XFOIL employs the
eN envelope method to predict transition to turbulence. This method looks at the
highest amplified frequency at a specific location on the airfoil downstream from
the instability point to estimate the magnitude of the disturbance. Transition is
assumed to occur when the integrated amplitude tops a value defined empirically.
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The equation below relates the value of Ncrit with the freestream turbulence intensity
Tu.

Ncrit = 8.43− 2.4ln(Tu) (2.1)

Uranga [205] demonstrates that Xfoil can predict transition caused by separation,
provided that turbulence intensity is appropriately adjusted. It is possible to replicate
the pressure plateau and posterior recovery phenomena. However, the skin friction
results do not capture the significant negative skin friction observed inside separa-
tion bubbles before reattachment of the boundary layer. This aspect will become
important when treating ultra-low Reynolds number flows due to the non-negligible
contribution of skin friction to the total drag.

The convergence of Xfoil frequently fails at elevated subsonic Mach numbers.
To prevent the rejection of good geometries only due to convergence issues, Xfoil
is executed at the incompressible limit. The pressure distributions are corrected
using Kàrman-Tsien’s compressibility correction, which is subsequently integrated
to derive the lift and drag coefficients.

2.2 ROT8

ROT81 [51] is a code developed during this thesis with the invaluable collaboration
of MSc students Andrea Manavella [125], Mario Alì [6] and Francesco Bellelli [20]
who developed their Thesis under my co-supervision. This Matlab App compiles
several rotor ROMs to give the user a choice in modeling fidelity. The graphic
interface can easily set up the simulations and optimization algorithms. Using
user-defined Matlab functions, we have tried to achieve a high level of interaction
with the code. For instance, rotor parameterizations, objective functions, and the
polar input can be defined this way. Although the code was created to handle the
extremely low Reynolds number regime found on Mars, the employed corrections
do not affect simulations for higher Reynolds numbers. The App and Xfoil [75]
are connected to allow for coupled inviscid-viscous analysis of airfoils and semi-
automatic polar calculation for the rotor’s airfoils. We offer a simulation module
that can calculate loads and wake characteristics and a design module that allows

1The code will be uploaded in the following repository: https://github.com/MCarrenoRuiz/ROT8
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users to optimize rotors and airfoils, setting specific goals and constraints. Doing
so can avoid complicated and time-consuming communications between various
software during an optimization procedure. Additionally, the identical handling of
the geometry inputs makes it possible to compare the effects of the wake modeling
on performance directly and realistically.

2.2.1 Blade Element Method

The current implementation applies the conventional double-link methodology,
which involves an iterative process that continues until the convergence of the
induction factors of momentum and blade element theory is achieved. The equations
representing the axial and tangential induction factors at a specific radial location
are:

a =
(V 2

x +V 2
t )c(Clcos(φ)−Cdsin(φ))N

8πrV 2
∞(1+a′)

(2.2)

b =
(V 2

x +V 2
t )c(Cdcos(φ)+Clsin(φ))N

8πr2V∞(1+a′)Ω
(2.3)

where V∞ is the flight speed, Vx =V∞(1+a′) is the axial velocity, Vt = Ωr(1−
b′−bvisc) is the tangential velocity and φ = tan−1(

Vx

Vt
) is the inflow angle. a′ and b′

represent the induction factors in the previous iteration. These are under-relaxed to
ensure convergence.

The present study includes generating an aerodynamic database essential for
interpolating lift and drag coefficients. This has been accomplished through CFD
simulations and Xfoil, as demonstrated in Chapter 4. The implementation of Prandtl’s
tip and hub loss corrections, which are commonly utilized, was carried out using
Glauert’s formulation as documented in [90]. The computation of the tip and loss
factors is performed as follows:
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2
π
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−
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R− r
r sinφ
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Fhub =
2
π

arccos

e
−

N
2

r−Rh

r sinφ

 (2.5)

The computation of a global correction factor can be expressed as the product of
the tip correction factor, denoted as Ftip, and the hub correction factor, denoted as
Fhub, resulting in F = Ftip ·Fhub. Various approaches can be employed to incorporate
this factor into the BEM formulation. In this code, the correction is applied directly
to the circulation, as demonstrated in [5] for the vortex particle method, to ensure a
consistent implementation across all three Reduced Order Models presented in this
document.

The code incorporates the classical angular momentum correction, as described
in Kunz [111], which accounts for the viscous swirl. This correction is denoted as

bvisc and is calculated using the formula
2V∞a′Cd

ΩrCl
. The viscous swirl model will

have minimal impact on the outcomes at typical Reynolds numbers for micro air
vehicles operating in standard conditions. This is because the model approaches zero
asymptotically as the inverse of aerodynamic efficiency increases. Including this
correction in the code is deemed necessary for completeness, as the authors have
employed it to calculate the aerodynamic efficiency of Martian blades operating at a
Reynolds number lower than 10,000, as shown in Chapter 5 and Ref. [41]. In these
cases, its influence will not be negligible.

The Blade Element Momentum (BEM) methodology demands geometric data
that specifies the blade, including the radial distributions of chord and twist. The
rotor performance prediction tool offers the highest speed among its peers, with a
computational expense of approximately 10−4 CPU hours. Due to its rapidity and
straightforward nature, it is among the most frequently used for design applications.
In the context of aerodynamics at very-low Reynolds numbers, it has been observed
that blades with high figure of merit tend to possess smaller aspect ratios than
conventional blades, as reported in prior studies [24, 46, 45]. This may lead to
potential errors regarding the prediction of local angles of attack, which are a crucial
aspect of the design process. A potential cause for these errors is the loss of the
two-dimensionality of the flow due to centrifugal effects.
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The thrust on each panel is calculated as the sum of the vertical component of
both lift and drag; the drag and lift on each panel are computed as:

dD = cd(α)
1
2

ρ

[(
V⃗ · a⃗1

)2
+
(

V⃗ · a⃗3

)2
]

dA (2.6)

dL = cl(α)
1
2

ρ

[(
V⃗ · a⃗1

)2
+
(

V⃗ · a⃗3

)2
]

dA (2.7)

Then, considering that the angle between the lift (perpendicular to the velocity in the
plane defined by the vectors a⃗1 and a⃗3) and the vertical axis is

φ = β −α (2.8)

where β is the angle between a⃗1 and the horizontal axis, we can calculate that

dT = dLcos(φ)−dDsin(φ) (2.9)

because drag is perpendicular to lift, as shown in Figure 2.1.

The torque is calculated as the product of the horizontal component of both lift
and drag and the radial position of the blade element control point.

dQ = r[dLsin(φ)+dDcos(φ)] (2.10)

Fig. 2.1 Thrust and torque calculation
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The thrust and torque calculations in the ROMs presented in the following
sections are analogous to those shown above for the BEM model. Vectors a⃗1 and a⃗3

have been defined according to Van Garrel’s [210] panel definition.

2.2.2 Free Vortex Wake

Fig. 2.2 Vortex filaments forming the wake behind a hovering Tmotor 15x5 after 1 revolution.

The FVW code was created as part of the Master’s Thesis project documented in
[6]. The MATLAB environment was utilized to develop the code, which is inspired
by van Garrel’s work [210]. Subsequent modifications to the code are detailed in
the following lines. The employed approach utilizes the lifting line theory for rotor
modeling, wherein including the airfoil’s polar renders the problem non-linear. This
feature is particularly crucial at low Reynolds numbers, where the lift curves deviate
from linear behavior. The rotor model is integrated with the Free Vortex Wake
(FVW) approach to simulate the wake, which can undergo deformation due to the
velocities induced by the global vortex system created by the rotor.
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The blade elements are represented as horseshoe vortices that rotate along with
the blade. The circulation at every blade panel j is determined as

Γ j =

[cl(α)] j
1
2

[(
V⃗j · a⃗1, j

)2
+
(

V⃗j · a⃗3, j

)2
]

dA j√[(
V⃗j × d⃗l j

)
· a⃗1, j

]2
+
[(

V⃗j × d⃗l j

)
· a⃗3, j

]2
(2.11)

The velocity V⃗j is computed on the control points on the blade panel. The chordwise
and normal versors on the panel are denoted by a⃗1, j and a⃗3, j respectively, following
van Garrel’s notation [210]. The panel area is represented by dA j, while d⃗l j denotes
the filament length or spanwise panel width.

The velocity computed at the control point of the panel j is calculated as

V⃗j = V⃗wind +V⃗ind,pan +V⃗ind, f il − Ω⃗× r⃗ (2.12)

In the previous expression Ω⃗ denotes the angular velocity of the blade, while r⃗
represents the vector radius of the panel control point from the axis origin. V⃗wind

denotes the wind velocity relative to the rotor, while V⃗ind,pan indicates the induced
velocities by the vortex system that models the blade. Additionally, V⃗ind, f il represents
the induced velocity resulting from the vortex filaments in the wake. The lift
coefficient is interpolated from an aerodynamic database of the blade’s airfoils.
The induced velocities are computed by applying a desingularized version of the
Biot-Savart law. This study’s approach employed for desingularization is based on
Van-Garrel’s method [210]. However, it differs from the original approach in that it
incorporates a regularization technique independent of the vortex filament length,
similar to the method implemented in Qblade [127]. This code adapts the approach
employed by Qblade by raising the exponent of the core radius rc to 4, ensuring the
dimensional consistency of the expression below.

u⃗Γ =
Γ

4π

(r1 + r2)(r⃗1 × r⃗2)

r1r2(r1r2 + r⃗1 · r⃗2)+ r4
c

(2.13)

This correction aims to mitigate the rotor scale’s impact on the model’s pa-
rameters. The study by Ali [6] shows how this formulation enhances the blade
loading prediction. Nevertheless, solver stability is often compromised, particularly
in hovering calculations, due to the self-induced vortex system lacking an inflow.
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As the lift coefficient is a non-linear function of the angle of attack, a function of
circulation, Eq. (2.11) is iteratively solved as shown in Eq. (2.14).

Γ
k+1
j = Γ

k
j +RF(Γ j −Γ

k
j) (2.14)

where RF is a relaxation factor, which is necessary to avoid the divergence of Γk
j.

The convergence criterion is

|max j(Γ
k+1
j −Γk

j)|
|max j Γk

j|+1
≤ toll (2.15)

The initial presumption for the Γ j distribution is a value of 1 at the initial time step.
Afterward, the code allocates the converged circulation distribution obtained at the
preceding time interval as an initial guess.

The previous section demonstrated the implementation of Prandtl’s tip and
hub loss corrections, commonly utilized to account for the effects of hub and tip.
Neglecting these effects would result in an incomplete analysis. Consequently, the
circulation derived from Equation 2.14 is multiplied by the product of two factors,
namely F = Ftip ·Fhub.

After achieving convergence in panel circulation, the blade undergoes rotation
following the predetermined time step and rotation rate. The wake emits two distinct
types of vortex filaments. The spanwise circulation variation results in the emission
of trailing vortices, while the temporal variation of circulation generates shed vortices,
satisfying the Bjerkness-Kelvin theorem. Determining the convection of individual
vortex filaments involves numerical integration of the aggregate velocities induced
on each filament by the other vortex filaments. The code implements a second-order
predictor-corrector scheme for temporal integration. Incorporating a Lamb-Oseen
viscous core model, as demonstrated in Bhagwat [25], allows the temporal growth of
the vortex due to dissipation effects. Furthermore, a correction is implemented to
the viscous core radius to model the vortex stretching effect, as Sants [174] outlined.
Following the previous revisions, the core radius denoted by rc can be expressed as
follows:

rc =

√
5.026 ·δν ·ν(t +Sc)

1+ ε
(2.16)
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The present model is characterized by two different parameters, namely δν

and Sc. The tuning of these parameters allows balance between reliable induction
and solution stability. The impact of these parameters has been comprehensively
examined in the analysis presented in references [174, 6]. The symbols t and ε

denote the age and strain rate of the vortex, respectively.

The velocity induced by individual vortex filaments at each vortex node must be
evaluated at every time step. The relationship between the number of vortices and
time is linear, while the computational cost exhibits a quadratic increase with respect
to the number of revolutions. Hence, the computational expense is susceptible to the
solver setup and the inflow parameters. The default settings use 15 evenly distributed
panels along the radial direction with a simulation duration corresponding to twelve
complete rotor revolutions. The computational expense ranges from 10−1 to 1 CPU
hour, notably less than that of CFD simulations but considerably higher than the blade
element momentum method described above. Achieving complete parallelization of
induction calculations results in a noteworthy decrease in simulation duration when
implemented on parallel computing systems.

Figure 2.2 illustrates a complete revolution of the vortex wake structure acquired
for the Tmotor 15"x5" blade analyzed in Chapter 4. The hovering state results in the
wake rolling around the tip vortex and passing near the blade.

2.2.3 Vortex Particle Method

The Viscous VPM software, developed using the MATLAB programming language,
was created during the Master’s thesis [20] carried out in our department. The
evaluation of the circulation distribution on the blade is conducted through the use
of the lifting line theory, as referenced in the free vortex wake formulation. The
process involves creating a collection of vortex particles every time step, which are
employed to discretize the vorticity field. Prandtl’s Tip, and Hub corrections were
reintroduced to address the impact of hub and tip effects, as performed in the free
vortex wake formulation.

The particles are generated from the trailing edge of the blade according to the
spanwise variation (trailing vortex particles, shed chordwise) and the time variation
(shed vortex particles, shed spanwise) of the circulation on the blade, as shown in
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Fig. 2.3 Vortex particles forming the wake behind a hovering Tmotor 15x5 after 1 revolution.

Ref. [162]. Then, they are evolved according to the VPM evolution equations [226],

d⃗xp

dt
=− 1

4π

Np

∑
q=1

|⃗xp(t)− x⃗q(t)|2 + 5
2σ2

(|⃗xp(t)− x⃗q(t)|2 +σ2)
5
2
(⃗xp(t)− x⃗q(t))× α⃗

q(t) (2.17)

dα⃗ p

dt
=

1
4π

Np

∑
q=1

[ |⃗xp(t)− x⃗q(t)|2 + 5
2σ2

(|⃗xp(t)− x⃗q(t)|2 +σ2)
5
2

α⃗
p(t)× α⃗

q(t)+

+3
|⃗xp(t)− x⃗q(t)|2 + 7

2σ2

(|⃗xp(t)− x⃗q(t)|2 +σ2)
7
2
(⃗α p(t) · (⃗xp(t)− x⃗q(t))× α⃗

q(t))(⃗xp(t)− x⃗q(t))+

+105ν
σ4

(|⃗xp(t)− x⃗q(t)|2 +σ2)
9
2
(volp

α⃗
q(t)− volq

α⃗
p(t))

]
(2.18)

The assessment of the induced velocity of particles on one another involves utilizing
a high-order algebraic function to regularize the Biot-Savart kernel. The transpose
scheme (vortex stretching term) and particle strength exchange (viscous diffusion
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term) model the circulation strength. The computational expense of the evolution
equations is of O(N2

p) due to its formulation as an "N-body problem", where Np

denotes the number of particles present in the simulation. The Fast Multipole Method
[93] algorithm exaFMM [201] is used, enabling a calculation with a computational
cost of O(Np). The implementation of Pedrizzetti’s relaxation scheme [157] is
applied to maintain the divergence-free condition of the velocity field. The circulation
strength of the particles is updated at every time step ∆t as:

α⃗
p(t)new = (1− f ∆t )⃗α p(t)old + f ∆t, ω⃗ p

σ (⃗x
p, t)

∣∣∣∣ α⃗ p(t)old

ω⃗
p
σ (⃗xp, t)

∣∣∣∣ (2.19)

The relaxation factor denoted by f is frequently fixed at 0.02. A scheme for particle
splitting and merging, as outlined in Ref. [225], was implemented to prevent numeri-
cal instabilities and Lagrangian distortion. The temporal evolution of the equations
is computed using a third-order low-storage four-step Runge-Kutta scheme. The
dimension of the core radius is a tuning parameter that increases the fidelity of the
approach; the smaller the core size, the better the vorticity field is represented at
the expense of a higher computational cost. Using the default settings the rotor
is discretized using a uniform paneling with 15 elements. The simulation duration is
equivalent to twelve complete revolutions of the rotor, deemed adequate for achiev-
ing convergence of both thrust and torque on a global and local scale, given the
specific rotor and operational parameters used in this work. The computational time
ranges from 25 to 30 CPU hours. This duration exceeds that of the FVW code yet
falls significantly below the cost of CFD simulations. An example of the vortex
particle wake structure obtained for the test case presented in Chapter 4 is illustrated
in Figure 2.3.

2.3 Simcenter STAR-CCM+

Simcenter STAR-CCM+ is a commercial Computational Fluid Dynamics (CFD)
software offering different solvers for various flow problem types. STAR-CCM+ im-
plements a Finite Volume Method (FVM), which discretizes the governing equations
of fluid flow into a set of algebraic equations on a grid of cells. This linear system is
solved with an algebraic multigrid (AMG) solver. The solvers and models used in
this research will be briefly described in the lines below. A special treatment is given
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to the γ-Reθ transition model due to the analysis of different formulations presented
in Chapter 3. Please refer to the user guide [189] for additional details.

2.3.1 Finite Volume Solver

During this research, we used the coupled flow solver, which accurately computes
compressible and incompressible regimes by preconditioning the system. This is
necessary for rotor flows as they are characterized by a range of Mach numbers
close to 0 at the hub and generally over Mach 0.3 for high rotation rates on small-
scale rotors. Mach number can be even higher for blades operating in the Martian
atmosphere as the rotation rates are generally higher to compensate for the low
density and also due to the reduced speed of sound in an atmosphere mainly formed
of carbon dioxide.

The only exception where the segregated solver was used is the multiphase
Volume of Fluid simulations described in Chapter 8 due to the incompatibility of
the VOF solver with the coupled solver. The main advantage of using a segregated
solver is the reduced memory requirements. Computational cost is comparable, and
the coupled solver is advantageous as it presents a linear scaling with the cell count,
whereas, for the segregated solver, this is not a given. The coupled flow solver is also
more robust when strong source terms are present in the equations. This is the case
of rotating flows. In the following lines, the numerical scheme for the coupled solver
will be described. Please refer to reference [189] for the segregated solver details.

The coupled flow model simultaneously solves continuity, momentum, and
energy equations. The Navier-Stokes equations in integral form for an arbitrary
control volume V with a differential surface area dS are expressed are:

∂

∂ t

∫
V

UdV +
∫

S
F ·dA =

∫
S

G ·dA+
∫

V
SdV (2.20)

where:

U =

 ρ

ρv
ρE

 (2.21)
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F =

 ρv
ρvv+ pI
(ρE + p)v

 (2.22)

G =

 0
τ

τ ·v+ k▽T

 (2.23)

and S represents any additional source term in the equations. Regarding our
application, this term is important to add centripetal and Coriolis accelerations when
solving rotating flows in non-inertial reference frames.

As previously mentioned, preconditioning is required to avoid numerical errors
and provide efficient flow solutions at all speeds [223]. This code multiplies the
transient term of the system by a preconditioning matrix:

Γ
∂

∂ t

∫
V

QdV +
∫

S
[F−G] ·dA =

∫
V

SdV (2.24)

with

Q =

ρ

v
T


and Γ is:

Γ =

 θ 0 ρT

θv ρI ρT v
θH −δ ρv ρT H +ρcp

 (2.25)

and:
ρT =

∂ρ

∂T
|p (2.26)

For ideal gases
δ = 1; ρT =− p

RT
(2.27)

θ is defined as:
θ =

1
U2

R
− ρT

ρcp
(2.28)

The Reference velocity UR is selected to improve the system’s conditioning. This
objective is achieved by imposing a constraint on the reference velocity, which
must be either equivalent to or superior to the local convection or diffusion velocity.
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Another constraint involves accounting for the impact of local pressure variations to
enhance numerical stability in stagnation zones by preventing the amplification of
pressure disturbances. The reference velocity is defined as:

UR = min

[
max

(
|v|, ν

∆x
,ε

√
δ p
ρ

,URmin,

)
,URmax

]
(2.29)

where ∆x is the cell length scale over which the diffusion occurs, and δP is the
pressure difference between adjacent cells. For compressible flows, the maximum
reference velocity URmax is limited to the local speed of sound, a. The scaling
parameter ε is set to 2.

Surface and Volume integrals

STAR-CCM+ evaluates surface integrals using the second-order midpoint rule, mul-
tiplying the face center value by the face area. Face center values are unknown and
therefore have to be interpolated from cell center values by applying the discretiza-
tion schemes detailed in the following sections. On the other hand, volume integrals
are approximated by the product of the mean source term value at the cell center and
the volume of the cell.

Reconstruction Schemes

The discretized form of equation 2.20 requires the values of the conservative variables
and their gradients at the faces of the cells. How the solution is reconstructed from
cell center values has significant implications for the accuracy and stability of the
scheme.

STAR-CCM+ offers different discretization schemes. The schemes used in
our RANS simulations are the Second-Order Upwind (SOU) and the 3rd-order
Monotonic Upwind Scheme for Conservation Laws (MUSCL). However, different
solvers were used for scale-resolving simulations, as upwind schemes are known
to produce an unnatural decay of turbulent kinetic energy. An analysis of the use
of different schemes for large eddy simulations of separation-induced transition is
shown in Chapter 3. In particular, we assessed the Bounded Central Difference
(BCD) scheme and the Hybrid MUSCL 3rd-order/Central difference schemes with
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different blending factors showing how a certain degree of upwind blending must be
included trading-off accuracy, and stability. Regarding Detached Eddy Simulations
(DES), STAR-CCM+ offers the possibility of blending BCD and the SOU schemes
depending on the flow characteristics. In other words, the scheme will aim to use the
SOU in RANS regions and BCD in LES regions. For specific details on the schemes,
refer to [189].

Inviscid fluxes

STAR-CCM+ offers two options to evaluate inviscid fluxes, Weiss-Smith precondi-
tioned Roe’s scheme [222] and Liou’s AUSM+ scheme [122].

In this work, Roe’s scheme has been used. This upwind scheme considers that
the fluxes at the interface contain relevant information propagating throughout the
domain with speed and direction according to the eigenvalues and eigenvectors of the
system. Using this flux-splitting approach, the flux at a given face may be expressed
as:

f f =
1
2
(f0 + f1)−

1
2

Γ|A|∆Q (2.30)

In the previous expression, "0" and "1" stand for the cells on either side of the
face, Γ is the previously shown preconditioning matrix, ∆Q = (Qr

1 −Qr
0) and |A| is

defined as:

|A|= M|Λ|M−1 (2.31)

where Λ is the diagonal matrix of eigenvalues and M is the modal matrix that

diagonalizes Γ−1 ∂ f
∂Q

Diffusive fluxes

The diffusive flux g on the face j + 1
2 is defined as the product of a diffusion

coefficient, the gradients of the variable φ , and the surface area vector:

g j+ 1
2
= (Γ▽Φa) j+ 1

2
(2.32)
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STAR-CMM+ uses the second-order accurate approximation shown in the equation
below to maintain the global accuracy of the scheme.

▽Φ j+ 1
2
= (Φ j+1 −Φ j)α +▽Φ j+ 1

2
− (▽Φ j+ 1

2
·ds)α (2.33)

where:

α =
aj+ 1

2

aj+ 1
2
·ds

; ds = xj+1 −xj; ▽Φ j+ 1
2
=

▽Φ j+1 +▽Φ j

2
(2.34)

xj and xj+1 are the centroids position of cell-j and that of its neighbor cell j+ 1,
which both share face j+ 1

2 , while aj+ 1
2

is the face area-vector.

Substituting the above in equation 2.33:

D j+ 1
2
= Γ j+ 1

2
▽Φ j+ 1

2
·aj+ 1

2
=

Γ j+ 1
2

[
(Φ j+1 −Φ j)α ·aj+ 1

2
+▽Φ j+ 1

2
·aj+ 1

2
− (▽Φ j+ 1

2
·ds) ·α ·aj+ 1

2

] (2.35)

where Γ j+ 1
2

is an harmonic average of cell values. The second and third terms in
equation (2.35) model cross-diffusion effects, and they are key in ensuring high
accuracy for non-orthogonal meshes.

Gradients

STARCCM+ follows these steps in order to compute the gradients:

1. computing the unlimited reconstruction gradients. In this context, unlimited
means that the gradients may be reconstructed without protecting them from
exceeding the minimum and maximum values of the neighboring cells. The
Hybrid Gauss-Least Squares method[142] has been used during this work;

2. limiting the reconstruction gradients.

Hybrid Gauss-Least Squares Method enables the calculation of the unlimited recon-
struction gradients for the cell-j (▽Φ)u

r, j according to the following formula:

(▽Φ)u
r, j = ∑

f
(Φ j+1 −Φ j)w f (2.36)
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with:
w f = βwLSQ

f +(1−β )wG
f (2.37)

wLSQ
f =

[
∑

f

ds⊗ds
ds ·ds

]−1
ds

ds ·ds
(2.38)

ds = xj+1 −xj (2.39)

wG
f =

af
Vj +Vn

(2.40)

Φ j and Φ j+1 are data values in cell-j and its neighbor J+1, af is the face area-vector,
Vj and Vj+1 are the respective cell volumes, and β represents a blending factor for
Gauss-LSQ gradient. The blending factor above determines which proportions of
the two computing options are used to compute the gradient. Up to this point, the
reconstruction gradients are unlimited, and this means that the reconstructed face
values can fall outside the range of cell values found in cells with common faces.

STAR-CCM+ limits the reconstruction gradients by searching the minimum and
maximum bounds of the neighboring cell values. A scale factor α j+ 1

2
is defined that

expresses the ratio of the limited and unlimited values (limiter), that is:

(▽Φ)r, j = α j+ 1
2
(▽Φ)u

r, j (2.41)

And for each cell-j, the quantities:

Φ
max
j = max(Φ j,Φneighbours) (2.42)

Φ
min
j = min(Φ j,Φneighbours) (2.43)

Φneighbors represents the cell value in each neighbor with a common face with cell-j.
Defining the following variables:

∆max = Φ
max
j −Φ j (2.44)

∆min = Φ
min
j −Φ j (2.45)

∆ j+ 1
2
= Φ j+ 1

2 ,
−Φ j = Sj · (▽Φ)u

r, j (2.46)

Where:
dsj+ 1

2
= x j+ 1

2
− x j (2.47)
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Then

r j+ 1
2
=


∆

j+ 1
2

∆max
f or ∆ j+ 1

2
> 0

∆
j+ 1

2
∆min

f or ∆ j+ 1
2
≤ 0

(2.48)

Venkatakrishnan’s limiter is defined as follows [211]:

α j+ 1
2
=

2r j+ 1
2
+1

r j+ 1
2
(2r j+ 1

2
+1)+1

(2.49)

Limiters prevent spurious or unphysical oscillations in the solution, which would
otherwise appear close to regions where gradients are very pronounced. This is the
employed limiter during this work.

2.3.2 The γ-Reθ transition model

The γ-Reθ transition model, originally proposed by Menter [137], is a two-equations
local correlation-based transition model (LCTM) that solves one transport equation
for the intermittency, γ , and another one for the transition onset momentum thickness
Reynolds number, Reθt . It is coupled with the SST k-ω turbulence model, also
developed by Menter [135]. The two transport equations are integrated in time
to obtain an effective value for the intermittency, γe f f , which affects the turbulent
kinetic energy equation of the k−ω SST model as follows [115]:

ρ
Dk
Dt

= ∇ · [(µ +σkµt)∇k)]+ γe f f Pk −min[max[γe f f ,0.1],1]Dk (2.50)

In Eq. (2.50), Pk and Dk are the original production and destruction terms of the SST
k-ω model, respectively. The production term is defined as:

Pk = Gk +Gnl +Gb (2.51)

Which represent the turbulent production, the non-linear production, and the
buoyancy production terms, respectively. The destruction term is defined as:

Dk = ρβ
∗ fβ ∗(ωk−ω0k0) (2.52)
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where ρ is the density β ∗ is a model coefficient, fβ ∗ is the free-shear modification
factor, and ω0 and k0 are the ambient turbulence values that counteract decay as
shown in [194].

The "effective" value of the intermittency, γe f f , is calculated as the maximum
between the value of the intermittency coming from the transport equation, γ , and
that given by the separation-induced transition correction, γsep:

γe f f = max(γ,γsep) (2.53)

where

γsep = min

s1 max
[

0,
Rev

3.235Reθc

−1
]

e
−

(
RT

20

)4

,2

Fθt (2.54)

In Eq. (2.54), s1 is a parameter that controls kinetic energy injection in the separated
region. The latter is the region where the strain-rate (or vorticity-rate) Reynolds num-
ber, Rev, is significantly larger than the critical Reynolds number, Reθc , which arises
from an empirical correlation as a function of Reθt . The critical Reynolds number
indicates where intermittency first starts to increase in the boundary layer. The scalar
value 3.235 represents the ratio between Rev and Reθc when the shape factor, H, is
equal to 3.5, which represents the separation point according to Polhausen’s method,
in a boundary layer subject to an adverse pressure gradient, as shown in Menter
[137].

The STAR-CCM+ implementation, until version 2021.1, uses a value of 2.193
instead of 3.235, as shown in equation Eq. (2.55).

γsep = min

s1 max
[

0,
Rev

2.193Reθc

−1
]

e
−

(
RT

15

)4

,5

Fθt (2.55)

The value of 2.193 is associated with the maximum ratio between Rev and Reθc in a
Blasius profile, and it appears in the first version of the γ-Reθ transition model [113].
A small change is also present in the damping term, decreasing the denominator
from 20 to 15, and the limiting value of the maximum intermittency increases from 2
to 5. These changes would, in theory, move the transition point slightly upstream and
make the transition process faster due to the higher limit of the effective intermittency.
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Since version 2021.2, STAR-CCM+ code was updated, and the separation-induced
transition correction is now the formulation shown in Eq.(2.54).

The intermittency equation is written as:

ρ
Dγ

Dt
= ∇ · [(µ +

µt

σγ

)∇γ]+Pγ −Eγ (2.56)

The production term, Pγ , and the destruction term, Eγ , are defined as [115]

Pγ = FLengthca1ρS[γFonset ]
0.5(1− ce1γ) (2.57)

Eγ = ca2ρWγFturb(ce2γ −1) (2.58)

In Eqs. (2.57)–(2.58),Fonset and Fturb are trigger functions that activate intermittency
production and deactivate relaminarization, respectively. Coefficients ca1, ca2, ce1

and ce2 are model constants that we set equal to the values originally suggested
by Menter [137]. FLength and Reθc , the latter embedded in Fonset , are empirical
correlations expressed as functions of Reθt . Originally, these correlations were
considered proprietary and were not disclosed, thus pushing numerous authors to
develop calibrations to fit existing experimental data. For example, Malan [124]
proposed a calibration of the model that was implemented in STAR-CCM+ until,
finally, Langtry [114] disclosed the original calibration that is also implemented in
the CFD code. Both calibrations are compared in the following section.

The transport equation for the transition onset momentum thickness Reynolds
number is defined as:

ρ
DReθt

Dt
= ∇ · [σθt (µ +µt)∇Reθt ]+Pθt (2.59)

Such an equation connects the empirical correlation to the onset criteria in the γ-
equation. It accounts for non-local effects due to changes in the freestream turbulence,
Tu, and the pressure gradient at the edge of the boundary layer. In Eq. (2.59), the
production term,Pθt , is defined as:

Pθt = cθt

ρ

t
(Reθt −Reθt )(1−Fθt ) (2.60)

where cθt is model constant, t is a time scale, and Fθt is a blending function that
ensures that inside the boundary layer, the production term is turned off and also
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that the transported scalar Reθt matches the value of the empirical correlation Reθt =

f (λθ ,Tu) in the freestream. The original version of the model contained such a
correlation that had been previously assessed by other authors such as Abu-Ghannam
and Shaw [2]. Langtry [115] modified the Reθt = f (λθ ,Tu) correlation to improve
results for low turbulence intensity simulations. He noted that when the boundary
layer undergoes laminar separation, the model predicted a reattachment location
downstream of the actual position in the experiments. The discrepancy was attributed
to insufficient production of turbulent kinetic energy in the separated shear layer when
the freestream turbulence intensity is small. Therefore, the correction embedded in
Eqs. (2.53) and (2.54) was included in the transition model. The former increases the
production of turbulent kinetic energy in separated regions, allowing intermittency
to exceed unity.

Empirical correlations

As mentioned in the previous section, the empirical correlations integrating transition
physics into the model were initially declared proprietary. Suluksna et al. [198, 124]
performed a calibration of these models for unstructured parallelized codes, which
is the default calibration used in STAR-CCM+. In what follows, we will refer to
these correlations as to the Saluksna-Juntasaro Calibration. Finally, Langtry [114]
disclosed the original calibration of the model. There are three empirical correlations
needed to close the model. The first one is the critical momentum thickness Reynolds
number, Reθc, which can be considered the point at which the turbulence intensity
begins to grow before transition. The second correlation, Flength, is designed to
control the transition length. And the other correlation needed is the functional
relationship between the transition momentum thickness Reynolds number, which
represents the transition point observed experimentally, and the freestream turbulence
intensity and Thwaites’ parameter, Reθt = f (λθ ,Tu).

In Chapter 3, we will test both calibrations and comment on the effect of including
the pressure gradient in the case of Menter’s correlation. The Suluksna-Juntasaro
calibration defines the following correlations for Reθc and Flength:

Reθc = min
(
Reθt ,0.615Reθt +61.5

)
(2.61)

Flength = min
(
300,exp(7.168−0.01173Reθt )+0.5

)
(2.62)
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Regarding Menter’s calibration, we used the empirical correlations provided in
Langtry [114], which are expressed as:

Reθc =

{
A1 +A2Reθt +A3Re2

θt
+A4Re3

θt
+A5Re4

θt
, Reθt ≤ 1870;

B1 +B2Reθt +B3Re2
θt
+B4Re3

θt
, Reθt > 1870

(2.63)

Flength = Flength1(1−Fsublayer)+40Fsublayer (2.64)

where Flength1 is defined as:

Flength1 =


C1 +C2Reθt +C3Re2

θt
, Reθt < 400;

D1 +D2Reθt +D3Re2
θt
+D4Re3

θt
, 400 ≤ Reθt < 596;

D1 +D2
(
Reθt −D3

)
, 596 ≤ Reθt < 1200;

E, Reθt ≥ 1200

(2.65)

and Fsublayer is defined as:

Fsublayer = exp

[
−
(

ωd2

200ν

)2
]

(2.66)

The values of the numerical coefficients Ai,Bi,Ci,Di, and E can be found in Langtry
[114]. These correlations are significantly more complex than those Suluksna-
Juntasaro used, including higher-order polynomials and differentiation for different
turbulence intensities conditions implicitly through Reθt . The correlations used in
both cases for Reθt are those proposed in [114]:

Reθt =


(

1173−589.428Tu+
0.2196

Tu2

)
F(λθ ), Tu < 1.3%;

331.5(Tu−0.5658)−0.671 F(λθ ), Tu > 1.3%
(2.67)

The only difference is that the Suluksna-Juntasaro calibration sets F(λθ ) to 1, so
that the correlation is independent from the pressure gradient, while Langtry [114]
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defines F(λθ ) as:

F(λθ ) =


1−
(
−12.986λθ −123.66λ 2

θ
−405.689λ 3

θ

)
e
−

(
Tu
1.5

)1.5

, λθ < 0;

1+0.275
(

1− e−35λθ

)
e

(−Tu
0.5

)
, λθ > 0

(2.68)

Thwaites’ parameter, λθ , is defined as:

λθ =
θ 2

ν

dU
ds

(2.69)

but the boundary layer transition momentum thickness is not calculated as an integral
quantity due to the great cost this would generate for unstructured parallelized codes.
This quantity is estimated locally from the value Reθt . Therefore equation (2.67)
must be solved iteratively.

2.3.3 Adjoint Solver

The adjoint method effectively predicts the impact of numerous input parameters on
specific engineering quantities of interest in a numerical simulation. It measures the
sensitivity of objective functions with respect to input parameters, including design
variables or boundary condition values. The adjoint analysis comprises two main
stages. Initially, it is necessary to compute the steady-state solution for the physical
phenomenon being studied. The second step involves the evaluation of the adjoint of
the simulated physics based on the primal solution obtained in the previous step.

In the adjoint workflow, primal solutions are computed in 3 main steps. Initially,
design parameters (D) are defined, which drive the grid morphing in a topological
optimization. The relation between the design parameters and the grid (X) depends
on the morphing strategy. Then the governing equations are solved, expressing its
solution as Q. Finally, the solution is post-processed to compute the engineering
quantities we aim to optimize. In this work, these quantities are aerodynamic
efficiency for airfoils and power loading for rotors, as described in chapters 3 and 5.
These operations are computed sequentially and can be mathematically expressed as:
X(D), Q(X), L(Q,X). The inputs of this sequence are the design parameters, and the
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output is the objective function. The adjoint of the primal solution is computed in
reversed order to the sequence as mentioned above.

The adjoint algorithm provides the gradients of the objective function L with
respect to the design parameters. This gradient may be used in an optimization
algorithm to optimize the objective function. These gradients are also known as the
sensitivity of the objective function with respect to the design parameters and can be
expressed as the following chain of Jacobians:

dL
dD

=

[
∂L
∂X

+
∂L
∂Q

∂Q
∂X

]
dX
dD

(2.70)

The rightmost term,
dX
dD

is the jacobian of the operation X(D). The rows of the
matrix represent gradients, and the columns represent tangents. When the number
of variables becomes large, computing equation 2.70 with full Jacobians increases
memory requirements. An alternative is to work with tangents of the Jacobian of the
X(D) operation. In other words, working with the columns of the system:

dL
dDi

=

[
∂L
∂X

+
∂L
∂Q

∂Q
∂X

]
dX
dDi

(2.71)

This reduces the memory requirements, but the computational time scales linearly
with the number of design parameters due to the increased number of tangents. As
normally, the number of objectives is much smaller compared to the number of
design variables, an efficient way to address the aforementioned issue is to compute
the transpose of the derivative system for a given gradient of the jacobian:

dL j

dD

T
=

dX
dD

T
[

∂L j

∂X

T

+
∂Q
∂X

T
∂L
∂Q

T
]

(2.72)

To compute the gradient for a given objective,
dL j

dD

T
, the terms shown in equation

2.72 have to be computed. The term
dX
dD

T
can be interpreted as the sensitivity of the

mesh with respect to the design parameters. The term
∂L
∂Q

T

represents the sensitivity

of the reports with respect to the solution. The term
∂L j

∂X

T

stands for the sensitivity
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of the objective with respect to the mesh. The two previously defined terms are used
to compute the sensitivity of the objectives with respect to the grid, which is defined
as the term enclosed by squared brackets. For detailed information of the algorithms
used by STAR-CCM+ to compute these terms refer to reference [189].

2.3.4 Multiphase Flow

Chapter 8 addresses the problem of rotor-droplet interactions in UAS spraying
applications. This problem involves two different immiscible fluids, air and water.
To address the interactions between these phases, one may select different approaches
that fall into Lagrangian and Eulerian subgroups. The former models the interactions
between both phases, whereas in the latter, these are resolved. This work will use
a Volume Of Fluid (VOF) approach to characterize a hollow cone nozzle. This
simulation will provide velocity distributions of the droplets forming the spray.
This information will then be used to inject Lagrangian particles into a larger-scale
simulation. Simcenter STAR-CCM+ implementation of these two models is briefly
described below.

2.3.4.1 Lagrangian Particles

The spray droplets injected in our simulations are modeled as material spherical
particles. Sprays tend to generate droplet diameter distributions that may vary by
an order of magnitude. This means that the inertia of these droplets will vary three
orders of magnitude. This greatly impacts the drift problem, and it is important to
consider this variation to estimate droplet deposition patterns.

The motion of a particle may be described by solving the linear momentum
conservation law, shown in Equation 2.73.

mp
vp

dt
= Fg +Fvm +Fd +Fp +Fsl (2.73)

where the forces acting on the particle are, from left to right, the gravity force,
the virtual mass force, the drag force, the pressure gradient force, and the shear lift
force. The drag coefficient proposed in [181] has been used to compute the drag
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force. For the calculation of the shear lift, the expression provided in [191] has been
employed.

2.3.4.2 Volume of Fluid Approach

The Volume of Fluid Multiphase Model pertains to the family of interface-capturing
techniques for predicting the distribution and movement of the interface of immisci-
ble phases. The mesh resolution must be sufficient for this modeling approach to
resolve the location and shape of the interface between phases.

The distribution of the phases in the domain is determined by the volume fraction
of phase i, which may be defined as:

αi =
Vi

V
(2.74)

where V is the volume of a given cell, and Vi is the volume of phase i in that cell.
Therefore, the volume fraction defines the proportion of a phase. The sum of the
volume fractions for all phases must add up to 1.

To calculate the evolution of the phases in the simulation, this approach solves
an extra scalar transport equation for the volume fraction as shown in Equation 2.75.

∂αi

∂ t
+∇ · (αiu) = Sαi −

αi

ρi

Dρi

Dt
− 1

ρi
∇ · (αiρiud,i) (2.75)

The Courant Friedrich Levy (CFL) number should be kept below 0.5, even
for implicit time integration schemes to avoid interphase blurring. To avoid this
restrictive condition on the global time step, a multi-stepping approach for the volume
fraction transport equation has been used, allowing the global CFL condition to be
relaxed and, thus, reducing the computational cost of the simulations. STAR-CCM+
provides two multi-stepping approaches, an explicit approach and an implicit one.
The explicit approach automatically calculates the number of steps to satisfy a target
CFL. On the other hand, in the implicit formulation, the number of iterations is
user-specified. It is, therefore, interesting to use an adaptive time-stepping scheme to
ensure sufficiently low local CFL values to maintain a sharp interphase.

The problem presented in Chapter 8 is the spraying process in a hollow cone
nozzle. To model the generation of droplets, we will address the problem of resolving
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the Air-Water interface. In a biphase simulation, the liquid volume fraction is an
indicator function defining the phase. A value of 1 corresponds with "phase 1"
(water), and a value of 0 corresponds with "phase 2" (air). Therefore, only one
equation has to be solved as the other phase will be obtained to ensure that their
sum equals 1. The interphase can be defined with a value of the volume fraction
0.5. The cells in the interphase region must be refined to capture a sharp interphase.
Due to the different scales involved in the problem, an Adaptive Mesh Refinement
(AMR) strategy is mandatory to capture the water-air interphase without refining the
whole computational domain. This AMR must be performed automatically every
time step due to the dynamic nature of the problem. The Continuum Surface Force
(CSF) approach, first described by Brackbill [32], is included to model the surface
tension, which is known to be necessary to reproduce the atomization process [118]
adequately.

2.3.5 6-DOF solver

Simcenter STAR-CCM+ allows you to model the motion of rigid bodies in response
to applied forces and moments. In a rigid body, the relative distance between
internal points does not change; therefore, it is sufficient to solve the equations of
motion for the body’s center of mass. A continuum body is a rigid body coupled
with a fluid boundary, representing the surface of the rigid body. Simcenter STAR-
CCM+ calculates the body’s motion in response to the fluid forces and moments
at the coupled boundary. The effect of the motion of the rigid body on the fluid
is accounted for by moving the entire fluid mesh rigidly. Simcenter STAR-CCM+
calculates the resultant force and moment acting on the body due to user-defined
forces and moments and the pressure and shear forces.

The resultant force and moment acting on the body can be written as:

F⃗ = F⃗p + F⃗τ + F⃗g +∑ F⃗ext (2.76)

M⃗ = M⃗p + M⃗τ +∑M⃗ext (2.77)

where F⃗ext represents user-defined forces and M⃗ext represents user-defined mo-
ments, which you can define directly or as the result of user-defined forces. For
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example, in Chapter 6, we define a user-defined moment to model the friction of the
hinge as shown in Eq.6.7. F⃗g is the gravity force. F⃗p and M⃗p are the fluid pressure
force and moment acting on the body. F⃗τ and M⃗τ are the fluid shear force and
moment, respectively.

For a single body with no kinematic restrictions present, we retrieve the classical
6-DOF free-body solver. This solver has been used in Chapters 7 and 8 to analyze
multicopter maneuvers. The linear and angular momentum conservation laws shown
below are integrated in this case.

dC⃗
dt

∣∣∣∣∣
1

= F⃗

dΓ⃗

dt

∣∣∣∣∣
1

= M⃗

(2.78)

Two or more bodies are connected by one or more joints that stipulate certain
kinematic constraints. Therefore, the kinematic constraint condition restricts the
position of the bodies relative to each other. We will employ hinge joints to couple
the blades and the hub in Chapter 6.

The general equation that describes the dynamic behavior of a multi-body system
is:

↔
m ¨⃗q = f⃗ (2.79)

where q is the vector of generalized coordinates, f is a generalized force, and m is
the block-diagonal matrix of the inertia matrices of the rigid bodies. The equation of
motion is combined with a constraint condition that restricts the kinematic degrees
of freedom of the bodies:

φ(q⃗, t) = 0 (2.80)

A constraint is expressed as a linear condition on the accelerations of the bodies.
In our case, the constraint is a hinge-type constraint that maintains the rotation axis
of the blades in the desired position at every time. Computing the second derivative
yields:
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J ¨⃗q = Q⃗ (2.81)

where J is the Jacobian matrix of φ , ¨⃗q is the acceleration of the bodies, and Q is
a vector that absorbs terms that are quadratic in the velocities [184].

A constraint force is added to the system to enforce the acceleration conditions
of the constraints. By introducing the Lagrangian multiplier λ of all constraints, the
workless constraint force is given by:

f⃗c = JT
λ (2.82)

A vector λ⃗ is sought such that the constraint force f⃗c in combination with any
external force f⃗ such as gravity produces a motion that satisfies the constraints.

↔
m ¨⃗q = JT

λ⃗ + f⃗ (2.83)

Solving for ¨⃗q:
¨⃗q =

↔
m
−1

JT
λ⃗+

↔
m
−1

f⃗ (2.84)

yields the following linear system of equations:

Aλ = b (2.85)

A = J
↔
m
−1

JT (2.86)

B =−J
↔
m
−1

f⃗ +Q (2.87)

λ can be computed by solving the linear system shown in Eq.2.85 and then, q⃗
con be obtained by integrating twice Eq.2.84.

The integration to obtain the coordinates vector q is performed numerically.
Therefore, some constraint drift occurs due to numerical integration errors. The aim
of constraint stabilization is to bound this drift preventing its accumulation over time.
Following Baumgarte [18], constraint stabilization is applied by modifying Eq.2.88:
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J ¨⃗q = Q⃗−2αJq̇+
∂φ

∂ t
β

2
φ (2.88)

where α and β are parameters of the stabilization method.



Chapter 3

Very-Low and Ultra-Low Reynolds
Number Airfoil Aerodynamics

This chapter includes the partial content of the papers:

• M. Carreño Ruiz and D. D’Ambrosio. Validation of the γ −Reθ Transition
Model for Airfoils Operating in the Very Low Reynolds Number Regime.
Flow, Turbulence and Combustion, pages 1–30, 2022

• M. Carreño Ruiz, M. Scanavino, D. D’Ambrosio, G. Guglieri, and A. Vilardi.
Experimental and numerical analysis of hovering multicopter performance
in low-Reynolds number conditions. Aerospace Science and Technology,
128:107777, 2022

The accurate aerodynamic modeling of airfoils for rotary wing applications
is relevant to the overall blade performance predictions. Reduced Order Models
(ROMs) typically used to analyze rotor flows require an airfoil aerodynamic database
to compute different blade elements’ lift and drag components. For higher Reynolds
numbers, where boundary layers are likely to be attached and turbulent, panel
methods can provide very good estimations of airfoil performance. In the Reynolds
numbers under study, the flow is likely to be laminar if the boundary layer remains
attached, and the laminar-turbulent transition will occur only after the separation of
the boundary layer. We can distinguish two Reynolds number regimes. The ultra-
low Reynolds number regime comprises Reynolds numbers in the range 103 −104
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and the very-low Reynolds number regime between 104 −105. A laminar regime
for low and moderate angles of attack usually characterizes the former. Laminar
separation bubbles on the suction side of the airfoils with turbulent reattachment
typically dominate the latter. The presence of transition poses significant modeling
challenges. Numerical simulations must couple a transition model to a turbulence
model to adequately reproduce the evolution of separation bubbles. This is actually
important to adequately capture the airfoil performance as the separation bubble
modifies the effective camber and thickness and, thus, the lift and drag coefficients.

3.1 Very-Low Reynolds number

3.1.1 RANS Turbulence and Transition Modelling

The present study uses the CFD code STAR-CCM+, which offers three transition
models coupled with RANS equations, namely a) turbulence suppression, b) γ

transition, and c) γ-Reθ transition. The turbulence suppression approach requires
the knowledge of the transition point and, therefore, could be used to check the
ability of RANS solvers to reproduce separation bubbles [56], but not to determine
the transition point. The γ transition model is a one-equation intermittency-based
model, which Menter et al. improved [139] to correct deficiencies in the γ-Reθ

model with the further advantage of integrating a single equation and of being
Galilean invariant. However, the implementation of this model in STAR-CCM+
lacks a separation-induced transition correction constant CSEP, which is necessary
to tune the production of turbulent kinetic energy in separated regions, controlling
the separation bubble’s length. Therefore, this work focuses on the γ-Reθ transition
model.

3.1.1.1 Numerical simulation and validation

Physical/mathematical model and numerical method

The physical/mathematical model used to simulate the flowfield is based on the
compressible unsteady Reynolds-Averaged Navier Stokes (URANS) equations. As
mentioned, the turbulence model is the two-equations SST k-ω model, coupled with
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the two-equations γ-Reθ transition model. The commercial CFD software STAR
CCM+, in particular, version 14.06.12, offers the implementation used in this Chapter.
The calculation of inviscid fluxes adopts a second-order upwind reconstruction
combined with Roe’s scheme, whereas the evaluation of viscous fluxes uses a
second-order approximation, as detailed in Chapter 2. Even though the generation
of separation bubbles is an unsteady process characterized by vortex shedding [84],
time-resolved simulations are not always required. The mean separation bubble
is usually steady, so we could use a RANS solver. However, the periodic vortex
shedding is intense in situations close to the bubble bursting. The mean values of lift
and drag obtained with unsteady simulations significantly differ from those of the
steady solver. In this regard, Pauley [150] suggests that the bursting of the bubble,
described for the first time by Gaster [86], is associated with an averaged vortex
shedding. The URANS simulations shown in section 3.1.1.4 employ an implicit
second-order time integration scheme with a time step of 0.01 turnovers. The time
step length ensures that the vortex shedding regime is resolved and allows for the
convergence of the inner solver, which runs for ten iterations every time step.

Computational domain and boundary conditions

Fig. 3.1 Fluid domain and boundary conditions.

The adopted computational domain is visible in Figure 3.1. Its extension is about
1000 chords in the streamwise direction (400 upstream and 600 downstream) and
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600 (at the outlet section) in the transversal direction. We chose such a large domain
to minimize the influence of the far-field boundary conditions, as recommended
for the NACA 0012 test case in the NASA Turbulence Modeling Resource [168].
We enforce the freestream, inflow boundary conditions (Mach number, and static
pressure and temperature) on a parabolic-shaped "inflow" surface, and we impose the
freestream pressure on the "outflow" flat surface normal to the freestream direction.
No-slip, adiabatic wall conditions are set on the airfoil surface. As we will show
in the next section, the freestream is always aligned with the x-axis, and the airfoil
is rotated (and the grid is re-meshed) to account for changes in the angle of attack.
The boundary conditions for the turbulent kinetic energy and the specific dissipation
rate are null wall flux and a fixed freestream value. The boundary conditions for
intermittency are a value of 1 at the freestream and zero wall flux. The boundary
conditions for the transition momentum thickness Reynolds number derive from
(2.67) in the freestream (without using the pressure gradient correction) and consist
in a null flux at the walls.

Grid generation and refinement analysis

Fig. 3.2 Medium/Medium grid for airfoil SD7003 at α = 4o and Re=60,000.

We built the computational meshes using the automated, unstructured polyhedral
mesh generation software embedded in STAR-CCM+ in combination with a prism
layer mesh in the near-wall region. As suggested in [159], polyhedral cells can
potentially speed up simulation convergence as information spreading might be
enhanced by having more neighboring cells than quadrilateral or triangular grids.
That is a positive feature for low-Reynolds numbers simulations incorporating a
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transition model since the former usually suffer from slow convergence rates. Since
the computational domain is huge, an adaptive mesh refinement (AMR) strategy has
been implemented based on pressure and velocity gradients to reduce the number of
cells where they are not needed, for example, in the far-field region, where gradients
are almost zero. In addition, the AMR approach is quite useful in the low-Reynolds
number regime, where the flowfield can change drastically with the angle of attack,
moving from fully attached boundary layer situations to the formation of separation
bubbles or even massive separations. Figure 3.2 shows an example of the effect of the
AMR strategy. One can see that the grid is quite fine near the leading edge due to the
large local pressure and velocity gradients, but also in the separated shear layer and
wake regions due to the large velocity gradients. The refined area in the central-rear
region of the suction side is associated with the reattachment of a separation bubble.
A prism layer with y+ < 1 helps to properly resolve the wall region, as required by
this transition model [115]. The grid independence study shown in Table 3.3 has been
carried out for airfoil SD7003 at Reynolds 60,000 and α = 4o. Three different grid
generation strategies, namely coarse, medium, and fine, have been defined for the
prism layer and polyhedral mesh as shown in Tables 3.1 and 3.2. From now on, we
will adopt the medium/medium grid combination, as it is a good compromise between
computational cost and the correct determination of aerodynamic coefficients and
flowfield features. It is important to point out that the number of cells associated
with AMR strategies is not constant and can vary up to a factor of 2 when massive
separation is present, especially at high angles of attack and noticeably low Reynolds
numbers.

Table 3.1 Adaptive Mesh Refinement mesh size specifications.

Grid Minimum cell size(%c) Maximum cell size(%c)

Coarse 0.4 4000
Medium 0.3 3000

Fine 0.2 2000

3.1.1.2 Freestream turbulence conditions

Transition is very sensitive to freestream turbulence conditions. In the γ-Reθ model,
sensitivity to freestream turbulence intensity is obtained through the empirical cor-
relations defined in Eqs. (2.67) and (2.68). Turbulence intensity can be measured



3.1 Very-Low Reynolds number 59

Table 3.2 Prism layer mesher specifications.

Grid Chordwise spacing(%c) Nº of Layers Wall Cell Thickness(%c)

Coarse 0.6 25 0.004
Medium 0.3 50 0.004

Fine 0.15 75 0.004

Table 3.3 Grid Independence study for the airfoil SD7003 at Re=60,000, α = 4o.

Grid/Prism Layer Nº of cells
xsep

c
xre

c
Cl Cd

Medium/Coarse 43,774 0.176 0.781 0.6025 0.02730
Coarse/Medium 58,510 0.181 0.742 0.6007 0.02591

Medium/Medium 69,834 0.181 0.741 0.6020 0.02585
Fine/Medium 103,480 0.181 0.741 0.6021 0.02581
Medium/Fine 135,581 0.181 0.742 0.6047 0.02580

Fine/Fine 167,084 0.182 0.741 0.6016 0.02574

experimentally, but another variable associated with the length scale of turbulence
is needed, for example, the specific dissipation rate, ω , whose determination is
challenging and whose value is not always available in existing data. In addition,
computational domains used in CFD simulations are usually large to reduce the in-
fluence of the boundary conditions, but since turbulence intensity decays as the flow
approaches the body, the effective value of turbulence intensity in front of the airfoil
can be significantly smaller than the value given at the numerical inlet boundary. A
solution to this problem is increasing the turbulence intensity at the computational
inflow to match the experimental value at the leading edge [61]. Provided that
turbulence intensity and turbulent viscosity ratio near the airfoil are known from
experiments, the following equations provide an initial guess for their freestream
"inlet" values [189]:

Tu = (Tu)inlet

(
1+

0.1242xρU∞(Tu)2
inlet

µ(TV R)inlet

)-0.5435

(3.1)

TV R = (TV R)inlet

(
1+

0.1242xρU∞(Tu)2
inlet

µ(TV R)inlet

)-0.087

(3.2)
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The turbulent viscosity ratio and turbulence intensity can be defined using tur-
bulent kinetic energy and the specific dissipation rate as shown in the following
equations:

Tu =

√
2
3

k

U
(3.3)

TV R =
k

ωµ
(3.4)

An issue related to freestream turbulence conditions is that meshes are usually
coarse near freestream boundaries, which prevents an accurate resolution of the
freestream turbulence decay. In connection to this point, Menter [139] stated that
inlet values for the eddy viscosity ratio affect the turbulence intensity decay and
that this affects the transition location. Spalart [194] suggested introducing a source
term in the turbulent kinetic energy equation that maintains constant the value of the
turbulence intensity, thus overriding the previously mentioned issues. This option
is available in STAR-CCM+, and it was adopted in this study, allowing to set the
turbulence intensity at the inlet to the actual value measured in the experiments.
In this way, the effect of the eddy viscosity ratio should not be very significant
because turbulence intensity stays artificially constant. We tested the hypothesis by
performing a sensitivity analysis by varying the turbulence conditions at the inlet.
We found out that the effect of the TVR is almost negligible as long as the latter
is large enough to avoid the turbulence model staying dormant. The magnitude
of the minimum TVR value tends to increase with freestream turbulence intensity.
Figure 3.3 shows that the boundary layer remains laminar for small values of inlet
TVR, and the flow around the airfoil is inconsistent. A TVR equal to 1 seems to
work adequately, despite being higher than the value suggested by Rumsey [169] for
the SST model. The explanation is that probably the values recommended in [169]
were intended for the use of the SST turbulence model to predict transition without
transition model, setting the freestream turbulence conditions in such a way that the
model remains dormant near the leading edge and then it switches on mimicking the
transition.

Concerning the freestream value of turbulence intensity, Schlichting [182] states
that, based on experimental data, the effect of Tu values smaller than 0.1% is
irrelevant. On the other hand, Langtry [115] sets Tu = 0.027% as the lower limit for
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numerical stability. Therefore, selecting Tu between 0.027% and 0.1% at freestream
is a reasonable choice for comparisons with LES simulations that use an ideal
freestream to reduce computational costs. Unfortunately, the correlation Reθt =

f (Tu,λθ ) suggested by Langtry [115] and shown in Eq. (2.67) is in fact sensitive to
Tu values in this range, as shown in Table 3.4. In summary, despite some authors
using the freestream Tu as a tuning parameter to fit existing experimental data or
LES simulations, we believe the limiting value of Tu should not be larger than 0.1%.
In fact, since the correlation for Reθt in Eq. (2.67) is based on many experimental
data obtained at different turbulence intensities, using Tu as a tuning parameter for
the transition model would not be consequential. The simulations presented in this
section employ a freestream turbulence intensity of 0.03% to allow a reasonable
comparison with LES simulations, which assume an ideal freestream. The turbulent
viscosity ratio is equal to 1.

Table 3.4 Effects of turbulence inflow conditions on performance. Airfoil SD7003,
Re=60,000, α = 8o.

Tu(%) TVR Cl Cd

0.03 0.001 0.9188 0.04105
0.08 0.001 0.7418 0.04285
0.43 0.001 -0.0318 0.02895
0.03 0.01 0.9223 0.04095
0.08 0.01 0.9291 0.03911
0.43 0.01 -0.0060 0.02986
0.03 0.1 0.9225 0.04090
0.08 0.1 0.9304 0.03909
0.43 0.1 0.9299 0.03709
0.03 1 0.9225 0.04089
0.08 1 0.9304 0.03908
0.43 1 0.9294 0.03707
0.03 10 0.9225 0.04090
0.08 10 0.9304 0.03908
0.43 10 0.9396 0.03706

Test case: Low Reynolds number airfoil SD7003

Figure 3.4 shows the velocity field around the SD7003 airfoil at Reynolds 60,000
using Menter correlations. We can clearly see how, at 4 degrees, a long separation
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(a) TVR=0.01

(b) TVR=1.00

Fig. 3.3 Intermittency contours for airfoil SD7003 at α = 8o, Re=60,000, Tu = 0.43%.
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(a) AOA=4º

(b) AOA=8º

Fig. 3.4 Velocity fields with line convolution integrals using Menter correlations. Re =
60,000.
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bubble is captured over the central region of the suction side. As we increase the angle
of attack to 8 degrees, the bubble moves upstream toward the leading edge, following
the expected behavior. Tables 3.5 and 3.6 present the performance coefficients and
separation and reattachment locations for two different angles of attack of the low
Reynolds number airfoil SD7003, utilizing both Suluksna-Juntasaro’s (S-J) and
Menter’s calibrations. These calibrations were compared with available experimental
data and LES simulations conducted by Ol [148] and Galbraith [84], respectively. It is
noteworthy that Menter’s calibration performs markedly better than S-J. However, it
is unsafe to generalize this trend to other airfoils, as larger thicknesses and curvatures
may introduce variations linked to the pressure gradient correction included in
Menter’s correlation. The skin friction and pressure distributions on the suction
side have a unique behavior when a laminar separation bubble forms, as described
in [183]. This distinct behavior is visible in Figures 3.5 and 3.6. The pressure
distribution displays a plateau with a nearly constant value equal to the pressure
at the separation point. In contrast, the skin friction distribution initially decreases
due to the adverse pressure gradient that triggers the boundary layer separation.
The separated shear layer becomes unstable and sheds vortices that impinge the
airfoil surface, creating high skin friction regions on the airfoil surface, and the
boundary layer locally reattaches. By time-averaging this process, we retrieve the
usual representation of the separation bubble first described by Gaster [86], which
generates a rapid descent of the skin friction and posterior reattachment of the
boundary layer. Transition to turbulence in the separated shear layer is triggered by
K-H instability [35]. PIV measurements by Park [149] demonstrate that transition in
a laminar separation bubble occurs in a finite length and that the interval between the
transition onset and the transition completion contains the end of the pressure plateau.

Table 3.5 Aerodynamic coefficients and laminar separation bubble characteristics for different
models. Re=60,000, α = 4o.

xsep

c
xtr

c
xre

c
Cl Cd

Menter 0.202 0.518 0.660 0.600 0.0221
Suluksna-Juntasaro 0.184 0.53 0.743 0.600 0.0257

LES (Galbraith [84]) 0.23 0.55 0.65 0.59 0.021
PIV (Ol [148]) 0.18 0.47 0.58 - -

DNS (Carton de Wiart [52]) 0.209 - 0.654 0.602 0.0196
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Table 3.6 Aerodynamic coefficients and laminar separation bubble characteristics for different
models. Re=60,000, α = 8o.

xsep

c
xtr

c
xre

c
Cl Cd

Menter 0.035 0.158 0.280 0.922 0.0409
Suluksna-Juntasaro 0.037 0.178 - 0.868 0.0557

LES (Galbraith [84]) 0.04 0.18 0.28 0.92 0.043

For comparison purposes, we define the transition location shown in Tables 3.5 and
3.6 as the point where the skin friction starts to drop, as these locations agree better
with Galbraith [84]. They probably represent the onset of transition described in
Park [149]. Figures 3.5 and 3.6 illustrate the comparison of the friction and pressure
coefficients between RANS simulations and LES simulations performed by Galbraith
[84] at a Reynolds number of 60,000 and an angle of attack of 4o and 8o respectively.
Menter’s correlation performs remarkably well, almost perfectly reproducing the
pressure coefficient in both cases. However, there are some noticeable differences
between the friction coefficients. Specifically, Menter’s correlation generates an early
transition, more pronounced at 8o, characterized by a sudden drop in the friction
coefficient. Furthermore, the value of the friction coefficient obtained by LES after
reattachment is significantly larger than that obtained by RANS. S-J calibration
produces negative friction coefficient values toward the trailing edge, indicating a
lack of flow reattachment. The transition model cannot produce a sufficiently large
value of the friction coefficient after reattachment for these Reynolds numbers and
freestream turbulence conditions, which could lead to enhanced turbulent separation
and an early stall. Figure 3.7 reveals that, for a considerably lower Reynolds number,
this effect is even more evident, and the skin friction coefficient plot does not
indicate the presence of a reattachment point. Table 3.7 shows that lift and drag
coefficients calculated with Menter’s correlation are not significantly different from
those predicted by Galbraith [84]. This could be due to the accurate prediction
of the separation bubble, as evidenced by the plateau in the pressure distribution,
even though it is not perfectly closed due to the greater importance of pressure drag
than the shear drag. It is also evident that the prediction capabilities of the model
deteriorate as the Reynolds number decreases and the angle of attack increases.

In Chapter 2, we described the two different formulations (Eqs. (2.55) and (2.54))
designed to increase the intermittency value above 1. That is necessary to compensate
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(a) Pressure coefficient. (b) Skin friction coefficient.

Fig. 3.5 Pressure and skin friction coefficients at the suction side of airfoil SD7003 at
Re=60,000, α = 4o.

(a) Pressure coefficient. (b) Skin friction coefficient.

Fig. 3.6 Pressure and skin friction coefficients at the suction side of airfoil SD7003 at
Re=60,000, α = 8o.

for the transition model’s intrinsic lack of turbulent kinetic energy production in
case of separation-induced transition, as explained in Langtry [115]. The first
formulation (Eq. (2.55)), was introduced by Menter [138] and was later updated by
Langtry [114] (Eq. (2.54)) to adjust the slightly premature transition observed in
the tested cases. STAR-CCM+ implemented Eq. (2.55) until version 2021.1 and
updated it to Eq. (2.54) since version 2021.2. We tested both separation-induced
transitions, as shown in Table 3.8. The original correction performs much better if
one compares the airfoil aerodynamic coefficients with those reported by Galbraith
et al. [84]. Regarding the separation bubble characteristics captured by the new
formulation (Eq. (2.54)), the bubble length is too large, whereas the transition point
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(a) Pressure coefficient. (b) Skin friction coefficient.

Fig. 3.7 Pressure and skin friction coefficients at the suction side of airfoil SD7003 at
Re=30,000, α = 8o.

is slightly delayed and not too far from the high-fidelity simulations. The slightly
delayed transition was expected due to modifying the 2.193 constant in Eq. (2.55)
to 3.235 in Eq. (2.54). To explain why the reattachment location is downstream
compared to the original correction, we present the effective intermittency in the
flow field in Figure 3.8. The decrease in the limiting value of this quantity from 5
to 2 reduces the turbulence kinetic energy production and, therefore, considerably
delays reattachment. These results suggest that a hybrid correction, which postpones
transition using the value of 3.235 and employs a faster turbulence kinetic energy
production mechanism, could outperform the previous two corrections. In the rest of
the section, we will use the original correction (Eq. (2.55)) as it works better than
the updated correction (Eq. (2.54)) in the considered regime. Another interesting
conclusion we can draw from Figure 3.8 concerns the relatively high values of the
effective intermittency in separated regions. In the case of the original separation-
induced correction (Eq. (2.55)), the effective intermittency reaches values well above
3. Thus, when the flow separates, the production term can be over 300% larger
than in the natural or bypass transition, making the solution less sensitive to Flength

and Reθc. That is probably the reason for the apparent independence of the results
from the choice of Suluksna-Juntasaro’s or Menter’s calibration when the pressure
gradient correction is unused, as discussed in the next section.
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Table 3.7 Aerodynamic coefficients and laminar separation bubble characteristics for different
models and empirical correlations. Re=30,000, α = 8o.

xsep

c
xtr

c
xre

c
Cl Cd

Menter 0.054 0.250 - 0.828 0.070
Suluksna-Juntasaro 0.066 0.303 - 0.71 0.086

LES (Galbraith [84]) 0.05 0.25 0.53 0.89 0.070

Table 3.8 Aerodynamic coefficients and laminar separation bubble characteristics for dif-
ferent separation-induced transition corrections using Menter correlations. SD7003 airfoil,
Re=60,000, α = 4o.

xsep

c
xtr

c
xre

c
Cl Cd

Menter-Original (Eq.(2.55)) 0.202 0.518 0.660 0.600 0.0221
Menter-Updated (Eq.(2.54)) 0.185 0.535 0.769 0.603 0.0259

LES (Galbraith [84]) 0.23 0.55 0.65 0.59 0.021

Table 3.9 Aerodynamic coefficients and laminar separation bubble characteristics for different
models and empirical correlations. Re=60,000, α = 6o.

xsep

c
xtr

c
xre

c
Cl Cd

Menter 0.098 0.317 0.44 0.767 0.0287
LES (Galbraith [84]) 0.11 0.34 0.45 0.748 0.0319

3.1.1.3 Transition model fine-tuning for low Reynolds numbers

The previous section shows two main flaws of the γ-Reθ transition model. One
is the low wall shear stress predicted after transition, which will eventually arise
in a premature stall. The second one is the early transition and reattachment at
intermediate angles of attack (6° to 8°), as suggested by the lower values of the drag
coefficient in comparison to the LES results, which descend from a smaller size of
the separation bubble. This can be seen in Table 3.6 and Figure 3.6 for α = 8o, but
it is more evident at 6 degrees as shown in Table 3.9. Even though the reattachment
locations look close or even downstream in the case of 8 degrees, the slower rise of
the skin friction coefficient due to this transition model slightly delays reattachment,
and at that chord position, the pressure has almost completed its recovery towards
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(a) Original separation-induced transition (Eq.(2.55)).

(b) Updated separation-induced transition (Eq.(2.54)).

Fig. 3.8 Effective intermittency around airfoil SD7003 at Re=60,000, α = 4o.

the inviscid distribution. These two issues require turbulence intensity production
to be tuned specifically depending not only on the position on the suction side of
the airfoil but also on the angle of attack. This fact makes a simple tuning of the
model using constant values of the parameters a difficult task. Figure 3.9 shows
an attempt to adjust the parameter s1 to fit aerodynamic coefficients provided by
Galbraith [84] using Menter’s calibration. Menter [137] included such a parameter
to increase the turbulence intensity produced after transition, controlling in this way
the size of the bubble and the drag coefficient simply and effectively. However,
Figure 3.9 clearly shows that it is impossible to accurately fit results for different
angles of attack using a constant value of s1, especially for the highest angle of
attack. In light of what we saw in the previous section, such an effect could even
be larger at lower Reynolds numbers. Corral [64] presented observations in this
direction, who realized that a constant value of s1 was not enough and established a
relationship between s1 and Reθt . The noticeably low value of s1 required for α = 6o

puts in evidence the previously mentioned early reattachment for intermediate angles
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(a) α = 4o. (b) α = 6o.

(c) α = 8o. (d) α = 11o.

Fig. 3.9 Drag coefficient of airfoil SD7003 as a function of s1 at Re=60,000.

(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.10 Lift and drag coefficients of airfoil SD7003 at Re=60,000
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(a) α = 4o. (b) α = 8o.

Fig. 3.11 Skin friction coefficients at the suction side of airfoil SD7003 at Re=60,000.

of attack. That indicates that also transition happens too early, probably for two
reasons. The first cause is that the pressure gradient correction noticeably reduces
the momentum thickness transition Reynolds number. The second reason is that the
original separation-induced transition correction starts producing turbulent kinetic
energy too early, as shown in the previous section. Malan et al. [124] suggest that the
pressure gradient correction introduced by Menter in Eq. (2.68) produces a double
accounting of pressure gradient effects on transition momentum thickness because
the turbulence intensity will grow naturally in the presence of an adverse pressure
gradient. Therefore the pressure gradient effects are being considered implicitly by
the previously explained mechanism and explicitly through Eq. (2.68). Such a double
accounting could cause the premature transition predicted by Menter’s correlations.
At the same time, the relatively high value of s1 required for α = 11o shows that, at
high angles of attack, the small skin friction coefficient calculated by the model after
the transition is not sufficient for keeping the turbulent boundary layer attached as
predicted by the LES simulations. That causes a wide separation on the suction side
with a consequent rise in the drag coefficient and a decrease in the lift coefficient, as
is typical in stalled airfoils. Leaving aside the highest angle of attack, the original
value of s1 = 2 seems to be an acceptable compromise to fit the drag coefficient
values for angles of attack of 4, 6, and 8 degrees.

In the previous section, we showed that Suluksna-Juntasaro’s calibration, which
does not include the pressure gradient correction, moves the transition point slightly
downstream and that the computed values agree better with Galbraith’s results [84].
However, the reattachment point position is excessively downstream, increasing
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the bubble’s length and, thus, the drag coefficient. To find a compromise between
Suluksna-Juntasaro’s and Menter’s calibration, we tested the first for different values
of s1. Table 3.10 shows that, by increasing the s1 value to 6, Suluksna-Juntasaro’s
calibration still predicts well the transition location, and, at the same time, the
reattachment position and drag coefficient values get close to those predicted by the
Menter’s calibration. Table 3.10 also highlights that the Menter’s correlation without
the pressure gradient correction (ZPG) behaves like Suluksna-Juntasaro’s calibration.
Figures 3.10 and 3.11 evidence that this is true not only for α = 4o and also that
s1 = 6 in Suluksna-Juntasaro’s calibration provides similar results to those obtained
with Menter’s calibration, which uses the pressure gradient correction, for all tested
angles of attack. That indicates that the pressure gradient and the separation-induced
corrections play a similar role. Either directly or indirectly, they both enhance
the production of turbulence intensity in separated regions. The main drawback
of the pressure gradient correction is that Menter’s calibration predicts transition
upstream than the S-J correlation. As mentioned earlier, this is possibly related to a
double accounting of the pressure gradient effects. The tuned version of Suluksna-
Juntasaro’s calibration, on the other hand, produces more turbulence kinetic energy
because of the increased value of the s1 parameter and, despite starting slightly
later, predicts transition and reattachment closer to the LES-predicted positions
compared to the Menter’s correlation. This analysis allows for several conclusions.
First, the pressure gradient correction presented in Menter’s correlations causes
a slightly premature transition. A second conclusion is linked to the observation
that Menter’s correlation without the pressure gradient correction and Suluksna-
Juntasaro’s correlation produce similar results. This fact may indicate that for this
type of transition, simple Reθc and Flength correlations (such as S-J’s) perform as well

Table 3.10 Aerodynamic coefficients and laminar separation bubble characteristics for differ-
ent models and s1 values. SD7003 airfoil, Re=60,000, α = 4o.

xsep

c
xtr

c
xre

c
Cl Cd

Menter 0.202 0.518 0.660 0.600 0.0221
Menter-ZPG 0.184 0.544 0.767 0.597 0.0264

Suluksna-Juntasaro-s1=2 0.184 0.530 0.743 0.600 0.0257
Suluksna-Juntasaro-s1=6 0.202 0.536 0.680 0.593 0.0228

LES (Galbraith[84]) 0.23 0.55 0.65 0.59 0.021
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(a) Steady Solver. (b) Unsteady Solver.

Fig. 3.12 Instantaneous velocity magnitude around airfoil SD7003 at α = 2o and Re=23,000

as complex and general correlations (such as Menter’s) and therefore that the priority
should be fine-tuning the separation-induced transition correction. Thus, even though
the s1 constant is a very effective way of fixing the length of the separation bubble
for specific cases, it seems clear that setting it as a constant makes it very difficult
to fit a broad range of angles of attack with different kinds of separation bubbles.
Furthermore, introducing a second parameter, independent of s1, would be functional
in controlling the position and length of the separation bubble simultaneously.

3.1.1.4 Enhanced performance predictions using the unsteady solver

The γ-Reθ transition model switches from laminar solutions when the intermittency
is close to zero to turbulent solutions when the intermittency approaches the unit
value. In the previous chapters, we focused on transition and the capturing of
separation bubbles. At Reynolds numbers around 60,000, only angles of attack
below 1o show a fully laminar suction side, but these angular values are below the
range of interest for rotor and wing applications, which usually work around the
optimum angle of attack. However, the range of angles of attack for which the
flow remains laminar becomes broader for decreasing Reynolds numbers, and at
Re=20,000, can arrive up to 3o and 4o. We pointed out in [46] that, in some cases,
steady laminar solutions display differences compared with time-accurate solutions
of the Navier-Stokes(N-S) equations. This fact has also been corroborated by other
authors in the context of ultra-low Reynolds numbers [70]. At small angles of attack,
steady-state N-S solutions predict a stable, separated region behind the airfoil trailing
edge, but time-accurate simulations indicate a vortex-shedding regime. The periodic
vortex shedding generates an average lift enhancement due to the low pressure
generated by these high-velocity regions on the suction side. Figure 3.12 shows a
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comparison between the velocity magnitude around the airfoil SD7003 at Re=23,000
and α = 2o. The vortex shedding generated near the trailing edge affects the velocity
magnitude distribution around the airfoil and thus its performance, as shown in
Table 3.11. For higher angles of attack, as the intermittency begins to increase, the
averaging introduced by the turbulence model dampens the instability, and the steady
and unsteady solutions converge. Figure 3.13 summarizes the influence of using an
unsteady solver. Between 0o to 3o, one can see that all unsteady simulations provide
almost identical results, including laminar simulations. At 4o, we notice that using
Menter’s calibration, the unsteady solver with transition model shows a noticeable
drop in the lift coefficient compared to the other numerical and experimental data.
That is because the production of turbulent kinetic energy is large enough to dampen
the unsteadiness, and the URANS solution converges with the RANS solution.
The early prediction of transition is probably due to the inclusion of the pressure
correction term, as we can see that the S-J correlations, which do not include this
correction, can accurately predict the lift coefficient at 4o. From 5o upwards, we can
appreciate convergence between experimental, URANS, and RANS results. On the
other hand, the laminar solution starts diverging from the experimental results.

An additional case where unsteady simulations are necessary is for angles of
attack close to the bursting of the separation bubble, where RANS solutions tend
to oscillate. We can distinguish two situations. In some cases, the unsteady solver
generates a steady-state solution; in others, the unsteadiness persists in the form of
vortex shedding on the suction side of the airfoil, as noted in [125]. Interestingly, if
such a vortex shedding is time-averaged, as shown in [150, 125], one obtains a closed
separation bubble. That is because, in some cases, the position of the separation
bubbles destabilizes the separated laminar boundary layer before the turbulence
model is activated, and the vortex shedding regime generates local instantaneous
reattachment of the boundary layer that switches off the production term in the
turbulent kinetic energy (see Eq. (2.50)). For these particular angles of attack, the
simulation is close to a fully laminar situation. For low Reynolds number, this is not a
problem and, as we can appreciate in Figure 3.13, the laminar solutions approximate
well the airfoil performance at low angles of attack. However, such behavior is not
limited to low Reynolds numbers and small angles of attack, as shown in [125].
Therefore, one should be cautious in simulating within this range of angles of attack
to avoid invalid results. In this work, we encountered the above-described situation
only at small angles of attack, where the transition should have been close to the
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trailing edge. Therefore, it seems reasonable to time-average the vortex shedding
solution to compute separation bubble characteristics and aerodynamic performance.
Such a scenario occurs more frequently using Suluksna-Juntasaro’s calibration than
Menter’s, as the latter is prone to activate the transition before the laminar boundary
layer becomes unstable.

The analysis shows that the unsteady solver is very advantageous. It significantly
improves the performance predictions for airfoils operating at low angles of attack
when the flow remains laminar and in situations close to the bursting of the separation
bubble. Once the transient behavior terminates, steady and unsteady solvers solutions
converge, and the expensive unsteady simulations are no more convenient.

Fig. 3.13 Lift coefficient of airfoil SD7003 at Re=23,000 for different solvers compared with
experimental (Anyoji [8]) and high fidelity numerical data (Uranga [205]).
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Table 3.11 Aerodynamic coefficients applying the steady and the unsteady solver. Re=23,000,
α = 2o.

Solver Cl Cd

Steady 0.193 0.0273
Unsteady 0.237 0.0283

Difference(%) +22.80 +3.66

(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.14 Lift and drag coefficients of airfoil SD7003 at Re=23,000

3.1.1.5 Application: Low Reynolds number airfoils: Eppler 387, Ishii and
Selig/Donovan 7003.

We tested the previously developed model with different airfoils and Reynolds
numbers over a wide range of angles of attack to check its applicability. We chose
three popular low Reynolds number airfoils, which have been extensively tested
and are known to have separation bubbles on their suction side. We carried out
unsteady simulations at low angles of attack and switched to steady simulations once
the unsteady solver provided steady-state solutions. In Figures 3.14 and 3.18, the
computed values of the aerodynamic coefficients are the time-averaged values for
the unsteady simulations and the values provided by the steady solver for higher
angles of attack, except when specified otherwise.
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(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.15 Lift and drag coefficients of airfoil SD7003 at Re=60,000.

(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.16 Lift and drag coefficients of airfoil SD7003 at Re=200,000 compared with experi-
mental data from Selig [204].
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Fig. 3.17 Comparisons between computational and experimental location of upper surface
flow features for the SD7003 airfoil at Re=200,000

(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.18 Lift and drag coefficients of airfoil SD7003 for several Reynolds numbers computed
with the Saluksna-Juntasaro calibration with the s1 parameter set to 6.
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Selig/Donovan 7003 (SD7003) airfoil

For this airfoil, in addition to the Re=60,000 results that we used for tuning, we tested
two more Reynolds number conditions, Re=23,000 and Re=200,000. They represent
two extreme conditions for the so-called very-low Reynolds number regime, and, in
both cases, they present a separation bubble as shown by several authors [204, 8].

Considering a Reynolds number of 23,000, Figure 3.14 shows a steady solver
solution and two unsteady solutions, one obtained using Menter’s calibration and the
other using Suluksna-Juntasaro’s calibration with s1 set to 6. As noted in the previous
section, the absence of the pressure gradient correction slightly delays the transition
and results in larger separation bubbles. Both unsteady polars show a significant
increase in the lift for angles of attack ranging between 0°and 4°. At this Reynolds
number and for small angles of attack, the flow is laminar along most of the airfoil,
and the solution captures the vortex shedding regime typically seen for slightly
lower Reynolds numbers when the transition is incomplete. The vortex shedding
affecting part of the suction side of the airfoil generates relatively low-pressure
regions, which produce a lift enhancement, as noted in [46] in the ultra-low Reynolds
number regime. Once the transition begins, the turbulence model is activated, the
unsteadiness fades, and a steady flow pattern is predicted even with the unsteady
solver. Suluksna-Juntasaro’s calibration offers an excellent agreement with LES
data for an angle of attack of 4o for both lift and drag coefficients. Considering the
non-linearity of the lift curve at such low Reynolds numbers, the agreement of the lift
coefficient with results presented in [8] is satisfactory. However, the drag coefficient
is too high compared to our predictions and the results presented by [205].

Figure 3.15 shows the lift coefficient and the drag coefficient for Re = 60,000,
including additional experimental results not presented in the previous section. The
experimental results in [8] display lift and drag coefficients that seem too high. Such
a trend might be related to a misalignment of the airfoil relative to the flow. In any
case, we can observe that both the results in [8] and ours predict a premature stall
compared to the results presented by [148, 84]. Before stall, the agreement between
the drag and lift coefficients reported by [148, 84] and ourselves is satisfactory.

Figure 3.16 illustrates the results for a considerably larger Reynolds number,
200,000. In this case, the agreement is excellent with experimental results from Selig
[204] both in lift and drag, and both calibrations produce almost identical predictions.
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Figure 3.17 shows the flow characteristics on the suction side compared to those
obtained experimentally by Selig [204] using an oil visualization technique. The size
of the separation bubble is, for the considered angles of attack, consistent with the
experiments by Selig [204] where we can observe a trailing edge bubble that moves
upstream as the angle of attack increases.

Finally, we compare the airfoil aerodynamic coefficients for the three tested
Reynolds numbers. Figure 3.18 shows that the developed numerical model can
capture the non-linear very-low Reynolds number effects. At Re=200,000, the
lift coefficient is almost linear and matches very well with the potential airfoil
theory because the separation bubble has a reduced height and is stationary for the
considered range of angles of attack. On the other hand, at Re=23,000, the cL (α)

curve has a characteristic s-shape due to the increase in the lift when the boundary
layer reattaches and closes the separation bubble. It is interesting to note that near the
angle of attack that corresponds to the first reattachment, the curves at low Re have a
lift coefficient higher than those at high Reynolds numbers, as confirmed in [205]
also. An intuitive explanation for such a behavior is that, at a low Reynolds number,
the mean separation bubble is thicker, and therefore, for a short range of angles
of attack, the effective camber of the airfoil is increased. The effect of increased
effective camber due to the thickness of the separation bubble has been studied by
[95] for slightly higher Reynolds numbers. The drag coefficient also presents some
non-linearities, but the effect of the Reynolds number is much more evident as the
curves shift upwards and the curvature of their typical parabolic shape increases as
the Reynolds number decreases.

Ishii airfoil

The lift coefficients obtained by our simulations are systematically higher than the
experimental data and the LES data by Anyoji [10]. We suspect that there might
be a mismatch between the definition of the zero angle of attack in [10] and the
present study, as the Ishii airfoil, has a thick trailing edge, which could generate
uncertainty on the definition of the chord line. The overprediction with respect to the
LES data at small angles of attack, when the flow is still laminar, as shown by our
CFD simulations and also visible in the smoke visualization by Anyoji [8], reinforces
the idea that a geometrical mismatch is responsible for the discrepancies. To offer a
reasonable comparison, Figure 3.19 shows our simulation results shifted by an angle
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(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.19 Lift and drag coefficients of the Ishii airfoil at Re=23,000. Our results have been
shifted by +0.587o.

(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.20 Lift and drag coefficients of the Eppler 387 airfoil at Re=60,000

of +0.587o so that our numerical results fall on the line joining the LES data between
0o and 1o. For the smallest angles of attack, where the flow should remain laminar,
both lift and drag coefficients agree with LES data. The experimental drag coefficient
presented in Anyoji [10] shows a noticeable difference between LES results and
our shifted numerical results. In [10], the authors recognized the discrepancy and
reported that its cause was yet to be determined.

Eppler 387 (e-387) airfoil

The aerodynamic characteristics of the e-387 airfoil we show in Figure 3.20 reveal a
broad variability in the data obtained by different methods. For clarity, we present
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only one set of experimental data, but we remind that distinct facilities, and even
runs in the same facility, produced inconsistent results, as reported in McGhee
[133]. In general, some 3D instabilities may be responsible for the boundary layer
separation without reattachment at angles of attack between 3o and 8o, thus affecting
the mean value of the flow. It is worth mentioning that this separated regime is not
found in all facilities and seems to be very sensitive to freestream turbulence levels
[133]. The simulations presented in this section are 2D and therefore cannot capture
such instabilities, but there is a good agreement between our results and the 2D
Navier-Stokes simulations performed by Sahin [171]. This latter reports remarkable
discrepancies between the 2D Navier-Stokes and the 3D DNS results obtained on
the e-387 airfoil at Re=60,000. The reason for such a drastically different behavior
between the two previously considered airfoils and the e-387 is probably related to
the higher camber of the latter.

3.1.2 Large Eddy Simulations

We present a study using LES to predict the flow transition on the SD7003 airfoil
operating in the very-low Reynolds number regime, as analyzed in the previous
section. We analyze different numerical settings for LES. In particular, we focus
on the effects of choosing higher-order and less dissipative schemes. We compare
the turbulent kinetic energy production in the separation bubble using the RANS
model described in the previous section and LES. A comparison between WALE and
dynamic Smagorinsky subgrid-scale models is also presented.

We have extruded the SD7003 geometry spanwise for a distance of 0.1 chords.
Several authors [83, 55] have found this distance sufficient to compute flow statistics
at low and moderate angles of attack. The lateral boundaries have been meshed
conformally and assigned periodic boundary conditions. Several grids were tested
to assess the influence of the resolution on capturing small-scale structures. The
finest grid has around 15 million cells. The midplane of this grid is shown in Figure
3.21. It is clear how the suction side is resolved much more than the pressure side,
as it is where transition is expected to occur. Simulations have been performed
using 128 cores of 4 Intel Xeon Scalable Processors Gold 6130 2.10 GHz. The time
step used in our simulation is 0.002 convective turnovers. The inner solver runs for
10 iterations, sufficient for residuals to drop between 2 and 3 orders of magnitude.
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Fig. 3.21 Computational mesh. Plane at z=0.05c.

Simulations run for 20 turnovers, and statistics are computed within the last 10. Our
Reynolds number is 60,000, and the Mach number is fixed at 0.2.

Wall Adaptive Local Eddy-viscosity (WALE) sub-grid turbulence modeling
[145] approach and Lilly’s implementation [121] of the Dynamic Smagorinsky
model by Germano [88] have been compared. We have assessed different spatial
reconstruction schemes provided in STAR-CCM+. The suggested scheme is a second-
order Bounded Central Difference (BCD) scheme. We have compared this scheme
with a third-order Central Difference (CD3) scheme, a third-order Monotonic Upwind
Scheme for Conservation Laws (MUSCL3), and a hybrid scheme blending third-
order central difference and upwind schemes (CD/MUSCL3). Third-order schemes
show no relevant overhead compared with the bounded central difference scheme
implemented in STAR-CCM+. If we compare it with the standard second-order
upwind scheme, the overhead is approximately 10%. With these small overheads, the
improvement in the accuracy provided by third-order and bounded central difference
schemes will pay off and compensate for the additional computational costs, as
shown by Ricci et. al [165].

Figure 3.22 shows the Q-criterion isosurface obtained with the CD3 scheme,
showing a spurious structure outside the boundary layer evidencing the solver’s
instability. On the other hand, the MUSCL3 scheme and the hybrid CD/MUSCL3
scheme with a blending factor of 0.15 were stable and robust, as shown in Figures
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3.23 and 3.24. In both cases, separation, transition, and reattachment are captured.
However, the fully upwind scheme predicted a delayed transition and reattachment
compared to the CD/MUSCL3 scheme. This is probably associated with upwind
schemes being more dissipative and not conserving kinetic energy. Figure 3.25
shows the friction coefficient for our simulations, and the one presented by Galbraith
& Visbal [84]. It is worth mentioning that the Mach number in their simulations
is 0.1. However, we believe this difference is probably insufficient to account for
the discrepancies in Figure 3.25. Our simulations present a delayed separation
transition and reattachment, showing separation bubbles with the same length but
shifting toward the trailing edge. The difference between our simulations shows
that dissipation is still important, and therefore, we should perform ulterior grid
refinements to ensure that this phenomenon is not grid-related. In any case, we
can extract some interesting considerations. The first consideration is that reducing
the blending factor clearly reduces the dissipation. We can also appreciate how
the Dynamic Smagorinsky approach presents a higher level of turbulent kinetic
energy production, anticipating the reattachment of the boundary layer. This can
also be appreciated in Figure 3.27. We can also conclude that the Bounded Central
Difference Scheme implemented in STAR-CCM+ appears less dissipative than the
Hybrid third-order scheme for a blending factor of 0.15. The value of 0.15 is possibly
too conservative and could be further reduced, rendering the scheme more accurate.
However, care should be taken as the scheme will eventually present instabilities as
shown in Figure 3.22.

Figure 3.27 compares the turbulent kinetic energy in our RANS simulation with
the LES performed using different schemes. We can again appreciate the shifting
of our separation bubble towards the trailing edge. It is worth mentioning that the
RANS model follows the re-calibration performed in the previous section, which
used Galbraith ILES results [84] as a reference. In any case, we can appreciate how
the global agreement is good. Figure 3.26 shows the averaged velocity fields, which
present a separation bubble in both cases. Again, it is appreciable how the bubble
is slightly shifted towards the trailing edge in the LES simulation. An interesting
comment is that the LES simulation predicts a much sharper closure of the separation
bubble associated with a higher friction coefficient after reattachment. This under-
prediction of skin friction becomes more severe for decreasing Reynolds numbers,
as shown in the previous section (Also in [39]) and is related to excessive damping
of turbulent kinetic energy production close to the airfoil wall in the RANS model as
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Fig. 3.22 Q-criterion=500 Isosurface colored with Mach number. CD3 Scheme.

Fig. 3.23 Q-criterion=500 Isosurface colored with Mach number. MUSCL3 Scheme.



86 Very-Low and Ultra-Low Reynolds Number Airfoil Aerodynamics

Fig. 3.24 Q-criterion=500 Isosurface colored with Mach number. MUSCL3/CD3 Scheme
with 15% upwind blending.

Fig. 3.25 Time-averaged friction coefficient at the plane z=0.05.
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(a) RANS Suluksna-Juntasaro S1 = 6.

(b) LES-Dynamic Smagorinsky SGS model-Bounded Central Differences Scheme.

(c) LES-Dynamic Smagorinsky SGS model-third order MUSCL/CD (σ = 0.15) hybrid
Scheme.

(d) LES-WALE SGS model-third order MUSCL/CD (σ = 0.15) hybrid Scheme.

Fig. 3.26 Mean Velocity Magnitude around airfoil SD7003 at Re=60,000, α = 4o.
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(a) RANS Suluksna-Juntasaro S1 = 6.

(b) LES-Dynamic Smagorinsky SGS model-Bounded Central Differences Scheme.

(c) LES-Dynamic Smagorinsky SGS model-third order MUSCL/CD (σ = 0.15) hybrid
Scheme.

(d) LES-WALE SGS model-third order MUSCL/CD (σ = 0.15) hybrid Scheme.

Fig. 3.27 Turbulent kinetic energy around airfoil SD7003 at Re=60,000, α = 4o.
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shown in Figure 3.27. Despite these discrepancies, Figure 3.26 illustrates how useful
a well-tuned transition model can be, allowing accurate performance predictions
with two-dimensional simulations with a computational cost of around 1 CPU hour
compared with around 40,000 CPU hours for these LES. Furthermore, it allows
the possibility of increasing the accuracy in RANS complex three-dimensional
simulations, for which an LES is currently unaffordable, such as the flow over a
rotor.

3.1.3 Discussion

In this section, we present numerical results demonstrating the effectiveness of the
γ-Reθ transition model in reproducing the transition behavior of airfoils using 2D
simulations. The accuracy of the model improves with increasing Reynolds num-
ber. Our tests show that Menter’s calibration provides better predictions than the
original Suluksna-Juntasaro’s calibration, despite a questionable double accounting
of the effect of pressure gradients. Both calibrations fail to reattach the boundary
layer at the lowest Reynolds numbers after transition, but this problem improves
as the Reynolds number increases. We tested two different formulations of the
separation-induced transition (Eqs. (2.54) and (2.55)) and concluded that the original
formulation (Eq. (2.55)) performs better due to a higher limit in the effective intermit-
tency. We found that a constant value of the parameter s1 was insufficient for reliable
tuning of the model to data over a wide range of angles of attack. In order to mini-
mize error with respect to available LES data, we adjusted the separation-induced
transition parameter s1 to a value of 6 in Suluksna-Juntasaro’s calibration. The
model replicates well the performance predictions made using Menter’s calibration.
However, the transition occurs at a slightly more upstream position in Menter’s cali-
bration due to a pressure correction that lowers the trigger value of the momentum
thickness required to begin producing turbulent kinetic energy. Suluksna-Juntasaro’s
calibration with the adjusted constant s1 predicts the transition location closer to
the LES results if compared to Menter’s correlations, maintaining the accuracy in
the airfoil performance coefficients obtained with the latter. Therefore, introducing
another parameter in the separation-induced transition correction would be functional
to simultaneously control the bubble length and position without re-tuning all the
model correlations.
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The results are surprisingly similar when comparing the calibrations of Suluksna-
Juntasaro and Menter (without pressure gradient correction). This may be due to
the fact that the model’s separation-induced transition terms produce high levels of
turbulent kinetic energy in separated regions, which overrides the usual production
mechanisms used to simulate natural or bypass transition. Using a URANS model
for low and intermediate angles of attack resulted in significant vortex shedding,
which increased the lift coefficient of the airfoil and matched high-fidelity numerical
data and experimental results. As the turbulence model becomes active in a more
significant part of the airfoil, the vortex-shedding regime weakens and eventually
forms a steady bubble. When studying different calibrations’ influence on the vortex
shedding regime, we noticed that Menter’s calibration early transition dampens vortex
shedding at a lower angle of attack than the finely tuned SJ calibration. This may
underestimate the lift coefficient at low and intermediate angles of attack. For popular
low-Reynolds number airfoils like SD7003 and Ishii, there is a satisfactory agreement
between the computed numerical solutions and available high-fidelity numerical
simulations and experimental data for Reynolds numbers ranging from 23,000 to
200,000. The transition model can accurately predict the expected nonlinearity
of the cL (α) curve at very-low Reynolds numbers caused by flow separation and
reattachment for low and intermediate angles of attack. However, simulations predict
premature stall for high angles of attack. The main limitation of the 2D simulations
is evident when computing the polar of the e-387 airfoil, which has a larger camber
than the previous two airfoils. High-fidelity simulations show that the flow around
this airfoil has a three-dimensional structure that significantly affects the pressure
distribution on the body surface, a feature that RANS simulations cannot reproduce.

Large Eddy Simulations were performed with different reconstruction schemes
and subgrid stress models. Simulations using bounded central differences and a
dynamic Smaginsky subgrid stress model captured separation-induced transition and
presented the closest agreement with other LES data found in literature. They show
a slightly delayed transition, but the overall trend is captured. These discrepancies
could be associated with the grid resolution, the slightly higher Mach number we are
simulating, and differences in the outer domain that modify the effective angle of
attack. In any case, we show how the mean velocity distribution around the airfoil
and the turbulent kinetic energy production are coherent in location and magnitude.

When comparing the LES and RANS solutions, the problem of lack of turbulent
kinetic energy production close to the wall after reattachment is apparent. LES
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presents a much sharper reattachment, reducing the thickness of the separation bubble.
It is also clear how attempting to solve one problem by tuning the s1 parameter has
created another. Indeed, the wall shear stress is slightly increased, but in doing this,
the transition location is predicted slightly upstream. We previously commented on
how two parameters in the separation-induced correction would be interesting in
controlling the location and intensity of the injected turbulent kinetic energy. Apart
from this modification, working on the damping functions is interesting, allowing a
greater turbulent kinetic energy close to the wall, which might help achieve accurate
wall shear stress values. It seems clear that for low Reynolds numbers, due to the
increased dimension of the separated region, more attention needs to be given to the
location of the injection of turbulent kinetic energy in separation-induced transition
to reproduce local flow features using RANS accurately.

3.2 Ultra-Low Reyolds number

This section discusses airfoil performance prediction and optimality in the Ultra-
low Reynolds number regime. It presents two optimization alternatives, one using
XFOIL and another using a coupled CFD-Adjoint analysis. These two approaches
use continuous geometrical parameterizations, i.e., no sharp edges. Then, the sharp
leading-edge geometries and the influence of these in creating optimal separation
bubbles are analyzed. Finally, well-resolved Navier-Stokes evaluations and Large
Eddy Simulations (LES) are presented on a sharp leading-edge geometry to provide
more confidence in the numerical approach and reinforce the assumption of laminar
flow, at low and moderate angles of attack.

3.2.1 Laminar Flow Assumption

The present study centers on investigating airfoils that operate at Reynolds numbers
of 10,000 and Mach number of 0.5. This flow condition is typically found on the
outboard sections of rotors employed in Martian operations. Under this regime, the
Reynolds number is always lower than the critical one for viscous instabilities or
Tolmien-Schlitching waves to grow enough to trigger transition to turbulence by the
natural transition mechanism. The onset of turbulence, however, may be initiated
by an inviscid or Kelvin-Helmholtz instability that causes the shear layer to roll
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up. Eventually, the vortical structures will experience instabilities, fragmenting into
smaller structures. The phenomenon referred to as separation-induced transition is
identified by a significant generation of turbulent kinetic energy within the separated
shear layer, which facilitates the turbulent reattachment process [114]. The transition
mechanism for an SD7003 airfoil operating at Reynolds 60,000 and an angle of
attack of 4 degrees has been successfully replicated through high-fidelity numerical
simulations [84, 205, 52] and also shown in the previous section. These simulations
demonstrate the formation of a separation bubble followed by turbulent reattachment.
Nevertheless, the identical airfoil exhibited laminar separation without transition at
Reynolds number 10,000 [83, 205]. The study by Van Dyke [209] demonstrates the
phenomenon of leading-edge separation and posterior laminar reattachment without
transition to turbulence on a flat plate at Reynolds 10,000 and an angle of attack of 2.5
degrees. According to Pauley’s research [150], the primary factor governing laminar
separation bubbles at low Reynolds numbers is the Kelvin-Helmholtz instability,
while the transition to turbulence plays a secondary role. The study conducted during
this thesis on transition models (Chapter 3 and Ref.[39]) demonstrates that the γ-Reθ

transition model can effectively predict transition at Reynolds 60,000; however, its
reliability diminishes when applied to the lower transitional regime. This finding
highlights the limitations of the γ-Reθ model in accurately predicting transitional
flows at lower Reynolds numbers. The activation of the turbulent term suppresses the
phenomenon of the vortex emission regime. Following Pauley’s findings, the lack of
reliability of transition models within this range and the impracticality of executing
three-dimensional scale-resolving simulations in an optimization endeavor due to
its computational expense leads to the assumption of laminar flow for Reynolds
numbers around 10,000 even though it is not a given. The study by Koning [108]
demonstrates a favorable concurrence between laminar and transitional simulations
when utilizing a eN model for a sharp leading edge airfoil at moderate angles of
attack. This finding provides additional corroboration for the assumption of laminar
flow in the case of Reynolds 10,000, which Bézard [24, 23] and our investigation
follows. This is motivated by smaller radii of the rotor analyzed compared to those
studied by Koning et al. [106] resulting in slightly lower chord-based Reynolds
numbers.
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3.2.2 Fitness function to optimize airfoils for rotor performance

The most common and logical selection of the fitness function for airfoil optimiza-
tions is the lift-to-drag ratio, or aerodynamic efficiency [108, 45]. Other authors[70]

claim that using a combination of maximum aerodynamic efficiency,
Cl

Cd
, and the

maximum range efficiency,
C1.5

l
Cd

, provides less aggressive geometries. In the follow-

ing lines, we will perform a theoretical analysis to demonstrate what value should be
optimized depending on the problem constraints for rotor performance optimization.
The quantity of interest in rotor optimization is the power loading, defined as the
ratio between the rotor thrust and consumed power. According to the classical blade
element theory definitions of thrust and power [119], we can express this ratio as:

T/P =

0.5Nbρ
∫ R

rh
((Ωr)2 +V 2

ind)c(r)(Cl(α,M,Re,r)cos(φ)−Cd(α,M,Re,r)sin(φ))dr

0.5Nbρ
∫ R

rh
Ωr((Ωr)2 +V 2

ind)c(r)(Cd(α,M,Re,r)cos(φ)+Cl(α,M,Re,r)sin(φ))dr
(3.5)

The dependency with r in the lift and drag coefficients shows that we are con-
sidering a varying airfoil throughout the span. For a given blade element located in
position r and omitting the dependencies on the drag and lift coefficients for clarity,
we can simplify the expression to:

∆(T/P) =
Clcos(φ)−Cdsin(φ)

(Ωr)(Cdcos(φ)+Clsin(φ))
(3.6)

the radial station now determines the Mach number and the airfoil, which is
assumed constant within the blade element. Now, assuming a uniform induction
across an annular portion of the disk corresponding to the blade element, we can
estimate the induction angle according to the BEM theory:
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φ = arctan(
Vind

Ωr
) = arctan(

√
∆Treq

2ρ∆A
Ωr

) =√
0.5Nbρ((Ωr)2 +V 2

ind)c(r)(Clcos(φ)−Cdsin(φ))∆r
4ρπr∆r

Ωr
+o(φ 3) (3.7)

To simplify this derivation and due to its limited influence, we neglect the
tangential induction factor in the previous equation. Introducing the local solidity as:

σl =
Nbc(r)

2πr
(3.8)

we can simplify Eq.3.7 into:

φ =

√
σl(1+φ 2)(Clcos(φ)−Cdsin(φ))

4
(3.9)

This equation is non-linear in φ and needs to be solved numerically. However, if
we compare the first and second terms of the numerator:

Cdsin(φ)
Clcos(φ)

=
tan(φ)Cd

Cl
<< 1 (3.10)

this term will only be relevant near the hub where the aerodynamic efficiency
is very low and significant induction angles are obtained. An optimized airfoil at
Reynolds 10,000 presents an efficiency of around 18, and induced angles are 10-15
degrees. Therefore, the errors will be contained within 1%.

Expanding in Taylor series, we can obtain the following:

4φ
2 = σlCl(1+φ

2)(1− φ 2

2
) = σlCl(1+

φ 2

2
+O(φ 4)) (3.11)

therefore:
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φ =

√
2σlCl

8−σlCl
(3.12)

Equation 3.6 can be simplified according to eq. 3.10 to obtain:

∆(T/P) =
1

Ωr(
Cd

Cl
+ tan(φ))

(3.13)

Then, we can expand the tangent in Taylor series and substituting φ we obtain:

∆(T/P) =
1

Ωr(
Cd

Cl
+

√
2σlCl

8−σlCl
)

(3.14)

This expression shows how, for a given rotation rate and radial station, the
increasing aerodynamic effect positively impacts power consumption, but minimizing
the lift coefficient also has a positive effect due to reduced induced drag. However,
one should only compare T/P ratios for equal thrusts. Therefore one could fix a
certain thrust level for a specific blade element, ∆Treq as:

∆Treq =
1
2

ρΩ
2r2

σl2π∆r(Cl(1+φ
2)(1− φ 2

2
)) =

1
2

ρΩ
2r2

σl2π∆rCl(1+
φ 2

2
+O(φ 4)) (3.15)

given that we are in a given radial station provided a local thrust requirement, we
can establish the following relationship between solidity, lift coefficient, and rotation
rate:

Ω
2
σlCl(1+

σlCl

8−σlCl
) = K = K2

2 =
∆Treq

ρπr3∆r
(3.16)

Ω =

√√√√√ K(r,∆Treq/∆r,ρ)

σlCl(1+
σlCl

8−σlCl
)
=

K2(r,∆Treq/∆r,ρ)√
σlCl(1+

σlCl

8−σlCl
)

(3.17)
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∆(T/P) =
1

K2(r,∆Treq/∆r,ρ)(
1√

Clσl(1+
σlCl

8−σlCl
)

Cd

Cl
+

1
2
)

(3.18)

f =

√
σlCl(1+

σlCl

8−σlCl
)

Cl

Cd
=

√
σl(1+

σlCl

8−σlCl
)
C

3
2
l

Cd
(3.19)

this last equation shows the objective function that should be maximized at each
radial station. We can appreciate how using the rotation rate as a design variable
makes the lift coefficient and solidity more critical, as they tend to increase the thrust
coefficient. This result shows how an optimal airfoil must attempt to have maximum
aerodynamic efficiency. However, it must do it at a high lift coefficient to achieve the
thrust restriction at a lower rotation rate, reducing power consumption in this way.

Another non-negligible factor omitted until this point is the tip loss factor due
to three-dimensional effects. We can approximate this effect by correcting the local
circulation. According to Kutta’s formula, this is equivalent to modifying the lift
coefficient with the Prandtl Tip-loss correction formulated by Glauert [89]. Due to
the weak dependency that the term summed to unity in the square root has on the
global expression and to simplify the analysis, the tip-loss correction will not be
applied to the lift coefficient present in that term.

f =
Cl

Cd

√
(1+

σlCl

8−σlCl
)σlCl

1− 2
π

arcsin

e

−
B
2

R− r

r
√

2σlCl

8−σlCl





3
2

(3.20)

It is difficult to perform further analytical comparisons, but the tip loss function
will decrease as we increase the lift coefficient. The decrease of this function
compared to the growth with the square root will determine the actual function that
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should be optimized. To further analyze this expression, let us split the function in
two:

f =
√

σl f1 f2 (3.21)

with

f1 =

√
Cl(1+

σlCl

8−σlCl
)

1− 2
π

arcsin

e

−
B
2

R− r

r
√

2σlCl

8−σlCl





3
2

(3.22)

and
f2 =

Cl

Cd
(3.23)

Figure 3.28 shows how the effect of the tip correction is negligible at the mid-span
of the blade, with f1 showing a square-root behavior. However, as we increase the
radial station, the curve slope is decreased and becomes noticeably affected by the
solidity. We can also appreciate a limited influence of the non-linear lift coefficient
term inside the square root. This analysis is simplified due to the lack of inclusion
of the Reynolds numbers and Mach effects. However, despite these simplifications,
it shows that depending on the radial station and solidity, the objective function
varies from being the aerodynamic efficiency to the maximum range efficiency.
Therefore, we can conclude that aerodynamic efficiency is a necessary but not
sufficient condition for airfoil optimality in rotor applications. An optimal airfoil
should be the most efficient at a certain lift coefficient that depends on the problem
parameters. This suggests that a multiobjective optimization considering both drag
and lift coefficients as objectives will provide us with a family of optimal airfoils
(Pareto’s front) for different rotor design conditions and radial stations. Once this

Pareto front is obtained in the Cl −Cd plane, it is possible to show that
Cl

Cd
and

C1.5
l

Cd
conditions are contained in this front. We can compute these values by finding the
point of the Pareto front in which the slope is determined according to Eqs. 3.24 and
3.25.

Max(
Cl

Cd
)−−>

d(
Cl

Cd
)

dCl
=

Cd −Cl
dCd

dCl

C2
d

= 0−−>
dCd

dCl
=

Cd

Cl
(3.24)
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(a) r/R=0.5 (b) r/R=0.75.

(c) r/R=0.85. (d) r/R=0.95.

Fig. 3.28 f1 function for different radial stations and solidities.
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Max(
C1.5

l
Cd

)−−>
d(

C1.5
l

Cd
)

dCl
=

1.5C0.5
l Cd −CdC1.5

l
dCd

dCl

C2
d

= 0−−>
dCd

dCl
=

1.5Cd

Cl
(3.25)

3.2.3 Experimental Validation of Navier-Stokes simulations

Low Reynolds number flows on airfoils are characterized by strong flow separa-
tion accompanied by periodic vortex shedding at relatively low angles of attack.
Separation in this Reynolds number regime does not necessarily induce stall in its
classical terms, but a dedicated design is necessary to optimize the airfoil efficiency.
Experimental data that could be used to validate numerical methods on which airfoil
and blade optimization tools are based are not very common, mostly because very
few facilities worldwide can operate at Martian-like density. A noticeable exception
is the Mars Wind Tunnel (MWT) at Tohoku University, Japan [9], which can test
airfoils at low pressure to simulate the Martian atmosphere in a test section of 100
by 150 mm. Reynolds numbers of the order of magnitude 103 can be reached in
incompressible and compressible regimes. We validated the CFD tool that we will
use throughout this project, STAR-CCM+, with experimental lift and drag measure-
ments on a triangular airfoil tested at the MWT at Mach=0.5 and Re=3000 [143].
The simulations are fully 3D, as the wing spans the entire test section width, and
wall effects may affect separation. Upper walls, with a 1.3° divergence, are also
included for possible blockage effects. The mid-plane section is shown in Figure
3.29, showing the growing boundary layers on the outer wall, justifying the need for
divergent walls.

A slight unsteadiness is noticed starting at AOA=6°, which becomes stronger
as the angle of attack increases. At 6 degrees, a quasi-2D vortex shedding is ob-
tained. Then these vortices become unstable and break down into three-dimensional
structures, as shown in Figure 3.31. The difference in the flow characteristics is
related to the flow separation position. When the flow separates at the apex, the
flow remains quasi-2D over the surface of the airfoil. Conversely, when separation
occurs at the leading edge, the flow is more likely to become three-dimensional.
Later in this Chapter, we will present an example of leading-edge separation with
two-dimensional flow. We show how actually the flow may undergo leading edge
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Fig. 3.29 Numerical simulation of the triangular airfoil wing at AOA=6º. Velocity magnitude.

separation, but the average flow reattaches before the apex forming an oscillating
laminar separation bubble that periodically emits vortices downstream of the apex.

Averaged values for drag and lift coefficients are reported in Figure 3.32. We can
appreciate an overall satisfactory agreement between numerical and experimental
results from Munday [143] with slightly higher discrepancies for the highest angles
of attack where the flow is highly unsteady and possibly the temporal and spatial
discretizations may need refining.

This agreement shows how well-resolved Navier-Stokes evaluations using a
low-order (Second) finite volume solver can capture ultra-low Reynolds number
aerodynamics even for 3-Dimensional unsteady flows. These results align with
Bézard’s [24], which also used STAR-CCM+ to solve the same problem, and Caros’
[37], who performed DNS on this airfoil using PyFR. This study also shows a
good agreement between 2D simulations and periodic 3D simulations for low and
moderate angles of attack. This fact provides confidence in using 2D simulations to
estimate airfoil performance in this regime for low and moderate angles of attack.
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Fig. 3.30 Numerical simulation of the triangular airfoil wing at AOA=6º. Wall pressure and
Q-criterion iso-surfaces colored with Mach number contours.

Fig. 3.31 Numerical simulation of the triangular airfoil wing at AOA=14º. Wall pressure and
Q-criterion iso-surfaces colored with Mach number contours.
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(a) Lift coefficient. (b) Drag coefficient.

Fig. 3.32 Lift and drag coefficients of the Triangular Airfoil wing. Re=3,000

3.2.4 Airfoil Parametrizations

We present two airfoils parametrizations in this work. A classical NACA 4-digits
formulation to perform an initial sweep of the design space, and then we will show
how a more general CST parametrization can improve the performance of the NACA
series airfoils.

3.2.4.1 NACA 4-digits

The NACA airfoils are a specific type of aerodynamic airfoils studied and parameter-
ized by the National Advisory Committee for Aeronautics. Their shape is uniquely
described by the digits that follow the "NACA" acronym. The NACA 4-digits define
the airfoil in this way:
-the first digit (m) expresses the maximum camber as a chord percentage
-the second digit (p) expresses the distance between the maximum camber position
and the LE as 10% multiples of the chord.
-the last two digits (t) express the thickness as a chord percentage
The mathematical formulation of the airfoil is the following:

yC =
m
p2 (2px− x2) f or 0 ≤ x ≤ p

yC =
m

(1− p)2 [(1−2p)+2px− x2)] f or p ≤ x ≤ 1
(3.26)
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yt =± t
0.2

(0.2969
√

x−0.1260x−0.3516x2 +0.2843x3 −0.1015x4) (3.27)

xU = x− yt sinθ

yU = yC − yt cosθ

xL = x+ yt sinθ

yL = xC − yt cosθ

with θ = arctan
dyC

dx

(3.28)

3.2.4.2 Class Shape Transformation (CST)

The CST parametrization can ideally describe every type of geometric curve using
as many degrees of freedom as necessary. The CST formulation proposed by Kulfan
and Bussoletti [109, 57] is expressed below. The approach consists of recreating the
desired shape with two principal functions. The first is called class function C(x) and
the second is the shape function S(x)

y
c

= C(
x
c
) S(

x
c
) +

x
c

∆zte
c

(3.29)

where ∆zte represents the trailing edge thickness. The class function expresses
the class of the represented curve, and its mathematical formulation is underlined
below.

C(
x
c
) = (

x
c
)N1 (1− x

c
)N2 f or 0 ≤ x

c
≤ 1 (3.30)

In our analysis, we have fixed N1 = 0.5 e N2 = 1, to have a round leading edge
and sharp trailing edge as shown in Figure 3.33.

The shape function is a form factor for the class function. Its formulation uses the
summation of the n+1 Bernstein polynomials characterized to have unitary results
on [0,1] interval as shown in equation 3.31.

Using a series of appropriate weighting coefficients (n+ 1 bi coefficients) on
the precedent definition, we arrive at the final formulation of the shape function.
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Fig. 3.33 class function parameters.

Figure 3.34 presents an example of an airfoil generated using our 8-parameter CST
parametrization, which employs Bernstein polynomials of order 3 for both the upper
and lower airfoil surfaces. The four parameters corresponding to the upper side are
[1,1,1,1], and the lower side of the airfoil is characterized by [0.3,0.5,0.8,0]. In the
optimization activity regarding airfoils for the Martian atmosphere, we impose a
minimum relative thickness of 1% except for the regions near the trailing and leading
edges. The maximum relative camber is limited to 10%, and only positively camber
airfoils are considered.

S(
x
c
) =

n

∑
i=0

[bi Ki,n (
x
c
)i (1− x

c
)n−i] (3.31)

3.2.5 Methodology

3.2.5.1 Xfoil

As discussed in Chapter 2, the pressure plateau and posterior recovery can be repro-
duced but cannot predict the characteristic negative skin friction before reattachment.
Due to the ultra-low Reynolds numbers, transition will only happen after boundary
layer separation due to the amplification of Kelvin-Helmholtz instabilities. As men-
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Fig. 3.34 Example of an airfoil generated with the CST parametrization.

tioned in the previous section, according to Pauley et al. [150], at very low Reynolds
numbers, the main responsible for the formation of laminar separation bubbles is the
inviscid instability, with turbulence in the separated shear layer taking a secondary
role. Therefore, we cannot expect XFOIL to capture this phenomenon adequately
due to the steady nature of the solver. Consequently, in this work, the use of XFOIL
will be limited to attached flow conditions. To this purpose, we have set a very large
value of exponent N to avoid unphysical reattachment caused by the flow transition
that provides unrealistic airfoil efficiency values. Figure 3.35 shows how for low
angles of attack, where the flow is attached, XFOIL solutions with different critical
exponent (Ncrit) values collapse due to the laminar nature of the flow. On the other
hand, we can see how, for large values of the critical exponent, the flow separates,
increasing the drag coefficient, and the lift coefficient remains almost constant. As
Ncrit is decreased, we can see how a reattachment of the boundary layer is achieved,
characterized by a sudden increase in lift and high-efficiency values. However,
these values depend highly on the Ncrit value. It is, therefore, presumable that using
XFOIL in an optimization algorithm will provide geometries that trigger transition
in the place of efficient airfoils. To avoid this, in this section, we run XFOIL with
Ncrit equal to 14 and assume that the values obtained after flow separation are
not to be considered. Following considerations in Chapter 2, XFOIL runs at low
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Fig. 3.35 Efficiency vs. lift coefficient for NACA 4702 and 5702 at Reynolds number of
10,000 using XFOIL with different Ncrit .

Mach numbers, and then pressure distributions are corrected with Kàrman-Tsien’s
compressibility correction.

3.2.5.2 Adjoint Solver

The steady adjoint solver in STAR-CCM+, described in Chapter 2, is used to calculate
the sensitivity of an objective function with respect to the design parameters di. The
cost function selected for the airfoil design study is the aerodynamic efficiency, E:

E =
cL

cD
(3.32)

We defined the control points with an offset of 3 mm from the actual airfoil
surface (Figure 3.36). Their displacement along the direction of the gradient vector
following a so-called steepest descent approach increases the objective function. We
preferred to avoid using the airfoil as a response surface because such a choice may
create dimples while moving the offset points generates smoother wall surfaces. Of
course, we apply a floating condition at the airfoil boundary to allow its morphing.
The grid can deform freely until reaching a maximum efficiency or, conversely, a
minimum airfoil thickness. Then the chord is normalized to 1 meter to allow an
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(a) Control point definition around the airfoil.

(b) Near-body detail.

Fig. 3.36 Definition of control points used for grid morphing.

adequate comparison of aerodynamic coefficients. Equation (3.33) shows the rule
governing the displacement of the control points in each adjoint iteration:

di = di−1 +
hstep∇E

max(|∇E|)
(3.33)

Here, hstep represents the adjoint step, which defines the displacement of the
most sensitive control point for each adjoint iteration. That value is set to 0.5 mm to
avoid excessive grid deformation. It also ensures that the first-order approximation
of the gradient is still valid and enables faster convergence of the aerodynamic
(primal) solution. The primal solution is computed using a steady solution of the
compressible Navier-Stokes equations. Désert [70] shows that while the flow is not
entirely separated from the leading edge, a steady approach could reasonably capture
the flow characteristics. The steady approach makes the optimization process very
fast. After optimization, loads of the resultant airfoils will be computed using the
compressible unsteady Navier-Stokes equations following the procedure shown in
the following sections to ensure accurate performance predictions.
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3.2.5.3 CFD

The compressible unsteady Navier Stokes (NS) equations are the foundation of
the numerical model that calculates airfoil performance. We apply a third-order
central difference spatial discretization with a 15% upwind blending to stabilize
the solution. We use a time step of 0.01 turnovers, with a turnover definition of
c/U∞. The simulations described in this study use an implicit second-order temporal
integration approach. The inner solver executes for 10 iterations each time step
and allows residuals to drop 2-3 orders of magnitude while ensuring that the vortex
shedding regime is resolved. To allow for statistical convergence, the simulation runs
for 100 turnovers. The performance data for airfoils provided in this research was
acquired by averaging unstable loads throughout a 20-turnover sampling window.

The adopted computational domain and boundary conditions are set identically
to those described in section 3.1.1.1 for the transition model simulations.

The computational grid adopts polygonal cells and a near-wall prism layer to
capture the high gradients in the boundary layer and ensure mesh orthogonality close
to the body surface. Since the boundary layer separation occurs at the leading edge
for some angles of attack, in these cases, the prism layer is limited to a thin zone
near the wall, despite the small Reynolds number. Indeed, it would be useless to
emphasize the wall-normal grid resolution when, in fact, capturing strong gradients
arising in all directions requires an adequately refined mesh. On these occasions, we
prefer to limit the thickness of the prism layer by increasing the number of polygonal
cells in the overlying area, where the unsteady vortex-shedding structure requires
good resolution. For this purpose, we also include a wake refinement as shown in
Figure 3.37. The number of prism layers is 16, and the near-wall distance ensures a
y+ value below 1. Table 3.12 shows the grid settings used to construct three different
meshes to demonstrate grid independence in the next section. Figure 3.37 refers to
the grid with a base size of 1 meter, the selected grid for the 2D simulations presented
in this section. The base size is a reference length used to scale grid control settings
to refine the mesh uniformly.

Due to the challenging flow characteristics, we conducted a convergence study
on the spatial and temporal resolution for one of the sharp leading-edge geometries
proposed in the next sections. The results are shown in Tables 3.13 and 3.14. The
grid and time-step settings described in the previous section correspond to a base
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Table 3.12 Grid specifications.

Base size (m) Chordwise size (%c) Wake Size (%c) Prism Layer Thickness (%c)

2 0.2 0.8 1
1 0.1 0.4 0.5

0.5 0.05 0.2 0.5

(a) Wake Refinement.

(b) Near-body detail.

Fig. 3.37 Mesh around Pareto Optimal airfoil at Cl=0.866 with a sharp leading edge obtained
slicing with a 7.5 degrees plane, AOA=4.5°.
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Table 3.13 Grid Convergence Study.

Base Size (m) Cells Cl Cd

2 80,000 0.915 0.0471
1 200,000 0.945 0.0475

0.5 550,000 0.948 0.0477

Table 3.14 Time-Step convergence Study.

Time-Step (Turnovers) Cl Cd

1/50 0.925 0.0470
1/100 0.945 0.0475
1/200 0.941 0.0474

size of 1 meter and a time-step of 0.01 turnovers. In both cases, halving the resolu-
tions produces variations below 0.5% on the results, demonstrating independence
concerning the temporal and spatial resolutions. We performed the study for the
airfoil discussed in section 3.2.8 with a sharp leading edge at an angle of attack of 4.5
degrees, a Reynolds number equal to 10,000, and Mach equal to 0.5. An equivalent
grid independence analysis can be found in Ref. [45] for the PoliTO-2 airfoil.

3.2.5.4 Comparing XFOIL and CFD

In this section, a comparison between XFOIL and CFD is presented. This analysis
aims to show that when the flow is attached, XFOIL can capture airfoil performance.
Table 3.15 compares at 4 degrees for NACA 4702 and NACA 5702, showing dif-
ferences below 5% between XFOIL and CFD. Figures 3.38 and 3.39 show how the
Kàrman-Tsien correction improves the incompressible prediction for the pressure
side and most of the suction side except the suction peak, which is overpredicted.
This is possibly caused by an underestimation of the boundary layer thickness caused
by not accounting for compressibility effects in the Von Kàrman equation solved by
XFOIL. In any case, we can see how the integral loads are globally improved.

Figures 3.40, 3.41 and 3.42 show how the lift and drag coefficients and thus the
aerodynamic efficiency are in good agreement for low angles of attack. After the
angle of attack for which the maximum efficiency is achieved, XFOIL predicts an
almost constant lift with increased drag. On the other hand, CFD predicts a high-lift
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Fig. 3.38 Pressure coefficient for NACA4702 at Reynolds number 10,000.

Fig. 3.39 Pressure coefficient for NACA5702 at Reynolds number 10,000.
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Fig. 3.40 Lift coefficient vs. angle of attack for NACA 4-digit series airfoils at Reynolds
number of 10,000 using XFOIL with N=14 and Navier-Stokes evaluations.

regime caused by the low-pressure vortex cores emitted from the leading edge. The
drag also increases, but the overall efficiency remains relatively high for a short
range of angles of attack. It seems clear that XFOIL can capture the attached regime
reasonably well.

Table 3.15 Airfoil performance predictions with XFOIL and CFD for two NACA airfoils at
an angle of attack of 4 degrees.

NACA 4702 NACA 5702

Cl Cd Cl Cd

XFOIL+Kàrman-Tsien 0.802 0.0480 0.862 0.0514
CFD 0.782 0.0466 0.877 0.0522

Difference(%) 2.6 3.0 -1.7 -1.5
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Fig. 3.41 Drag coefficient vs. angle of attack for NACA 4-digit series airfoils at Reynolds
number of 10,000 using XFOIL with N=14 and Navier-Stokes evaluations.

Fig. 3.42 Efficiency vs. lift coefficient for NACA 4-digit series airfoils at Reynolds number
of 10,000 using XFOIL with N=14 and Navier-Stokes evaluations.
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3.2.6 Airfoil Design at Reynolds number of 10,000

This section presents different design approaches for airfoils in this regime. Initially,
we show an evaluation of all the 2% thickness airfoils in the NACA 4-digits family to
get a preliminary view of the range in which optimal parameters should fall. Then a
multiobjective optimization using XFOIL with the CST parametrization is performed.
And finally, we present an adjoint-based CFD optimization.

3.2.6.1 Evaluation of the NACA 4-digits family

In this section, we evaluate the whole NACA XX02 family using XFOIL to obtain an
overall idea of the optimal camber and maximum camber positions. Following the
development shown in Section 3.2.2, we have plotted both the aerodynamic efficiency
and the maximum range efficiency, evidencing that depending on the objective, the
optimal camber varies. Figure 3.43 shows how a camber between 3% and 5% are
adequate values to maximize aerodynamic efficiency. On the other hand, if we want
to maximize the range efficiency, we need to go towards cambers between 5% and
7%. Regarding the maximum camber position, for most cambers, the optimal is
between 70% and 80%, which present almost identical performances. The upper
envelope formed by all the curves would represent the same airfoils as those found
in the Pareto front in a multi-objective optimization with fitness functions Cl and Cd
using the NACA XX02 family.

3.2.6.2 Multiobjective Genetic Optimization using XFOIL

Using lift and drag coefficients as objective functions, we suggest a Multi-Objective
Optimization (MOO) employing a Genetic Algorithm (GA) using, in this case, the
CST airfoil parametrization. The applied algorithm is gamultiobj, incorporated in
MATLAB. This method implements a variation of NSGA-II [68], an elitist genetic
algorithm. From a population of 300 individuals, it chooses 35% Pareto points
that evolved over 100 generations. The parameters and settings that define the genetic
algorithm are enumerated in Table 5.1. For efficiency and convergence issues, we
sweep angles of attack and select the angle of attack of maximum efficiency. This
seems to restrict the generality of our analysis. Still, due to the choice of the N-factor
parameter, the maximum efficiency angle of attack is very close to the maximum lift



3.2 Ultra-Low Reyolds number 115

Fig. 3.43 Aerodynamic efficiency vs. lift coefficient for NACA 4-digit series airfoils at
Reynolds number of 10,000 using XFOIL with N=14.

Fig. 3.44 Maximum range efficiency vs. lift coefficient for NACA 4-digit series airfoils at
Reynolds number of 10,000 using XFOIL with N=14.
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Table 3.16 Genetic algorithm settings.

Setting Value

Number of Variables 8
Population 300
Mutation Adaptive Feasible

Cross-Over Rate 0.8
Pareto set Fraction 0.35

Generations 100

coefficient angle of attack due to the inability of XFOIL to predict separated unsteady
flows. Therefore, increasing the angle of attack beyond the maximum efficiency will
drop the efficiency at a constant lift, so these angles of attack would not be part of
the Pareto front.

Figure 3.45 shows the resultant Pareto front obtained in our Multi-objective
optimization. Over 100 non-dominant airfoils form the front. Figure 3.46 shows
some of these airfoils. As we saw for the NACA series, the optimal camber increases
as we increase the target lift coefficient. An unexpected result can be appreciated
for the lower lift coefficients. We can see how airfoils present a relatively thick and
rounded geometry near the leading edge. This goes against the traditional design
guidelines of ultra-low Reynolds numbers airfoils, typically thin with small radii
of curvature at the leading edge. We believe that the genetic algorithm promotes
these geometries to avoid leading-edge separation and, hence, the non-convergence
of XFOIL. We can calculate the aerodynamic and maximum range efficiencies from
this Pareto front, shown in Figure 3.47. We selected the most performing airfoil from
each efficiency metric. These geometries are shown in Figure 3.48. It is clear that
they share genes regarding the leading edge shape and thickness but with different
maximum cambers. Figure 3.49 shows how for lower lift coefficient values, the
lower cambered geometry is more efficient using both metrics; however, the higher
camber extends the efficiency window to higher lift coefficients. These trends are
comparable to those observed for the NACA family.
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Fig. 3.45 Pareto front using the CST parametrization with XFOIL as a solver at Reynolds
number 10,000 and Mach number 0.5.

Fig. 3.46 Pareto optimal airfoil geometries for different lift coefficients.
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(a) Aerodynamic Efficiency. (b) Maximum Range Efficiency.

Fig. 3.47 Evaluation of Pareto Optimal airfoil maximum efficiencies.

Fig. 3.48 Efficiency vs. lift coefficient for Pareto optimal airfoils and most performing NACA
4-digit series airfoils at Reynolds number of 10,000 using XFOIL with N=14.

(a) Aerodynamic Efficiency. (b) Maximum Range Efficiency.

Fig. 3.49 Efficiency vs. lift coefficient for two selected Pareto optimal airfoils series airfoils
at Reynolds number of 10,000 using XFOIL with N=14.
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Table 3.17 Aerodynamic characteristics of the optimized airfoil for M=0.5, Re=3000,
AOA=6°.

Adjoint Iteration Cl Cd L/D

1(Flat plate) 0.49 0.083 5.9
50(PoliTO-1) 0.977 0.095 10.3

(a) Initial airfoil (Flat plate). (b) Final optimized airfoil (PoliTO-1)

Fig. 3.50 Instantaneous Mach number, AOA=6º, Re=3000 and M=0.5.

3.2.6.3 Adjoint-based CFD Optimization

PoliTO-1

We performed an initial optimization exercise using the adjoint solver in STAR-
CCM+, described in Chapter 2. Using a flat plate with a thickness of 2% and rounded
edges as the initial geometry, we obtained an airfoil that optimizes aerodynamic
efficiency, defined as the ratio of lift to drag, for Re=3,000 and Mach=0.5.

The optimized airfoil has a flat suction side and concentrates the camber at the
leading and trailing edges. The maximum camber is about 5.2%, very close to
the trailing edge, and it shares some similarities with the NACA-6904 proposed
in [233], shown in Figure 3.51. The average thickness is around 1.5%. We show
the aerodynamic characteristics of the airfoil and a comparison with those of the
initial flat plate in Table 3.17. The dramatic increase in efficiency can be justified by
an attached flow at the PoliTO-1 suction side, compared with the flat plate, which
presents leading-edge separation, as shown in Figure 3.50.

The airfoil is optimized for M=0.5 and Re=3000 but not necessarily for the rest of
the polar. However, comparing its performance with those declared by other authors
for an airfoil optimized for similar conditions [24], the result is promising, as shown
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in Figure 3.53. The adjoint optimized airfoil is best for Reynolds numbers close to
3000, while for Re = 10000, its performance starts to degrade. The computing time
was under 8 hours on an 8-core AMD RYZEN 7.

PoliTO-2

Our previous geometry, PoliTO-1, performs well at low Reynolds numbers and high
angles of attack. That is because it results from an optimization process at an initial
angle of attack of 6 degrees and a Reynolds number of 3,000. To improve perfor-
mance at small and intermediate angles of attack and higher Reynolds conditions,
we performed an adjoint optimization starting with the PoliTO-1 geometry rotated
to 4 degrees and setting the Reynolds number at 10,000. The resultant geometry,
PoliTO-2, is shown in Figure 3.51, compared with other efficient airfoils presented in
the literature for ultra-low Reynolds number conditions. All the airfoils concentrate
the maximum camber near the trailing edge, a very different characteristic from
conventional airfoils. PoliTO-2 presents a more even curvature distribution than
PoliTO-1 on the suction side. The point of maximum curvature is not so close to the
trailing edge but around 60% of the chord. The maximum airfoil camber is 4.7%,
and the mean thickness is 1.3%. These values relate well with the 5% cambered plate
with a relative thickness of 1% presented by Koning [107] as a more performing
geometry with respect to the clf5605 airfoil. Figure 3.51 shows how our airfoil is
flatter compared to the cambered plate, possibly due to the maximum efficiency
single-point optimization that attempts to avoid separation at the optimal angle of
attack. Figure 3.51 also includes one of the sharp leading edge versions of the airfoils
proposed by Koning [108], which has been selected as one of the airfoils for the
Mars Science Helicopter (MSH) [101].

Figure 3.52 compares the instantaneous velocity fields for PoliTO-1 and PoliTO-
2 airfoils. PoliTO-2 presents a slightly stronger expansion at the leading edge. Also,
the strength of the vortex shedding is stronger for PoliTO-1 caused by the more
aggressive flap geometry despite having a slightly smaller lift. The aerodynamic
efficiency is increased by around 15% for the present condition.
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Fig. 3.51 Shapes of airfoils reported in the literature compared with the two PoliTO airfoils.
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(a) PoliTO-1.

(b) PoliTO-2

Fig. 3.52 Instantaneous Mach number, AOA=4º, Re=10,000 and M=0.5.

(a) Re=3000 (b) Re=6000

(c) Re=10000 (d) Re=14000

Fig. 3.53 Comparison of aerodynamic efficiency at different Reynolds numbers: PoliTO-1
[46] vs Bézard (2019) [24] vs PoliTO-2. Data from [46] has been interpolated to the current
Reynolds number.
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Figure 3.53 shows the aerodynamic efficiency of the PoliTO-2 airfoil compared
with PoliTO-1 and the airfoil proposed by Bézard [24]. The efficiency of the new
airfoil seems to provide a better performance until a lift coefficient of 1.2 for all tested
Reynolds number conditions. Since the local lift coefficients in efficient rotors rarely
go above 1.2, the PoliTO-2 airfoil should enhance the rotor performance compared
to PoliTO-1. However, we must mention that the differences are subtle and could
be due to potential discrepancies of our numerical approach compared to Bézard’s
[24]. It is also worth noting that Bézard’s [24] optimization arises from a single
objective function combining Cl/Cd and Cl1.5/Cd for four angles of attack around
the optimum and three Reynolds numbers: 2000, 6000 and 10,000. The adoption
of the Cl1.5/Cd term is possibly the reason for the higher efficiency at large values
of the lift coefficient. Also, lower Reynolds numbers typically have larger optimal
cambers [111]. PoliTO-2 airfoil will be used for the rotor optimization presented in
Chapter 5.

3.2.7 CFD Simulation of Optimal Airfoils

Figure 3.54 presents the efficiencies for different airfoils computed using unsteady
compressible Navier-Stokes simulations at Reynolds 10,000 and a Mach number
0.5. In particular, we compare 3 of the most efficient airfoils from the NACA family,
three Pareto optimal airfoils obtained at different lift coefficients, and the airfoil
PoliTO-2 optimized using an adjoint-based optimization. We can appreciate how
the behavior before leading edge separation is congruent with that obtained with
XFOIL increasing the efficiency of the airfoils with smaller camber at low angles
of attack. The separated regime can be identified by the sudden increase in the lift
coefficient between two consecutive angles of attack caused by the low-pressure
cores of the vortices being shed above the suction side of the airfoil. The peak
efficiency in the NACA airfoils is smaller compared to the rest. Interestingly, all
Pareto airfoils present peak efficiencies around 18. However, we must distinguish
between the first two airfoils and the one obtained for the highest lift coefficient
airfoil (Cl = 1.056). The peak efficiency is obtained for the attached flow regime
in the first two airfoils, whereas the peak efficiency for the third airfoil occurs
after leading-edge separation. In both NACA and Pareto optimal airfoils, we can
appreciate that higher cambers have better efficiency after leading-edge separation.
The high and delayed maximum camber position allows the large-scale vortices
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Fig. 3.54 Efficiency vs. lift coefficient for Pareto optimal airfoils and most performing NACA
4-digit series airfoils at Reynolds number of 10,000 using Navier-Stokes simulations.

emitted from the leading edge to remain closer to the airfoil surface, enhancing the
lift without a large drag penalization. We can also see how the peak efficiencies are
comparable to PoliTO-2, obtained with the adjoint approach. This evidences that
the XFOIL approach can generate efficient geometries for attached flow conditions.
However, XFOIL cannot provide valuable information for the separated regime.
Regarding the performance of the airfoil PoliTO-2, we can see how the optimal
value is obtained at a higher lift coefficient. The adjoint solution can adapt the
surface of the airfoil to ensure an attached flow with maximum efficiency. Adjoint
optimization is gradient-based and, therefore, dependent on the initial condition as it
converges towards local optima. In this case, the adjoint solver was used to explore
how efficient Martian airfoils would be, but they are typically used for refining an
already good-performing geometry defining the region of the design space where
your local optimum is found and using the adjoint methodology to exploit it. This
approach is followed in the three-dimensional adjoint optimization shown in Chapter
5 to refine a baseline sub-optimal design. In any case, the maximum efficiency
exceeds the other optimal efficiencies in its range of lift coefficients, showing how
the adjoint approach can find optimal airfoil solutions for attached flow conditions
at a contained computational cost. Due to the steady nature of the adjoint approach
employed in this work, the analysis could not be extended to the optimal design of
unsteady configurations, including leading-edge separation.
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Fig. 3.55 Sharp leading edge geometry. 6.5o (top), 7.5o (middle) and 8.5o (bottom).

3.2.8 Sharp Leading Edge Airfoils

Recently, the ROAMX project researchers decided to use sharp double-edged plate
airfoils in the blades of the Mars Science Helicopter. They show how these geome-
tries outperform conventional airfoil shapes, increasing the peak lift-to-drag ratio
between 17% and 41% [108]. We want to clarify that in this section, by conven-
tional, we refer to continuous parametrizations without sharp edges that are typically
optimal for attached flow conditions. They associate the enhanced performance of
these airfoils with large-scale vortex shedding caused by the forced leading edge sep-
aration. This effect has been well studied in literature [24, 23]. However, for several
airfoils studied in literature [24, 45], this high lift regime due to the low-pressure
vortex cores present in the suction side of the airfoil is not necessarily associated
with an increase in the lift-to-drag ratio.

We believe the real reason for the enhanced performance of sharp leading-edge
airfoils is associated with the mean laminar separation bubble characteristics. The
sharp leading edge triggers a laminar separation bubble, which can be steady or
unsteady depending on Reynolds number and angle of attack. This separation bubble
creates an effective curvature equivalent to a conventional airfoil but with reduced
skin friction and, thus, a higher lift-to-drag ratio. The behavior of the flow over a
rotor composed of these sharp geometries is yet unknown. The spanwise pressure
gradient and three-dimensional effects could cause differences compared with this
two-dimensional analysis. In any case, a better understanding of the behavior of
these sharp geometries is necessary to exploit their potential.

This section studies the sharp leading-edge versions of the maximum lift-to-
drag ratio airfoil obtained using multiobjective optimization combined with XFOIL.
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Fig. 3.56 Efficiency vs. lift coefficient for Pareto optimal airfoils with and without sharp
leading edges.

The modified geometry is obtained by slicing the airfoil with planes at different
inclinations with the horizontal as shown in Figure 3.55. These airfoils combine
sharp leading edges and conventional airfoil characteristics. The rationale behind
this approach is that XFOIL generates high-performing attached flow geometries.
Therefore, if we can maintain the external flow, the pressure distribution will be
conserved with reduced skin friction. The flat region in the suction side acts as
a cavity for the separation bubble to settle. It is important to mention that these
geometries with a sharp leading edge are difficult to manufacture. However, even
if the sharp leading edges were substituted with a small radius of curvature, the
separation would still be fixed at the leading edge, creating comparable separation
bubbles.

Figure 3.56 shows how, for low angles of attack, the efficiency against lift
coefficient for sharp airfoils collapses with the rounded leading edge geometry. This
collapse shows how, even with these thick boundary layers, the maximum camber,
which remains constant, still dominates the airfoil efficiency, despite differences
in the local camber distributions, which affect the velocity field. This behavior is
corroborated by sharp leading-edge versions of the Pareto Optimal geometry selected
for maximum range efficiency shown in Figure 3.57. We can appreciate how the
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Fig. 3.57 Efficiency vs. lift coefficient for Pareto optimal airfoils with and without sharp
leading edges.

lift coefficient is reduced for a given angle of attack as we decrease the slicing
plane angle. However, the aerodynamic efficiency is insensitive to this parameter.
It is very interesting from a design point of view as airfoils can be optimized using
computationally efficient approaches such as XFOIL or steady CFD that work well
for attached flow conditions and then enhance the airfoils’ characteristics converting
it into a sharp leading-edge version. When we increase the angle of attack to 4
degrees, we can see how the lift coefficient is virtually the same for all the airfoils.
However, the efficiency increases with the inverse of the slicing angle. This trend
is caused because the bubble now occupies virtually the whole cavity creating a
local shear thrust that reduces the overall drag coefficient for the same lift coefficient.
The longer the flat section, the higher the reduction in friction drag. This effect is
exacerbated for larger angles of attack where the mean separation bubble grows
beyond the apex caused by the slicing. Figures 3.58, 3.59 and 3.60 show the
velocity fields averaged for 20 turnovers for different angles of attack, where we can
appreciate the evolution of the separation bubbles for the different airfoils.

The instantaneous flow shows how a vortex is emitted from the apex and travels
close to the airfoil’s surface, creating a high-lift regime caused by the low-pressure
vortex core that remains close to the airfoil’s suction side as shown in Figure 3.61.



128 Very-Low and Ultra-Low Reynolds Number Airfoil Aerodynamics

The increase in efficiency is associated with the overall reduction of the skin friction
caused by a separation bubble on the suction side, as shown in Figure 3.60 that
compensates the increase in pressure drag associated with the larger effective camber
created by the separation bubble.

For slicing plane angles around 6.5 and 7.5 degrees, an optimal separation bubble
can be found that trades off the effective camber for the external flow while main-
taining low levels of skin friction. Drela [74], and Selig [183] studied the concept
of optimal separation bubbles for airfoils at low Reynolds numbers concluding that
usually, optimal separation bubbles are flat and short to avoid an excessive increase
in pressure drag with the benefit of reduced skin friction. However, they studied
bubbles typically formed by the transition to turbulence in the separated shear layer,
increasing momentum near the wall. They usually have a ’dead zone’ with almost
zero friction coefficient as shown by [84, 206] using Implicit Large Eddy Simulations
(ILES) for Reynolds numbers around 60,000. Our bubbles are caused by geometrical
separation at the leading edge and present laminar reattachment. In these cases, the
skin friction is negative and strong in magnitude, as seen in Figure 3.62. We can
see how this skin friction distribution will result in a negative viscous drag for the
suction side. Due to the ultra-low Reynolds numbers, the weight of viscous drag in
total drag increases, and thus, the positive effect of having a separation bubble on the
airfoil’s suction side. We can also appreciate how the pressure distribution shown in
Figure 3.63 shows high suction values due to the low-pressure vortex cores.

The peak efficiency we found for both cases is around 20, higher than our airfoils
designed for attached flow conditions, which presented a peak value of 18. Our sharp
airfoils efficiency is slightly higher than the value of around 18 reported by Koning
[108] for his double-edged plate, at Reynolds 10,117 and Mach 0.5, using unsteady
Navier-Stokes simulations with the solver OVERFLOW. Bézard [24] shows how
their airfoil has a peak aerodynamic efficiency of around 15.5 for the same Mach
and Reynolds number conditions, also using unsteady Navier-Stokes simulations
with the solver elsa. This comparison must be made carefully as these geometries
are highly sensitive to the numerical model. Nevertheless, the results show that
these airfoils, obtained at a very low computational cost, can generate state-of-the-art
performances.



3.2 Ultra-Low Reyolds number 129

(a) Pareto Optimal Geometry Cl = 0.877.

(b) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 6.5º

(c) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 7.5º

(d) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 8.5º

Fig. 3.58 Mean velocity field around sharp and round versions of maximum efficiency airfoil,
AOA=3°.
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(a) Pareto Optimal Geometry Cl = 0.877.

(b) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 6.5º

(c) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 7.5º

(d) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 8.5º

Fig. 3.59 Mean velocity field around sharp and round versions of maximum efficiency airfoil,
AOA=4°.
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(a) Pareto Optimal Geometry Cl = 0.877.

(b) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 6.5º

(c) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 7.5º

(d) Pareto Optimal Geometry Cl = 0.877. Sliced with plane at 8.5º

Fig. 3.60 Mean velocity field around sharp and round versions of maximum efficiency airfoil,
AOA=4.5°.
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Fig. 3.61 Instantaneous velocity field around the sharp versions of the Cl = 0.877 airfoil,
with a slicing plane of 7.5 degrees. AOA=4.5°.

(a) Instantaneous Friction Coefficient. (b) Time-Averaged Friction Coefficient

Fig. 3.62 Friction Coefficient for Pareto Optimal Airfoil at Cl = 0.877. Sliced with a plane
at 7.5º, AOA=4.5°.

(a) Instantaneous Pressure Coefficient. (b) Time-Averaged Pressure Coefficient

Fig. 3.63 Pressure Coefficient for Pareto Optimal Airfoil at Cl = 0.877. Sliced with a plane
at 7.5º, AOA=4.5°.
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3.2.8.1 3D Simulations: LES and Navier-Stokes

The sharp leading-edge geometry obtained in the previous section for a Cl of 0.877
and sliced with a plane at 7.5 degrees at an angle of attack of 4.5 degrees was
simulated using a quasi-2D domain extruded normal two the airfoil for 0.2 chords
to identify eventual three-dimensional structures or transition to turbulence. The
Navier-Stokes solution was performed using the hybrid MUSCL/third-order central
difference scheme used for 2D simulations, also setting the upwind blending factor
at 0.15. This was run for around 90 turnovers using the same time-step as in 2D
simulations. Then, it was run for an additional 10 turnovers in which we resolved
each convective turnover with 500 time steps, increasing by a factor of 5, the
temporal resolution shown for the 2D airfoils in case smaller structures were to
develop. A congruent behavior compared to that obtained with the 2D simulations
was obtained. The leading edge bubble was slightly smaller. The slightly closer
boundary conditions probably cause this by reducing the effective angle of attack.
In any case, the interesting outcome of this study was that no three-dimensional
instabilities were captured, and the flow remained 2D. A Q-criterion visualization is
shown in Figure 3.64, showing a large-scale vortex shedding over the suction side of
the airfoil, maintaining a two-dimensional structure.

Dimensioning a grid for LES in this regime is not trivial due to the lack of a
realistic turbulence scale. Therefore, we will use a grid coherent to that shown to
capture separation-induced transition at Reynolds 60,000. The cell size was slightly
increased to maintain the cell count below 20,000,000 cells, as the SD7003 airfoil
span was only 0.1 chords. The sub-grid stress model selected was the dynamic
Smagorinsky proposed by Germano [88] using Lilly’s modification [121]. The simu-
lation used the aforementioned laminar solution as an initial condition and used the
same computational grid. After five turnovers, the flow remained two-dimensional
over the suction side, and the subgrid-scale turbulent kinetic energy production was
minimal. Also, force and drag coefficient mean values and characteristic frequencies
did not vary with respect to the solutions obtained with the Navier-Stokes model.

The fact that the flow remains laminar despite the intense vortex-shedding regime
supports the use of Navier-Stokes simulations for this regime. However, care must
be taken when extending this assumption to rotors, which present an important radial
pressure gradient that may affect the transition to turbulence.
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Fig. 3.64 Q-Criterion=500 isosurface around the Cl = 0.877 airfoil, with a slicing plane of
7.5 degrees. AOA=4.5°.

3.2.9 Discussion

This section presents a numerical investigation into airfoil optimality at ultra-low
Reynolds numbers. Under the assumption of laminar flow, we perform different
analyses using XFOIL and compressible Navier-Stokes simulations. We prove that
XFOIL and CFD predictions are comparable when the flow is attached, but XFOIL
predicts the airfoil stall when the flow separates. CFD simulations, on the other hand,
predict a high lift regime associated with low-pressure vortex cores emitted from the
leading edge traveling downstream near the suction side of the airfoil.

A preliminary exploration of the space of design was performed using the NACA
XX02 family. We show how, for attached flow conditions, the optimal camber
to maximize aerodynamic efficiency is between 3% and 5%. On the other hand,
considering the maximum range efficiency, slightly larger cambers are required,
between 4% and 6%. The optimal value for maximum camber position is found to
have an equal performance for positions between 70%-80%.

An adjoint-based optimization is presented. Initially, we perform an optimization
starting from a flat plate at Reynolds 3000 to prove this approach’s ability to create
efficient geometries. However, typically adjoint-based approaches are used to refine
an adequate baseline solution as it is a gradient-based approach subject to getting
trapped at local optima. Therefore, a second airfoil is presented using the previous
airfoil as an initial condition and increasing the Reynolds number to 10,000. This
airfoil has a high maximum aerodynamic efficiency obtained at a relatively high
lift coefficient. The aerodynamic efficiency of around 18 is comparable with other
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airfoils presented in literature at this Reynolds number. A limitation of this approach
is the application of geometrical restrictions and the inability to test airfoils presenting
leading-edge separations due to the steady nature of the adjoint algorithm employed.
This approach is reasonably cheap, considering that simulations are two-dimensional
and the employed adjoint step is small. So, the initial condition is already an excellent
approximation of the final solution at each adjoint iteration.

An alternative approach employing a multiobjective optimization using XFOIL
and a CST airfoil parametrization is also presented. The airfoil that optimizes aero-
dynamic efficiency has a camber of 4% and the airfoil that optimizes the maximum
range efficiency of 5%. Beyond these two airfoils, the multiobjective optimization
provides us with a family of optimal airfoils for different lift coefficients. This is a
critical aspect as we show how, for rotor applications, using a constant fitness func-
tion to optimize airfoils at other radial coordinates is insufficient to obtain globally
optimal designs.

Performing time-accurate Navier-Stokes simulations of the previously discussed
airfoils, we show how the adjoint-based geometry and those optimized using XFOIL
present maximum aerodynamic efficiencies of around 18 for different lift coefficients.
This number seems to be a limit for an airfoil presenting an attached boundary layer
at this combination of Reynolds and Mach numbers.

Regarding the airfoil performances after leading-edge separation, we show how
airfoils with smaller camber present deteriorated performance because the large-scale
vortices emitted from the leading edge travel further away from the airfoil surface
compared to those with higher camber. We observed how one of the high-cambered
Pareto optimal airfoils presented a peak just before the flow separated and a more
prominent efficiency peak when the flow presented leading-edge separation. Studying
the fluid flow around this airfoil, we noticed that large-scale vortices emitted from
the leading edge remained close to the airfoil surface, and the mean flow showed a
closed separation bubble. The increase in the pressure drag was compensated by an
even more significant drop in shear drag as the flow was separated for a large portion
of the suction side.

Following the finding of separated geometries with high efficiencies, we proposed
geometries derived from those calculated with XFOIL, modified to have a sharp
leading edge to force separation and a cavity for the separation bubble to settle,
enhancing the reduction in shear drag. We show how sharp geometries derived from
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the previously optimized airfoils improve the peak performance by around 10%,
achieving aerodynamic efficiency values of about 20. This improvement is obtained
for a narrow window of angles of attack of about 2 degrees. However, we show
that the proposed slicing methodology does not affect the aerodynamic efficiency
for lower angles of attack. Therefore, for a given lift coefficient, sharp geometries
perform at least as well as rounded leading-edge geometries, except for large angles
of attack. The improved efficiency is associated with the presence of mean separation
bubbles on the suction side of the airfoils, creating a slightly larger camber while
drastically reducing the shear drag. Optimal separation bubbles are more extensive
than those found at higher Reynolds numbers due to the greater importance of the
shear drag on the total drag.

The proposed passive flow control solution is really interesting. We could design
airfoils for attached flow with the previously discussed computationally affordable
methodologies and then force the presence of laminar separation bubbles to obtain
state-of-the-art performances. The only alternative in the literature addressing this
problem performs a multiobjective optimization using URANS or time-accurate
Navier-Stokes solutions, and this approach is computationally very demanding.
Depending on the genetic algorithm settings, this approach could be between 3-4
orders of magnitude more expensive than ours. Furthermore, these approaches only
guarantee good peak performances without guaranteeing high performance for lower
angles of attack.

Finally, we present 3D simulations of one of the sharp leading-edge optimal
geometries. Initially, we performed a Navier-Stokes simulation of the blade, showing
a fully 2D unsteady behavior congruent with the vortex shedding regime found in
the two-dimensional simulations. Even though the 2D behavior could prove the
laminarity of the flow, we performed an LES to ensure this fact. The subgrid stress
model remained dormant in the simulation, providing further evidence that these
airfoils remain laminar despite the strong vortex shedding regime until their angles of
maximum efficiency at Reynolds number 10,000 and Mach number 0.5. This finding
must be extended with care to other geometries or flow conditions. Nevertheless, it
increases the confidence and reliability of the performance predictions found by our
2D models.



Chapter 4

Experimental Validation of Hovering
Rotor Performance prediction

This chapter includes the partial content of the paper:

• M. Carreño Ruiz, M. Scanavino, D. D’Ambrosio, G. Guglieri, and A. Vilardi.
Experimental and numerical analysis of hovering multicopter performance
in low-Reynolds number conditions. Aerospace Science and Technology,
128:107777, 2022

4.1 Introduction

The main objective of the following study is to develop numerical models to precisely
describe the flow around rotors, providing performance predictions at different
computational costs. We will rely on experimental campaign data obtained at
different operating conditions to validate these models. Section 4.2 will briefly
describe the experimental activity in a climate-controlled laboratory performed by
Scanavino [179]. The measured data include thrust, torque, and power coefficients for
different Reynolds numbers considering unconventional atmospheric conditions, i.e.,
low temperature and high altitude, which generate very low rotor Reynolds numbers
and allow the study of the performance deterioration shown in [13]. Section 4.3
describes the CFD model and its results, including comparisons with experimental
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data. The rotor in this validation activity is the T-Motor 15x5 rotor, typical of
conventional multicopters, such as the SUI endurance. Section 4.4 discusses the
application of the ROMs described in Chapter 2 to this particular rotor. Section
4.5 presents a Machine Learning (ML) model trained with experimental data to
predict rotor performance. In section, 4.6, we focus on extending the validation of
the CFD model with experimental data collected on a complete small UAS, the Q4L
(MAVTech S.r.l), by Scanavino [177].

4.2 Experimental Data

The experimental campaign was performed in the climatic chamber terraXcube, man-
aged by EURAC Research [81, 34, 146]. Scanavino [177] performed aerodynamics
experiments on rotary-wing vehicles in the Large Cube chamber, where it is possible
to simulate the most extreme environmental conditions on the Earth’s surface. He
measured the aerodynamic performance of small-scale UAS on both an isolated rotor
and the complete vehicle, considering combinations of temperature and altitude to
explore their effects on thrust and power coefficients.

4.2.1 Test matrix

The test matrix’s three independent variables are throttle, temperature, and altitude
(via pressure). According to the dimensional analysis, the Mach and Reynolds
numbers are the only independent variables that can affect the thrust and torque
coefficients of the hovering rotor. In any case, the tip Mach number’s small variation
range and proximity to the incompressible limit reduces its expected influence relative
to the Reynolds number. Using the Mach number at the tip, one could apply the
Prandtl-Glauert correction [89] to determine the impact of compressibility effects on
thrust and torque coefficients. The range of Mach numbers shown in table 4.1 yields
maximum differences of 3%. However, the estimated value would be conservative
given the radial thrust and torque distributions for this rotor shown in Section 4.4
and considering a linear dependence of Mach number with the radial coordinate.
Integrating the radial distributions adjusted with Prandtl-Glauert’s correction yields a
more precise estimation. With this method, the maximum Mach number differences
between the largest and smallest Mach numbers shown in table 4.1 are around 1.5%.



4.2 Experimental Data 139

As a result, the Mach number effect is roughly an order of magnitude smaller than the
Reynolds number effect, which is in charge of variations in the thrust coefficient of
more than 10% in the ranges under consideration. The experimental matrix consists
of five temperature levels ranging from 40°C to -40°C in 20°C intervals, four throttle
levels (50, 66, 86, and 100%), and six altitude conditions (from sea level to 6000
m in intervals of 1500 m with a final test at 9000 m). This test matrix yields 120
cases with Reynolds numbers ranging from 24,099 to 186,670. As shown in table
4.1, we selected three representative conditions to compare and validate numerical
simulations in hovering.

Table 4.1 Experimental conditions selected for comparison with numerical simulations.

Reynolds number Pressure(Pa) Temperature(ºC) RPM Tip Mach number

24,099 30,900 40.05 3293 0.19
61,539 58,000 19.91 3979 0.23
186,670 98,450 -40.85 4683 0.31

4.2.2 Experimental setup for small scale UAS testing

The test bench consists of a welded steel construction with a sand-filled hollow tube
in the center to dampen mechanical vibrations. The upper-end cap is detachable
to gather data on force and torque and can house a six-axes load cell. Precision
shunt resistors measure electrical currents, and optical tachometers measure motor
speeds. The experimental setup used to test a quadrotor vehicle is shown in Figure
4.1, along with a plot of the combined thrust coefficient of the four rotors against the
Reynolds number and Mach number. With Reynolds numbers up to about 120,000,
we can see a linear increase in the thrust coefficient. It is then possible to appreciate
an asymptotic behavior. However, there is no discernible trend for this range of
Mach numbers. The following section shows how this setup is rearranged to perform
measurements on an isolated rotor.

4.2.3 Experimental tests on an isolated rotor

The thrust coefficient CT versus the Reynolds number is displayed in the experimental
results of rotor performance tests conducted following the methodology described
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(a) Thrust coefficient vs Reynolds number (quad-
rotor tests)

(b) Thrust coefficient vs Mach number (quad-rotor
tests)

(c) Quad-rotor testing in terraXcube

Fig. 4.1 Experimental testing in terraXcube laboratory

in [178, 177]. Our analyses focus on a T-Motor 15’x5’ carbon fiber rotor. The
experimental results shown in Figure 4.2 reveal a linear relationship between CT and
the Reynolds number, with the thrust coefficient degrading as the Reynolds number
decreases. At the highest Reynolds number values, it appears that CT is getting
close to asymptotic behavior. The thrust coefficient deterioration might arise due to
delayed transition, causing important separated regions without reattachment of the
boundary layer and the formation of separation bubbles. Another factor that must
be considered is that even for attached flows, for very low Reynolds numbers, the
relative importance of the torque due to drag starts to be non-negligible. This causes
an increased torque that further deteriorates the performance of the rotor. Previous
research [13] has noted a critical Reynolds number of 120,000, below which the
effects of laminar separation become significant and highly susceptible to operating
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conditions that might affect transition. Rotor performance exhibits an asymptotic
behavior above these limits. This observation is consistent with the outcomes of
our experiments, as seen in Figure 4.2d, where the figure of merit exhibits an almost
linear increase with rising Reynolds numbers up to Re=120,000, at which point an
asymptotic evolution begins. The trends of the non-dimensional coefficients that
describe the performance of rotors are consistent with the CFD results we obtained
using a transition model. In section 4.3, there will be a thorough explanation of
the CFD model used to generate these results and a quantitative comparison of the
numerical and experimental results. The asymptotic value of thrust and torque also
appears to agree with the experimental data provided by Russel et al. [170]. However,
there is a minor overestimation of the rotor loads for the lowest Reynolds numbers.
Regardless of these differences, the performance deterioration is again in satisfactory
agreement, observing the figure of merit. The observed discrepancies could be
caused by slight differences in the experimental approach and the remarkably high
sensitivity of laminar separation bubbles to free stream conditions as shown in [133],
which report significant differences comparing results obtained in different facilities.
For hovering tests, the size of the laboratory could also create different recirculation
patterns influencing the performance.

4.3 CFD simulations: Tmotor 15"x5"

4.3.1 Blade geometry

Obtaining an accurate simulation geometry is challenging, especially for thin and
small-scale blades. There are several ways to approach blade geometry generation.
The first would be to use a commercial rotor and attempt to reproduce the geometry.
This may be done using a 3D scanning technique (laser or optical) or image-based
software to approximate the geometry as shown in [40] using PropellerScanner by
Martin Hepperle. The second approach is accurate for the chord distribution but lacks
the required resolution for the twist distributions with errors of the order of 1 degree
[71] and, therefore, must be used only to perform preliminary calculations. The other
methodology would be manufacturing a geometry using a CAD model. However,
it is not trivial to accurately manufacture a complex blade geometry. For example,
most 3D printing approaches do not provide the required accuracy, the rigidity is
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(a) Isolated T-Motor 15x5 rotor test in terraXcube (b) Experimental and numerical CT (Re) data.

(c) Experimental and numerical CQ (Re) data. (d) Experimental and numerical figure of merit.

Fig. 4.2 Experimental measurements (terraXcube and [170]) and numerical results for an
isolated rotor.

insufficient, or the surface finishing is inadequate. A safe but expensive solution
is to use a CNC technique performed. Casalino et. al. [53] used this approach to
manufacture the TU Delft Aeroacoustic benchmark blade.

The T-motor 15x5 CF two-bladed rotor used in the experimental campaign was
scanned using an optical precision measuring machine (OPMM) to create a precise
three-dimensional model for CFD simulations. The blade’s outer surface is defined
by a cloud of points produced by the 3D scan. To replicate an accurate geometry,
we cut the point cloud with planes normal to the radial direction with a step of
1 cm. Using the points defining the leading edge, we created a guiding curve by
interpolating the intersection points with a smooth spline. This procedure enables
the creation of smooth manifold surfaces adequate for CFD simulations. Figure 4.3
compares images of the original rotor (left) with the top and front views of the
reconstructed geometries (right).
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Fig. 4.3 Comparison of top and front views of the original (left) and digitally reconstructed
(right) blade.

4.3.2 Reynolds Averaged Navier-Stokes

4.3.2.1 Model description and assumptions

There are different ways to simulate the rotational motion of a rotor, and these can
be divided into two big groups, static and dynamic approaches. Static approaches
model rotation by solving the RANS equations in a rotating reference frame. This
methodology is usually called the Moving Reference Frame technique (MRF). This
method includes a source term into the RANS equations to model centripetal and
Coriolis accelerations. The dynamic grid approaches move the grid every time step
to fix the no-slip boundary condition on the rotor. Different grid motion techniques
exist, and the sliding grid approach and the overset Chimera method are two of
the most popular. In this work, we use the sliding grid technique, which uses an
Arbitrary Mesh Interface (AMI) protocol to map the faces of an inner domain sliding
inside an outer static domain.

Several researchers have validated the MRF approach [155, 220, 160, 125, 21],
presenting a good overlapping between results obtained with the sliding grid method-
ology. The MRF approach is well suited to steady-state solution methods, which
usually reduce the computational cost significantly compared to time-accurate analy-
ses. Unfortunately, the approach is only accurate when the flow on the side surface
of the cylinder defining the rotating region is nearly tangent to it [40], and one must,
therefore, be cautious in defining and meshing these areas. In the case of hovering
simulations, the inflow pattern does not correspond with the characteristic stream
tube expected in the case of propellers, and defining boundary conditions is challeng-
ing to enable a fast and robust convergence. Two approaches are typically used to
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override this problem and allow the convergence of steady solution algorithms. The
most common is to use a small axial velocity in combination with a large domain.
The alternative to this approach is to use sink-source boundary conditions [195]. In
this work, we use the former approach.

The dynamic approach is more versatile compared to the MRF methodology.
When transient effects are essential, and symmetry conditions are inapplicable, the
dynamic approach is the way to go. It is also helpful when the rotating domain
cannot be large enough to reduce the artificial fluxes at the interface or boundaries in
the MRF method or when the influence of non-axisymmetric boundary conditions
needs to be considered.

This transition model has been previously used to capture transition in rotating
flows, namely in a wind turbine [112] and in a marine propeller [220]. The γ-Reθ

model is highly empirical and depends upon three correlations that have been pub-
lished in slightly different forms by various authors [114, 124]. This section uses the
correlations provided in [114] thoroughly assessed in Chapter 3.

Fig. 4.4 Numerical setup. Perspective view (Left) and parallel scaled view (Right)

The simulated geometry reproduces in a simplified yet representative manner, the
experimental setup in an attempt to account for a possible blocking effect of the pole,
which has a diameter comparable to that of the rotor, as shown in Figure 4.4. Previous
work by Andrea Manavella during his MSc Thesis in our department [125] suggests
that similarly sized experimental equipment can produce significant increases in
thrust and torque of up to 5% and 2%, respectively, due to the blockage effect. Table
4.2 shows how, for the highest Reynolds number, we found just an additional 1.5%
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Table 4.2 Numerical results on the effect of support on the rotor thrust and torque coefficients
(MRF approach and Adaptive Mesh Refinement).

Isolated Rotor Experimental fixture

Reynolds number T [N] Q [Nm] T [N] Q [Nm]

186,670 12.85 0.243 13.04 0.244

and 0.5% in the thrust and torque values, respectively. The limited increase in thrust
and torque is due to an extra rod present in our simulations (Figs. 4.1c and 4.2a) that
was not present in the simulations reported in [125].

(a) Static approach (b) Dynamic approach

Fig. 4.5 Boundary conditions

As shown in Figure 4.5, the definition of the boundary conditions varies between
static and dynamic approaches. The dynamic approach uses the actual dimensions
of the experimental facility using no-slip wall boundary conditions as a domain. In
the MRF approach, we defined a truncated cone geometry as a domain with free
stream conditions characterized by a minimal axial velocity (0.1 m/s) to speed up
convergence and a pressure outlet. The rotor is located 2 meters (>5 diameters)
above the ground, and so we may consider it out of ground effect [177]. This fact
renders both approaches comparable.

4.3.2.2 Turbulence and transition modeling

During this validation activity, we utilized SST k−ω turbulence. This model is
possibly the most popular for external aerodynamics and has been proven effective
in propeller simulations by several authors [155, 221, 40]. Furthermore, it allows
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the coupling with the γ-Reθ transition model, which is essential to capture potential
laminar separation bubbles as shown in Chapter 3 and reference [39]. Including
a transition model is necessary as differences in the boundary layer states create
different wall shear stresses and friction torque coefficients. These differences’
impact on torque estimations is more critical with decreasing Reynolds numbers.
Furthermore, the creation of separation bubbles affects the blade’s effective camber
and may impact both thrust and torque estimations. We applied a laminar flow
model for the lowest Reynolds numbers, as the pressure side will be laminar, and the
inboard sections will too. Turbulence, if occurring, will be confined to the suction
side outer radial stations. There is also no guarantee that transition models will
work adequately in these regimes. Perez Perez [158] presents the same approach to
calculate an aerodynamic database to be used in a reduced-order model. Table 4.3
shows how the thrust prediction is enhanced when the transition model is used.
The following section describes how including the transition model allows for two
transition mechanisms: natural transition and separation-induced transition. In this
way, the near-blade flow field is qualitatively more accurate than using a standard
turbulence model for these very low Reynolds numbers. It is interesting to note that
the torque is unaffected by the transition modeling in this case. However, this is due
to increased pressure and decreased shear torque, producing an exact cancellation.

Table 4.3 Experimental vs numerical results. MRF approach, Adaptive Mesh Refinement,
SST k−ω turbulence model with and without transition model

CFD simulation CFD vs. Experimental data

Turbulence model T [N] Q [Nm] ∆T (%) ∆Q (%)

k−ω 12.74 0.244 -5.00 -3.71
k−ω + γ-Reθ 13.04 0.244 -2.76 -3.71

4.3.2.3 Grid independence study

Accurately resolving tip vortices, at least until they first interact with the blade, is
crucial, especially in hovering cases where the vortices are very close to the rotor,
and the velocity they induce on the rotor is relevant [97]. Vortex cores require a
much smaller cell size than the rest of the flow field. A standard refinement strategy
involving the entire computational domain, or even the wake region only, increases
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the number of cells prohibitively before achieving grid convergence. Here, we
adopted various mesh refinement strategies starting from a baseline grid (Figure 4.6)
and increasing the number of cells where we expect strong gradients, as in tip

Fig. 4.6 Baseline Grid.

vortices and the rotors’ near wake. Using the MRF approach, we applied an adaptive
grid refinement based on the Q-criterion to correctly track and resolve tip vortices,
as shown in Figure 4.7. Based on this experience, in the dynamic approach, we

Fig. 4.7 Adaptative Mesh Refinement (AMR) based on the Q-criterion. MRF approach.

axisymmetrically refined those regions where we expect to see tip vortices, as shown
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Fig. 4.8 Baseline Grid with tip vortex refinement.

in Figure 4.8. We further refined the grid by reducing the target cell size on the rotor
surface, increasing the number of prism layers, and adding a wake refinement near
the trailing edge of the blades, as shown in Figure 4.9.

Fig. 4.9 Baseline Grid with tip vortex and near rotor refinement.

Table 5.4 shows the performance predictions of the blade using different grid gen-
eration strategies for the highest Reynolds number. The grid size would have easily
reached 100 million cells had we used a global refinement strategy instead of target-
ing the area where tip vortices are present. In these simulations, showing a traditional



4.3 CFD simulations: Tmotor 15"x5" 149

grid convergence study based on systematic global mesh refinement/coarsening is
impossible due to our limited computing capabilities. However, the intense, localized
refinement and the reasonably small distance from the experimental measurements
suggest that grid convergence is not far. Previous studies by Bergmann [21] find
grid independence for around 40 million cells for propellers with a diameter over
1 meter and Schenk [180] at around 20 million for small-scale propellers. These
further support our proximity to grid independence. The results presented in the
following section will use the finest grid.

Table 4.4 Grid refinement study using the dynamic approach at Re=186,670

CFD simulation CFD vs. Experimental

Grid Nº Cells T [N] Q [Nm] ∆T (%) ∆Q (%)

Baseline 8.6×106 13.03 0.238 -2.83 -5.29
Tip vortex 14.1×106 13.13 0.241 -2.09 -4.89

Tip vortex & Rotor 17.0×106 13.16 0.246 -1.86 -2.92

4.3.2.4 Comparison between the MRF and the dynamic approaches

We compared the performance prediction capabilities and computational cost of
the static (MRF) and dynamic approaches in the highest Reynolds number case.
Both simulations use the baseline grid settings shown in Figure 4.6. The two meshes
cannot be identical as the computational domains differ. However, the grid generation
strategies in regions close to the rotor are similar and should allow a realistic contrast
of the results of the two approaches. Table 4.5 presents performance results predicted
by both approaches, using the same turbulence modeling and the baseline grid.
We can appreciate how both thrust and torque values are very close. This finding
indicates that the unsteadiness in the averaged flow is low; therefore, the steady

Table 4.5 Comparison between static and dynamic approaches using baseline grids

Static approach Dynamic approach

Reynolds number T [N] Q [Nm] T [N] Q [Nm]

186,670 13.14 0.238 13.03 0.240
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MRF approach can accurately model the rotor’s motion. Care must be taken when
setting up these simulations, as adding source terms in momentum equations might
render the equations stiff, causing convergence issues. In the static procedure, we
evaluate just one blade employing a periodic boundary condition; thus, the cell count
is split in two. We must point out that the use of periodic boundary condition limits
the maximum allowable CFL. Therefore, the reduction in CPU time compared to
simulating the whole domain might not scale linearly with the number of cells. In
any case, the steady approach reduces the computational cost by around a factor of
6 compared to the unsteady approach and also an important reduction in memory
requirements. We used a conservative time step matching to a rotation of 0.5◦ to
provide time accuracy even though different studies use larger values [180] compared
to ours. In particular, this reference finds an error of 1.6%, increasing the angular
advance per time step from 0.5◦ to 3◦.

Finally, we also compare the results obtained with both methodologies, using the
grids that provided the closest predictions to the experimental data. Table 4.6 presents
differences below 1% for two operating conditions. This finding is remarkable,
considering that the mesh was changed, the solver settings were different, and the
rotation modeling approach varied.

The enhanced computational efficiency of the AMR grid combined with a peri-
odic interface is also evident from our results. This approach provides comparable
results with a threefold reduction in cell count. The total computational cost of this
approach is around ten times cheaper compared to the dynamic approach with the
finest grid.

Table 4.6 Static (AMR mesh) vs dynamic (baseline grid with tip vortex and near rotor
refinement) approach

Static approach Dynamic approach

Reynolds number T [N] Q [Nm] T [N] Q [Nm]

61,539 4.08 0.0830 4.12 0.0828
186,670 13.04 0.244 13.16 0.246
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4.3.2.5 Results

We compare our experimental measurements and numerical results using the dynamic
approach and the 17 million cell grid for three representative Reynolds number con-
ditions in Table 4.7. We discuss the main flow features in the following subsections.

Table 4.7 Experimental data vs CFD simulations. Dynamic approach, 17 million cells.

CFD simulation CFD/Experimental

Reynolds number Turb. model T [N] Q [Nm] ∆T (%) ∆Q (%)

24,099 Laminar 1.21 0.0280 -4.27 -4.76
24,099 k−ω + γ-Reθ 1.33 0.0299 5.22 1.70
61,539 k−ω + γ-Reθ 4.12 0.0828 -0.96 0.98

186,670 k−ω + γ-Reθ 13.16 0.246 -1.86 -2.92

Re=24,099

For the lowest Reynolds number, we initially performed a laminar simulation. Figure
4.10 shows a Q-criterion iso-surface that reveals, apart from the expected rotor vortex
system formed by pairs of root and tip vortices, vortex shedding towards the tip of the
blade. Table 4.7 shows that the laminar solver underestimates thrust and torque values
by under 5%. The results look promising, considering the absence of turbulence
models. At these Reynolds numbers, the vortex shedding pattern is likely to become
turbulent, so we rerun the simulation using the γ-Reθ transition model, even though
it was not clear if the transition model would work adequately for Reynolds numbers
as low as 24,000, as discussed in the previous chapter. The results show that the
separated boundary layer undergoes transition, but the production of turbulent kinetic
energy is not fast enough to produce boundary layer reattachment before the trailing
edge. However, since the transition model calibration arises from two-dimensional
boundary layer simulations, the reliability of the transition process predicted after
the trailing edge is at least doubtful. Using the γ-Reθ transition model, thrust and
torque are overpredicted by 5% and 2%, respectively. Even though the difference
with the experimental measurement is limited, the validity of this empirical transition
model could be compromised for these and especially for lower Reynolds numbers,
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Fig. 4.10 Q-criterion iso-surface coloured with velocity magnitude. Re=24,099.

as this model has been designed, tuned, and tested mainly for flat plate cases at
higher Reynolds numbers [112, 114]. The spatial and temporal resolution required
to accurately resolve the vortex-shedding and eventual transition to turbulence would
require a prohibitive cell count and time step dimension. However, the laminar solver
could become an attractive option to compute the performance of blades in the lower
range of the very-low-Reynolds number regime (104 −105), as, in these conditions,
the effects of turbulence in the averaged flow are modest and confined to the suction
side of the outboard sections of the blade presenting the highest Reynolds numbers.
As shown in Chapter 3, at Reynolds numbers 23,000, the performance computed
with the laminar solver matches well experimental data below angles of attack of
5 degrees. Reduced order models shown in the following section predict angles of
attack below this value for all the blade span, supporting Navier-Stokes evaluations at
this Reynolds number falling between the ultra-low and very-low Reynolds number
regimes.
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Re=61,539

We chose to perform a numerical experiment at this Reynolds number because we
expected to find a laminar behavior in the inner region of the blade and transition
toward the tip. Transition models such as the γ-Reθ model are highly empirical,
and their calibration relies mainly on 2D boundary layer simulations. Nevertheless,
they should identify the main transition mechanisms. Separation usually triggers
the transition at these Reynolds numbers, as shown by [206, 83] for the SD7003
airfoil using scale-resolving simulations. If separation-induced transition is captured,
they should also detect the separation bubbles formed after the reattachment of
the boundary layer due to the increased near-wall momentum of the now turbulent
boundary layer. Figures 4.11a and 4.11b show different wall quantities that could
help identify the presence of a separation bubble on the suction side of the blade.
The separated flow region followed by a rise in intermittency suggests the formation
of a separation bubble as corroborated by the streamlines shown in Figure 4.11c,
which we computed using the velocity expressed in the rotating reference frame.
Apart from the expected recirculation, one can notice a velocity component directed
toward the blade tip. That is due to the lack of centripetal forces when the wall shear
stress is low, and its effect is producing a spiral motion towards the blade tip in the
streamlines trapped inside the separation bubble.

Re=186,670

This value of the Reynolds number is the largest in the experimental matrix. In
this case, transition is expected, though it is not necessarily separation-induced but
likely also natural, as the local Reynolds number is almost 200,000 in the outer
part of the blade. Figure 4.12 shows a separated region with posterior transition,
characterized by a rise in the wall intermittency, between 50% and 60% of the
blade span. Separation is no longer present for larger radial coordinates, but natural
transition still occurs due to the higher Reynolds numbers. It is clear how when
transition is separation-induced, the rise in wall intermittency is much more vigorous
than when transition occurs through the natural mechanism. Furthermore, towards
the tip, possibly due to the large relative thickness of the airfoil’s leading edge and
the influence of the rolling tip vortices, we can notice a separation again, followed by



154 Experimental Validation of Hovering Rotor Performance prediction

(a) Chordwise component of the Wall shear stress

(b) Wall intermittency

(c) Streamlines illustrating the separation bubble.

Fig. 4.11 Near blade fluid flow characteristics. Re=61,539

a noticeable increase in wall shear stress indicating a short, leading-edge separation
bubble.



4.3 CFD simulations: Tmotor 15"x5" 155

(a) Chordwise component of the Wall shear stress

(b) Wall intermittency

Fig. 4.12 Near blade fluid flow characteristics. Re=186,670

4.3.3 Dettached Eddy Simulations

This section presents Delayed Detached Eddy Simulations (DDES) for the highest
Reynolds number conditions to confirm the numerical results obtained with the
RANS methodology. Attempts were made to include the transition model. However,
the simulation presented instabilities that possibly are related to the interaction
of the subgrid-scale model and the transition model in regions with insufficient
grid resolution. We performed two DDES simulations using the hybrid third-order
CD/MUSCL with a blending factor 0.15.
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Fig. 4.13 Q-criterion iso-surface colored with velocity magnitude. Re=186,860.

Fig. 4.14 velocity magnitude with line convolution integrals of the velocity direction projected
on the plane z=0. Re=186,670.

An initial simulation was performed using a 15 million grid similar to that used
for the RANS simulations. In this simulation, the k−ω DDES model [136] was used
to objectively compare the effects of resolving scales. We initialized the solution
with 8 revolutions with a time-step equivalent to 2.5 degrees per iteration and then
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performed another 8 revolutions with a time step that allows a 0.5 degrees rotation
per temporal iteration. Dual time stepping is performed with 10 inner iterations.

A second DDES was performed following some of the guidelines presented by
Ventura Díaz and Yoon [212, 213] validated for several rotor flows using DDES
Spalart-Allmaras [193] turbulence. The near-body grid was maintained, but the wake
region was refined to achieve a global cell count of 32 million. The time-stepping
strategy was maintained, but the last revolutions were performed with a time step
equivalent to 0.3 degrees per temporal iteration to increase time resolution. In this
case, the dual time stepping is performed with an adaptive number of inner iterations,
ensuring the continuity residual drops at least two orders of magnitude.

Table 4.8 Integral loads on the rotor predicted by Detached Eddy Simulations. Re=186,870.

DES Approach Mean Thrust (N) Mean Torque (Nm)

k−ω SST DDES 12.92 0.2414
SA DDES 13.08 0.2437

Table 4.8 presents the integral loads on the rotor predicted by the aforementioned
DDES approaches. Differences are around 1% and close to the values predicted
in section 4.3.2 with the RANS approach. On the other hand, Figures 4.15, 4.16,
4.17 and 4.18 show how the wake region is drastically different from that obtained
in a RANS simulation shown in Figures 4.13 and 4.14 with well defined helical
tip and root vortex structures. Also, the velocity field is symmetric and coherent,
radically different from both scale-resolving simulations. DES simulations show how
secondary braids start to coil around the main vortices. The results are qualitatively
in line with those shown by Ventura-Díaz [212] for a small-scale DJI Phantom 3.
The SA turbulence DDES has a finer grid resolution, and therefore, more structures
are being resolved, as shown in Figure 4.18.

4.4 Reduced Order Models: Tmotor 15"x5"

This section presents the application of the reduced order models implemented in the
code ROT8, described in Chapter 2, to the Tmotor 15"x5" in the conditions previously
analyzed with the CFD model. These models require an airfoil aerodynamic database
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Fig. 4.15 Q-criterion iso-surface colored with velocity magnitude. Re=186,670. DDES
k−ω .

Fig. 4.16 velocity magnitude with line convolution integrals of the velocity direction projected
on the plane z=0. Re=186,670. DDES k−ω .

to compute the rotor loads. Different polars have been calculated using XFOIL and
CFD, following the guidelines presented and validated in Chapter 3.
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Fig. 4.17 Q-criterion iso-surface colored with velocity magnitude. Re=186,670. DDES
Spalart-Allmaras.

Fig. 4.18 velocity magnitude with line convolution integrals of the velocity direction projected
on the plane z=0. Re=186,670. DDES Spalart-Allmaras.



160 Experimental Validation of Hovering Rotor Performance prediction

4.4.1 Airfoil Database

The radial discretization must be fine enough to capture variations in camber and
thickness distributions to ensure reasonably accurate interpolation. Therefore, we
propose discretizing the blade geometry using five sections at a normalized radial
position of 0.28, 0.53, 0.78, 0.91, and 0.99. Table 4.9 shows the interpolation
strategies between these stations.

Table 4.9 Interpolation strategy between airfoil polars in the aerodynamic database.

r/R Initial Airfoil Final Airfoil Interpolation

0.15<r/R<0.28 28% 28% Constant
0.28<r/R<0.53 28% 53% Linear
0.53<r/R<0.78 53% 78% Linear
0.78<r/R<0.91 78% 91% Linear
0.91<r/R<99 91% 99% Linear
0.99<r/R<1 99% 99% Constant

Figure 4.19 demonstrates clear non-linearities in the aerodynamic efficiency of
the airfoils, which arise from the reattachment of the flow forming a separation
bubble. It is also evident that the efficiency drops by one order of magnitude between
the highest and lowest Reynolds numbers.

Figure 4.20 illustrates that the airfoils’ camber decreases as the radial coordinate
increases, and thickness initially decreases before growing again near the tip. This
trend is consistent with the value of aerodynamic efficiency, which drops by a
factor of three when comparing the inboard and tip airfoils. Figure 4.21 shows
an example of a separation bubble forming on the suction side of the airfoil. The
capability to reproduce these separation bubbles is crucial, as their presence generates
a transitional ramp in the polar of the airfoils, as described in [183]. The ramp causes
the drag coefficient to scale linearly with the lift coefficient instead of the typical
parabolic scaling observed at higher Reynolds numbers. Such a behavior highlights
the importance of including a transition model capable of capturing separation
bubbles, as demonstrated in [125, 39]. Reduced-order models, such as the blade
element method, use aerodynamic databases in the literature that mostly employ
XFOIL [75] or similar codes based on the panel method to compute airfoil polars.
Considering their computational cost, those codes can achieve impressive accuracy,
as shown in [84, 206], which contain comparisons of XFOIL calculations with
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(a) r/R=0.28 (b) r/R=0.53

(c) r/R=0.78 (d) r/R=0.91

(e) r/R=0.99

Fig. 4.19 Aerodynamic efficiency at different radial stations, Reynolds number and angles of
attack calculated using CFD.

implicit large-eddy simulations. CFD and XFOIL results will be similar if the flow is
attached and steady. Both include a transition model, and the integral boundary layer
method embedded in XFOIL is accurate in these cases. However, XFOIL and CFD
calculations may differ significantly if the flow separates without reattaching in the
form of an LSB. This scenario is typical at very-low and ultra-low Reynolds numbers,



162 Experimental Validation of Hovering Rotor Performance prediction

(a) r/R=0.28 (b) r/R=0.53

(c) r/R=0.78 (d) r/R=0.91

(e) r/R=0.99

Fig. 4.20 Airfoil shape and mesh at 0º angle of attack for polar computation on the five
selected blade sections.

as shown in [70]. For Reynolds numbers below 15,000, we used a laminar model.
Above this value, we adopted the k−ω SST turbulence model [135] in combination
with the γ-Reθ transition model [114]. The decision to perform laminar simulations
for the lowest Reynolds numbers is because, for ultra-low Reynolds numbers, a
laminar, separated, unstable regime arises that generate high lift due to the reduced
pressure connected with the high velocities associated with vortex emission as shown
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in the previous Chapter. The transition model may dampen or not capture this regime,
especially for higher angles of attack, where this highly empirical model predicts
an early transition for Reynolds numbers as low as 3000. Figure 4.20 shows refined
grids around the airfoils that combine a polyhedral grid with a prism layer grid
near the airfoil to capture the strong wall-normal gradients present in the boundary
layer. The y+ has been maintained below 0.1 to ensure the adequate performance
of the transition model. Time-accurate simulations have been performed to capture
unsteady flow features such as vortex shedding, typically present at low Reynolds
numbers. The time-step has been set to 0.01 convective turnovers sufficient to capture
vortex shedding in ultra-low Reynolds number flows, and an ambient turbulence
production term is used to prevent the freestream turbulence intensity from dropping
below 0.0003, as discussed in Chapter 3. The Mach number is fixed at 0.2. The
computational approach follows the rest of the guidelines presented in Chapter 3.

We have also computed an aerodynamic database using XFOIL to assess if the
extra computational cost required to compute the CFD airfoil database is justified.
Figure 4.22 shows the aerodynamic efficiency for different angles of attack obtained
using XFOIL. We selected a critical exponent for the eN transition model of 8
following the analysis performed by [84]. We can appreciate how the major trends in
the effect of the Reynolds numbers found in CFD simulations are also captured with
XFOIL. However, noticeable differences exist, especially in the outer and innermost
stations. For higher Reynolds numbers, XFOIL overpredicts the efficiency of the
airfoils. This discrepancy may be associated with the finite trailing edge generating
a separated region that XFOIL cannot accurately model. On the other hand, for the
lowest Reynolds numbers, XFOIL predicts very low efficiencies. This is associated
with a laminar separation of the boundary layer without reattachment. In these
cases, unsteady Navier-Stokes simulations capture a vortex-shedding regime over
the airfoil’s suction side, improving the aerodynamic efficiency. As discussed in the
previous Chapter, XFOIL cannot model this phenomenon accurately.

4.4.2 ROM Performance comparison

Figure 4.23 illustrates a local comparison between the thrust and torque per unit
length predicted by the reduced-order models (ROMs) using the CFD-based polar
and the rotor CFD simulations. Table 4.10 includes the integral values of thrust and
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Fig. 4.21 Velocity magnitude of the flow around the airfoil at 53% of the radial coordinate at
a Reynolds number of 90,000 at an angle of attack of 4º.

torque and the experimental results reported in [177]. The numerical data agree with
the measured values, with errors below 10% for all fidelity approaches.

When comparing the results along the radial coordinate, it is observed that the
blade element method (BEM) tends to overestimate the local thrust for intermediate
blade positions, which may be associated with underestimated inflow angles. On the
other hand, the Free Vortex Wake (FVW) approach shows a better local agreement
but still overestimates the thrust and torque toward the tip region compared to the
CFD results. The Vortex Particle Method (VPM) shows less overestimation in the tip
region compared to the free vortex wake approach. This is likely due to the particulate
nature of the VPM, which allows a better representation of the induced flow near
the tip. In addition, the VPM approach provides improved performance predictions,
particularly at lower Reynolds numbers, making it a valuable option for MAV’s
propulsive systems. In the FVW and VPM models, an inflection point in the local
thrust distribution is found at around 80% of the radial coordinate. This inflection
point relates to the tip vortex emitted from the opposite blade, passing under the
original blade for the first time. Only CFD, NLL-FVW, and VPM, which model
the evolution of the wake, can capture this feature. This capability is significant
in hovering simulations, where the passage of the first vortex is much closer to the
blade than in cases with high inflow velocities. We can also appreciate how the
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(a) r/R=0.28 (b) r/R=0.53

(c) r/R=0.78 (d) r/R=0.91

(e) r/R=0.99

Fig. 4.22 Aerodynamic efficiency at different radial stations, Reynolds number and angles of
attack calculated using XFOIL.

tip-loss correction is slightly too aggressive near the tip, decreasing the local thrust
and torque compared to CFD data.

It is also worth noting that Table 4.10 illustrates that the computational cost of
the performance calculation increases significantly as the fidelity of the approach is
improved. On the other hand, enhancing the accuracy of the integral performance of
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(a) Re=24,099 (b) Re=24,099

(c) Re=61,539 (d) Re=61,539

(e) Re=186,670 (f) Re=186,670

Fig. 4.23 Thrust and torque radial distributions for different Reynolds numbers using the
CFD-based polar for the Reduced Order Models.

the blade is relatively limited. However, this should not be taken as an indication of
an overall trend as the cancellation of errors seen in Figure 4.23 for the BEM might
not extend to other geometries or operating conditions.
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Table 4.10 Comparison of numerical approaches to compute rotor performance at different
Reynolds numbers.

BEM NLL-FVW VPM CFD Experimental

Re T [N] Q [Nm] T [N] Q [Nm] T [N] Q [Nm] T [N] Q [Nm] T [N] Q [Nm]

24,099 1.19 0.029 1.21 0.0307 1.27 0.0310 1.33 0.030 1.26 0.029
61,539 4.18 0.082 3.95 0.0848 3.92 0.083 4.12 0.083 4.16 0.082

186,670 13.80 0.236 13.55 0.248 12.71 0.245 13.16 0.0246 13.41 0.253

CPU-h 0.0003 0.5 28 2000 -

4.4.3 Influence of the 2D airfoil aerodynamic database

In section 4.4.1, we presented two aerodynamic databases for different airfoils sec-
tions forming the Tmotor 15"x5" blade. Table 4.11 compares thrust and torque
relative to the experimental values using both aerodynamic databases. We can ap-
preciate that for the highest Reynolds numbers, the thrust and torque are slightly
higher using all ROMs, but the BEM seems more affected by the change in Polar.
The results at a Reynolds number of 61,539 are almost identical, with no clear
trends. On the other hand, for the lowest Reynolds number, we can appreciate an
evident underestimation of thrust and torque values using all three ROMs. This is a
consequence of the drop in the lift coefficient due to laminar separation without reat-
tachment discussed in section 4.4.1. Compared to the experimental data, the mean
discrepancies using a CFD polar seem less sensitive to the Reynolds numbers than
XFOIL. Morgado [141] did not appreciate a significant improvement in using CFD
to compute the polars compared to XFOIL for a Reynolds number of 200,000. For
our highest Reynolds number, around 200,000, we detect slight overestimations of
the thrust, possibly associated with the thick trailing edges of the airfoils composing
this blade, but the overall trends are captured adequately. For lower Reynolds num-
bers, when separation regions become important, using a time-accurate transitional
URANS approach becomes advantageous to improve small-scale rotor performance
predictions.

Figure 4.24 shows the local thrust and torque per unit length comparing the
Vortex Particle Method using XFOIL-based and CFD-based polars with 3D rotor
CFD simulations. For the highest Reynolds number, 187,000, we can appreciate
how, in the tip region where the chord-based local Reynolds number is high, the
XFOIL-based polar overestimates the CFD-based one. At around 50% of the radial
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coordinate, both predictions are equal, and for the innermost stations, the XFOIL-
based polar underestimates the CFD-based polar. For Reynolds 62,000, the local
thrust per unit length is underestimated with the XFOIL-based polar for the whole
span of the blade, and this effect is exacerbated for the lowest Reynolds numbers.
Overall, the CFD-based polars seem to adequately capture the local thrust distribu-
tions obtained in the 3D CFD simulations for all Reynolds numbers, improving the
predictions done with the XFOIL-based polar for all the tested conditions.

Table 4.11 Comparison of ROMs performance predictions with respect to experimental data
[177] using different airfoil aerodynamic databases.

BEM NLL-FVW VPM Mean Values

Re-Polar ∆ T [%] ∆Q [%] ∆T [%] ∆Q [%] ∆T [%] ∆Q [%] ∆T [%] ∆Q [%]

24,099-CFD -5.5 0.0 -4.0 5.9 0.8 6.9 -2.9 4.3
24,099-XFOIL -24.9 -10.3 -24.1 -7.6 -19.0 -8.3 -22.7 -8.7
61,539-CFD 0.5 0.0 -5.0 3.4 -5.8 1.2 -3.4 1.5

61,539-XFOIL -1.2 1.2 -6.0 0.6 -9.5 -0.5 -5.6 0.4
186,670-CFD 2.9 -6.7 1.0 -2.0 -5.1 -3.2 -0.4 -4.0

186,670-XFOIL 12.2 2.4 5.4 2.0 -3.4 0.0 4.73 1.5

Figure 4.25 shows the pressure coefficient obtained at the 78% radial station in
the CFD simulation at the highest Reynolds number, compared with those obtained
with the CFD-based polar and XFOIL-based polar at an angle of attack of 2 degrees.
This value was selected to match the suction peak in the CFD simulation looking at
the CFD-based polar. We can observe how the agreement between the CFD-based
2D polar and the 3D pressure distributions is satisfactory, apart from a delayed
transition of the 2D simulations characterized by the pressure recovery. On the other
hand, we can see how XFOIL is slightly overpredicting the suction and pressure
distributions, which will increase the lift coefficient overall. This is possibly related to
the rounded and finite trailing edges these airfoils possess. XFOIL predicts transition
at a congruent position compared with the CFD-based polar. The earlier transition
observed in the CFD simulation is associated with higher freestream turbulence
intensity near the rotor leading edge. We can appreciate how a 2D CFD polar,
computed at a higher freestream turbulence intensity, allows the correct prediction
of the pressure distribution revealed by the 3D rotor CFD simulation. Figure 4.26
shows how these higher values are induced by the close passage of the tip vortices
generated by the opposite blade. Apart from this effect, we can appreciate how
with an accurate 2D database and precise induction predictions, lifting-line-based
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(a) Re=24,099 (b) Re=24,099

(c) Re=61,539 (d) Re=61,539

(e) Re=186,670 (f) Re=186,670

Fig. 4.24 Thrust and torque radial distributions for different Reynolds numbers comparing the
Vortex Particle Method using CFD-based and XFOIL-based polars with CFD simulations.

reduced order models can accurately predict loads locally and integrally and local
blade surface characteristics.

Regarding computational cost, an XFOIL computed polar takes around 10 min-
utes on a standard laptop. This is negligible compared to a time-accurate CFD-based
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Fig. 4.25 Pressure coefficient at Reynolds 180,000 from CFD-based polar and XFOIL polar
compared with the 78% radial station in the 3D CFD simulation.

Fig. 4.26 Turbulence intensity isosurface at Tu=0.01. Reynolds number 186,670.

polar, which takes around 4,000 CPU hours using 32 cores of an Intel Xeon Scalable
Processors Gold 6130 2.10 GHz. It is worth mentioning that the computational cost
of the polar is comparable to a full 3D rotor simulation. This cost would be higher
if the effects of compressibility were included in the polar by computing all airfoil
sections for different Mach numbers.
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4.5 Machine Learning Model for rotor performance
estimation

The aim of this model is to obtain a preliminary rotor performance using input front
and top images of rotors. For this purpose, the propeller database of the University
of Illinois at Urbana-Champaign (UIUC) [33] was used. Around 120 propellers
were experimentally tested and precisely photographed in its two first volumes. A
Machine Learning (ML) model was trained using as inputs post-processed data
from the original rotor images present in the database to match thrust and torque
coefficients.

Propeller performance depends on several operational and geometrical parame-
ters, among which the most important are the chord and twist distributions, airfoil
employed, diameter, sweep, surface roughness, and angular velocity. Performing
a simplified dimensional analysis neglecting sweep and roughness, the thrust and
torque coefficient results to depend only on the Reynolds number, Mach number,
non-dimensional twist, chord distributions, and the airfoil employed at each radial
station. In fact, at the scale of propellers and rotors that we are dealing with, of
only a few inches in diameter, the Mach number effects are typically negligible, and
the Reynolds number will be relevant, especially for the smaller propellers. These
simplifications imply that the coefficient mainly depends on the chord, twist, and
airfoil radial distribution. It is possible to perform an approximation of chord and
twist distributions using as an input the front and top views of the propellers, as done,
for example, by the open-source software PropellerScanner by Martin Hepperle.
Unfortunately, no information can be obtained from the images regarding the airfoil
distribution. This is the biggest limitation of this approach. Figure 4.27 summarizes
the methodology employed to extract the relevant features from the images and the
use of these to train the model.

Propeller images were post-processed to estimate the chord and twist in 17
different radial positions, and this was considered our input data. The variables
predicted by the ML model are the thrust and torque coefficients obtained from the
UIUC propeller database. The Gaussian Process Regression models provided the
best validation metrics using k-fold validation, which we employed to avoid data
loss considering the small database. The most performing GPR model, employing
a 5/2 Matern kernel, obtained an R-squared value of 0.88 and a root-mean-square
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Fig. 4.27 Machine Learning approach to compute thrust and torque coefficients.

error of 0.0072. A plot showing the validation predicted against the actual value is
shown in 4.28 for the thrust coefficients.

Fig. 4.28 Thrust coefficient (using UIUC’s definition) validation of a Matern 5/2 Kernel GPR
model using k-fold validation for volume-1 propellers.

This module offers the possibility of performing almost instant thrust and torque
coefficient predictions simply by uploading front and side view images of the rotor.

Two random rotors that were not part of the training set and that have associated
experimental and numerical work have been tested to analyze the fidelity of the
predictions. These are the Tmotor 15"x5" rotor and Delft Aerocoustic Benchmark
blades shown in Figure 4.29. These blades have been extensively studied experi-
mentally and numerically in the previous section and in [53] respectively. Table
4.12 compares the GPR predictions of the thrust and power coefficients for these
blades hovering at 4000 rpm with the available experimental and numerical data.
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It is interesting how, starting from an image, this machine-learning technique can
predict the order of magnitude of the performance coefficients of the blade with max-
imum errors below 20% compared to experiments and around 10 % if we consider
numerical results.

(a) Tmotor 15"x5" cf (b) TU Delft Aeroacoustic Benchmark [53]

Fig. 4.29 Input geometries for Gaussian Process Regression model predictions.

Table 4.12 GPR model predictions of Tmotor 15"x5" and Delft Benchmark blades compared
to CFD and experimental data. CFD and experimental data obtained is obtained from [49]
for the Tmotor 15"x5" blade and from [53] for the Delft Benchmark blades.

CFD Experimental GPR model

Blade CT CP CT CP CT CP

Tmotor 15"x5" 0.00895 0.000879 0.00919 0.000912 0.01019 0.000838
TU Delft 0.0165 0.00232 0.0148 0.00206 0.0166 0.00246

4.6 CFD simulations: Q4L UAS

Fig. 4.30 Numerical setup of the complete quadcopter.

We have already confirmed the accuracy of the rotation model and are now
utilizing it to run simulations on the quadrotor. To evaluate the impact on the
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Fig. 4.31 Grid around the complete quadcopter.

(a) Four rotors configuration: weak rotor-rotor
interaction plane.

(b) Four rotors configuration: strong rotor-rotor
interaction plane.

(c) Symmetry boundary conditions: weak rotor-
rotor interaction plane.

(d) Symmetry boundary conditions: strong rotor-
rotor interaction plane.

Fig. 4.32 Q-criterion coloured with Mach number around the quadcopter including experi-
mental fixture.

thrust coefficient due to rotor-rotor interactions, we created a basic CAD model that
aligns with the Q4L quadcopter. This UAS has four Tmotor 15’x5’ rotors tested
in the previous section. The numerical setup is illustrated in Figure 4.30. For the
highest Reynolds number case (Re=181,410,Figure 4.1a), we conducted a simulation



4.6 CFD simulations: Q4L UAS 175

using four rotors, each with its own experimentally measured rotation speed. This
Reynolds number is determined by combining the average RPM from Table 4.13
with a temperature of 233.8 K and a pressure of 98,280 Pa. Our results serve as a
reference solution, which we will compare with results obtained using a single rotor
with symmetry boundary conditions.

In simulations where symmetry boundary conditions are used, the rotation speed
of the single rotor is determined by taking the root-mean-square of the four rotation
rates listed in Table 4.13. The mesh surrounding the entire quadcopter, which consists
of 46 million cells, is shown in Figure 4.31. The simulation that uses symmetry
boundary conditions has a grid with only one-quarter the number of cells as the
four-rotor case. This simulation setup is similar to the isolated rotor simulations
discussed in the previous chapter.

This study observed that the symmetry boundary condition simulations produced
almost identical results, as shown in Table 4.14 and Figure 4.32. This was observed
even though the physical problem was not the same due to slightly different rotation
rates. Our findings suggest that the symmetry boundary condition slightly dampens
rotor-rotor interactions at this separation distance, reducing vortex breakdown. How-
ever, it did not significantly affect the thrust value, and using the symmetry boundary
conditions resulted in a 4x reduction in simulation time and memory requirements.

Notably, the rotor-rotor interactions are stronger in the inter-rotor regions when
the blade tip rotates from the vehicle’s center outwards, as shown in Figure 4.32.
The flow visualizations presented in Figures 4.32b and 4.32d represent the same
situation as Figures 4.32a and 4.32c, respectively, but rotated by 90° to emphasize
the different planes of interaction. Figure 4.33 depicts how counter-rotating vertical
vortices are created in the inter-rotor region near the smallest tip clearance location.

It is interesting to note that these vortices only appear in the previously defined
strong rotor-rotor interaction planes. Notably, these vortices are responsible for the
enhanced breakdown of the rotor tip vortices seen in Figure 4.32. Based on Schenk’s
observations, as mentioned in [180], two counter-rotating isolated rotors induce a
local upwash current in the inter-rotor regions following the direction the tips move.
The four rotors on a quadcopter create a vortex system that generates a current
toward the center of the device. These currents move in the same direction when the
rotors move toward the body, but when they move away from the body, the induced
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currents oppose each other. We suggest that this is what causes the formation of
vortices. However, more research is needed to understand this instability fully.

Fig. 4.33 Vorticity magnitude in a horizontal plane x=0.02m.

To assess the effects of rotor-rotor and rotor-body interactions on the integral
vertical force on the quadrotor, we computed the thrust coefficient using the average
rotation speed for the complete vehicle. Then, we compare it to the corresponding
isolated rotor at the closest Reynolds number. Equation (4.1) shows the relation to
calculate the download factor, which considers the overall decrease in the axial force
of a quadcopter due to the interaction between rotors and airframe.

Table 4.13 Rotation rates of the four rotors in the full quadcopter configuration.

RPM Rotor 1 RPM Rotor 2 RPM Rotor 3 RPM Rotor 4 Mean RPM RMS RPM

4338 4310 4388 4316 4338 4338

DL =
4CTrotor −CTUAS

4CTrotor

(4.1)

The Reynolds number conditions for the isolated rotor (Re=186,670) and quad-
copter (Re=181,410) are similar, making it possible to compare their thrust coef-
ficients. The numerically computed download factor is 4.5%, slightly higher than
the experimental value of 3%, which could be due to the lack of resolution in the
boundary layer and wake behind the quadcopter’s arms and body, or the difficulty
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Table 4.14 Comparison between experimental and numerical approaches to compute the
quadcopter thrust.

Symmetry Condition Full Quadcopter Experimental

Mean RPM 4 x Thrust [N] Thrust [N] Thrust [N]

4338 42.72 42.65 44.2

in accurately predicting drag values in separated flows using RANS turbulence
modeling. Other possible reasons for the discrepancies include minor geometrical
simplifications in the numerical model, particularly in some airframe details.

4.7 Discussion

We conducted a study that assessed the effectiveness of various methods in calcu-
lating rotor performance during hovering conditions. These methods range from
Blade Element Momentum calculations to Detached Eddy Simulations. Our find-
ings indicate that the cost of these methods can vary greatly, with relatively minor
improvements in the prediction of experimental results. Depending on the intended
use, more expensive models may be necessary.

We used CFD simulations to develop a protocol that accurately describes low
Reynolds number effects. Our simulations showed that the γ-Reθ transition model,
calibrated according to [114], produced satisfactory results for Reynolds numbers
between 60,000 and 200,000. However, for Reynolds numbers 20,000, the perfor-
mance predictions with the transition model started to deviate from the experimental
results. Using a laminar solver to compute rotor performances may be beneficial in
such cases.

We validated CFD simulations using experimental data and found that they agreed
well across all Reynolds numbers. Our accurate replication of the experimental
results was made possible by using localized meshing strategies, incorporating the
experimental device into the geometric model, and obtaining precise blade geometry
through 3D optical scanning. Although the differences caused by these aspects
were individually minor, they could accumulate and result in errors when assessed
integrally.
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The Moving Reference Frame approach has been validated for rotor simulation
during hovering. It is an interesting approach because it reduces computational costs
by about ten times compared to the dynamic approach while maintaining reasonable
accuracy. Reducing computational costs can enable CFD simulation in optimization
and design activities. As a result, it would be possible to design rotor geometries that
maximize performance and minimize the negative impact of low Reynolds number
effects.

We assessed the impact of performing Delayed Detached Eddy (DDES) Simula-
tions at the highest Reynolds number conditions. The wake disposition presented
differs, showing much smaller braids coiling around the original tip and hub vortices.
Two different DDES were performed, one using a k−ω SST turbulence model on a
grid with similar resolutions as used in the RANS simulations and another using a
Spalart-Allmaras DDES approach with a finer resolution. Despite the different wake
structures, the differences in the performance coefficients are below 1%.

We conducted full rotorcraft simulations, agreeing satisfactorily with the experi-
mentally measured thrust values. We noted a slight overestimate of the download
factor compared to the experimentally computed value, possibly due to a lack of grid
resolution in the wake of the UAS arms and the loss of fidelity of RANS turbulence
models when dealing with large flow separations.

Regarding reduced-order models, we assessed the effect of the aerodynamic
database. The XFOIL-based polar errors are more sensitive to the Reynolds number
for this rotor, producing large underestimations of thrust and torque for the lowest
Reynolds numbers. XFOIL is unable to reproduce accurately flows with moderately
separated regions. This is especially critical for finite trailing edge airfoils, typically
employed in small-scale blades for manufacturing limitations. For the highest
Reynolds numbers, the lift coefficient is slightly overestimated. This effect is not
fully translated into the thrust predictions as the Reynolds numbers towards the root
are still relatively small, and the thrust is underpredicted. The CFD-based polar
provides consistent local and integral performance predictions for a wide range of
Reynolds numbers for the tested rotor and operating conditions. Furthermore, the
CFD-based polar has proven able to predict the pressure distributions recovered in
the rotor CFD simulation, supporting the use of strip theory for the load calculations.
Differences in the boundary layer state between 2D and 3D simulations are caused
by the increased levels of leading-edge turbulence intensity due to the effect of the
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wake and tip vortex. This influence on the pressure distribution is also a reminder of
the importance of using transition modeling in CFD simulations to compute rotor
loads in this range of Reynolds numbers accurately.

Regarding the performance predictions of the reduced order models, the FVW
and VPM techniques appear to be a reasonable compromise between accuracy and
computational cost, as they provide a better agreement in the local distribution of
the thrust compared to the Blade Element Momentum Method due to their explicit
wake modeling. Both codes have the advantage of being meshless and not suffering
from Courant-Friedrichs-Lewy (CFL) restrictions, significantly reducing the compu-
tational cost. In particular, the VPM is preferable when it is necessary to account
for wake mixing or when the connectivity of vortex structures is difficult to afford.
In addition, it can be used with variable fidelity as the number of vortex particles
can be adjusted, making it a valuable tool for design applications. Furthermore, the
VPM approach seems to capture better the low Reynolds number effects on the wake
due to accurate modeling of vortex particle strength diffusion compared with the
simplified Lamb-Oseen approach to model this phenomenon in the FVW approach.

A data-driven model has been developed to obtain fast reduced fidelity estimation
of rotor performance. We used a Gaussian process regression model trained with
experimental data from the UIUC database, including over-rotor 120 geometries.
The inputs of our model are frontal and lateral images of the rotor, and the output is
the thrust and torque predictions. We tested this approach in two rotors not present
in the database showing maximum errors between 10 and 20%.

While CFD is quite expensive for design applications, it is a powerful tool for
validation activities where the experimental setup’s influence must be considered.
It also allows us to understand the physical phenomena behind rotor performance
and provide the necessary information to develop corrections for the previously
mentioned ROMs. Its use is mandatory when investigating exotic design conditions,
such as those on Mars or high-altitude aerodynamics, where three-dimensional and
compressibility effects can become significant due to the unique combination of
low Reynolds and high Mach numbers. Even though compressibility effects on the
loading can partially be considered through the airfoil polar, the incompressible
formulation of the vortex methods will limit the fidelity of these approaches at high
Mach numbers.



Chapter 5

Ultra-Low Reynolds Number Rotor
Aerodynamics: Design and
Optimization

This chapter includes the partial content of the papers:

• M. Carreño Ruiz and D. D’Ambrosio. Aerodynamic optimization and analysis
of quadrotor blades operating in the Martian atmosphere. Aerospace Science
and Technology, 132:108047, 2023

• M. Carreño Ruiz and D. D’Ambrosio. Hybrid Fidelity Optimization of Effi-
cient Airfoils and Rotors in Ultra-Low Reynolds Numbers Conditions. In AIAA
SciTech 2023 Forum, National Harbor, MD, January 2023. AIAA-2023-0652

Martian aerodynamics is a current topic, and many space agencies aim to achieve
Martian flight. However, it is rare to find well-documented efficient blade geometries
and the optimization procedures employed to obtain them due to the recent interest in
this topic since the announcement of Ingenuity. In this work, we discuss an efficient
optimization strategy and obtain blade geometries that generate a thrust of 1.1 N
with minimal power consumption. This thrust level is approximately equivalent to
300g on Mars and thus would result in a quadcopter (4 rotors) with a mass budget of
around 1.2 kg. We also analyze the fact that, due to the reduced density, the weight
of the blades might not be negligible and, therefore, should be considered.
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Initially, we obtained the best-performing 2-bladed geometries using a multiob-
jective Genetic Algorithm (GA) using the Blade Element Momentum method as a
solver aiming to maximize efficiency and minimize weight while maintaining a thrust
level of 1.1 N. The BEM model uses as an airfoil the geometry PoliTO-2, shown in
Chapter 3. Reduced-order models are necessary, as optimizations employing full
Navier-Stokes CFD simulations are computationally expensive. Using the lessons
learned with the multiobjective optimization, we defined a single objective function
to allow a less computationally intensive optimization approach, in this case, to
find an optimal 3-bladed geometry. We perform Navier-Stokes simulations of both
optimal blades. Here, we also compare forces and moments with those obtained with
an in-house reduced-order model based on the BEM method to assess its prediction
capabilities. Then, we present a further refinement of the blade geometry obtained
in the previous Section using a 3D adjoint-based CFD optimization to enhance the
blade performance. Finally, we performed a Large Eddy Simulation (LES) of the
final blade geometry to assess the potential effects of turbulence on the performance
of these blades.

5.1 Methodology

5.1.1 BEM Blade optimization

The blade optimization uses a reduced order model, the BEM method described in
Chapter 2, looped into a genetic algorithm. The optimization is subject to a fixed
diameter of 0.4 m and a minimum thrust generation of 1.1 N. The atmospheric
conditions for our simulations are the average Mars atmospheric conditions reported
in Bézard [23], corresponding to a temperature of -63ºC and a pressure of 660 Pa.
The atmosphere is idealized as pure carbon dioxide. Such a choice affects the gas
constant value in BEM simulations and the fluid characteristics in CFD simulations.

5.1.1.1 Blade Parametrization

We parametrized both chord and twist distributions using an Akima spline interpola-
tion [4] with four degrees of freedom along the radial coordinate. The definition of
the control stations for the interpolation appears in Fig. 5.1. The fixed rotor diameter
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is 0.4 m. The chord at the root, c15%, located at 15% of the radial coordinate, has
been determined according to a non-overlapping condition, with a 25% margin, as
shown in equation 5.1.

c15% = 0.75 ·0.15Rsin(
2π

2N
) (5.1)

Fig. 5.1 Control stations on the blade for chord and twist distribution.

This choice is necessary so that optimization does not generate too wide chords
at the root to compensate for the small Reynolds number. The first three radial
stations allow chords ranging from c15% to c15% plus 10cm. None of the Pareto front
solutions shown in the following section reached the upper limit. The chord at the
tip allows values between 0 and c15%. It is worth noting that there are no explicit
limitations on manufacturing requirements, such as minimum thickness or maximum
solidities. However, except for the near-tip region that can achieve unrealistically
small thicknesses, they are implicitly considered in the parametrization in the rest
of the blade. This is caused by the fact that we consider a unique airfoil for the
whole blade. Realistic designs tend to present increased relative thicknesses towards
the tip to avoid structural and manufacturing issues. In this work, we focus on the
aerodynamic end of rotor design, but the developed approach is sufficiently general
to allow the inclusion of structural and manufacturing constraints.

In the twist distribution, we added a station at 90 percent of the radius to increase
the near-tip region resolution, where most of the blade thrust resides. In this case,
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we set the twist at the root at 5 degrees to have a flat suction side and allow a smooth
transition to the other blade, which occurs through a circular hub. The twist at the
tip has been fixed at 6 degrees, as it has shown to be an insensitive parameter in the
BEM optimization due to the tip loss correction introduced in the following section.
The 6-degree value is chosen because this is the value of the optimal angle of attack
of the airfoil at the tip Reynolds number. As the induction at the tip will drop to zero,
the local angle of attack and twist angle will be equivalent. The rest of the radial
stations are allowed to present a twist between 0 and 45 degrees.

5.1.1.2 BEM Solver Specifications

The BEM solver embedded in ROT8, described in Chapter 2, was used for this
optimization. The solver requires geometrical inputs to define the blade. These
inputs consist of the chord and twist radial distributions, with 8 degrees of freedom.
In this optimization activity, we also provide the rotation rate as a design parameter
so that the total number of design variables is nine. The rotation rate can vary
between 5000 to 8500 RPM. The upper limit is selected to keep the tip Mach number
below 0.8. The BEM performance is the fastest within the rotor design tools with
a computational cost of around 10−5 CPU hours. The speed and simplicity of this
code make it one of the most used for design applications. As we will show in the
next section, the introduced modifications in the code allow a satisfactory agreement
between CFD and BEM predictions, which is very interesting for design purposes,
considering the extremely cheap computational cost.

5.1.1.3 Genetic Algorithm: Single-objective and Multi-objective Optimization

We showed in a previous publication [46] that on Mars, it is necessary to consider
the mass of the blades in the optimization algorithm, as if the latter is not penalized,
large chord generation occurs near the root to compensate for the low Reynolds
numbers. This fact deteriorates the performance of the blades, whose weight is
not negligible compared to the thrust, and reduces the available mass budget. To
compute the mass of the blades, we assume Carbon Fiber as a material with a density
of 1600 kg/m3, and we evaluate the volume integrating the airfoils in the radial
direction. The calculation of the weight of the blades considers Martian gravity (3.72
m/s2). Initially, we propose a Multi-Objective Optimization (MOO) using a Genetic
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Algorithm (GA) with the objectives of power loading and blade weight on Mars.
The rationale for using a multi-objective approach in the first place is to understand
the morphology of the Pareto front and decide the trade-off between the objectives
after the optimization has been performed. The employed algorithm is gamultiobj
embedded in MATLAB [130]. This solver adopts an elitist genetic algorithm, a
variant of NSGA-II [68]. It selects 35% Pareto points from a total population of
2000 and evolved for 1000 generations. Table 5.1 summarizes the parameters and
settings that characterize the genetic algorithm.

Table 5.1 Multi-objective Genetic algorithm parameters.

Setting Value

Number of Variables 9
Population 2000
Mutation Adaptive Feasible

Cross-Over Rate 0.8
Pareto set Fraction 0.35

Generations 1000

Based on the multi-objective optimization results, we defined a single objective
function that allows a sweep of the Pareto front based on one parameter σw.

L =
T −σwWMars

P
(5.2)

Using the net thrust power loading (σw = 1) prevents the rotor from having too
large solidities that would be counterproductive because of their weight. However,
Ref.[46] shows how this correction results in large aspect ratios and very thin blades,
which could compromise the blade structurally. Selecting σw = 0 is equivalent to
performing a purely aerodynamic optimization resulting in large solidities. Section
5.2.2 shows how selecting σw = 0.5 trades off both effects, obtaining a balanced
geometry. The aforementioned single objective optimization approach, using the
genetic algorithm (ga) embedded in Matlab, is followed to design a three-bladed
rotor. Table 5.2 specifies the genetic algorithm settings. In this case, we used a
smaller population and number of generations. The result was used as an initial
condition for a gradient-based optimization to ensure the local optimality of the
solution. The algorithm employed was fmincon embedded in Matlab’s Optimization
toolbox.
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Table 5.2 Single-objective Genetic algorithm parameters.

Setting Value

Number of Variables 9
Population 200
Mutation Adaptive Feasible

Cross-Over Rate 0.8
Generations 100
Elite count 10

5.1.2 Navier-Stokes Evaluations

The mathematical model used in this simulation is the unsteady and compress-
ible Navier Stokes (NS) equations. The calculation of inviscid fluxes adopts a
second-order upwind reconstruction scheme combined with Roe’s scheme, while the
evaluation of viscous fluxes uses a second-order approximation detailed in Chapter
2. The simulations presented in this paper employ a second-order implicit time
integration scheme. Rotor rotation modeling follows the sliding mesh approach, in
which a rotating inner region flows within a static outer region. This approach uses
an AMI (Arbitrary Mesh Interface) algorithm. We initially performed ten revolutions
with a time step equivalent to 2.5 degrees per temporal iteration and four revolutions
with a time step corresponding to 0.25 degrees per temporal iteration. The latter time
step was used in [58, 229, 213] for Detached Eddy Simulations (DES) of several
rotors. It allows a reduction of the residual by more than three orders of magnitude
in 5 iterations of the internal solver per time step. The first revolutions with a larger
time step allow the flow to develop.

Figure 5.2 shows the computational domain of CFD simulations. The domain is
a cube with a lateral dimension of 25 rotor diameters and is large enough to avoid
wall interference for the simulated physical time.

5.1.2.1 Mesh

Figure 5.3 shows the computational grid. Refinement in the wake region allows the
capture of tip vortices and shear layers. This well-resolved region extends axially
for a diameter along the wake. The mesh resolution in this region is critical to
capture Blade Vortex Interactions (BVI), especially under hovering conditions, as



186 Ultra-Low Reynolds Number Rotor Aerodynamics: Design and Optimization

Fig. 5.2 Computational setup for the unsteady simulations.

evidenced in [97, 49]. A secondary wake refinement is also present for the following
five diameters, with four times lower resolution. A prismatic layer near the blade
surface allows the accurate capturing of the strong gradients near the wall. However,
the boundary layer is relatively thick at these low Reynolds numbers and requires
less intense mesh stretching. The grid has 15.6 million cells and corresponds to
the grid settings used to generate the medium grid shown in Sec. 5.1.2.2, where we
demonstrate the grid independence for the final blade simulations. Typical mesh
sizes appear in Table 5.3 for three different grids we used in the mesh independence
analysis presented in the following section.

Table 5.3 Rotor Grid settings.

Setting Coarse Grid Medium Grid Fine Grid

Target Surface Size (mm) 3.08 1.68 1.4
Minimum Surface Size (mm) 0.11 0.06 0.05
Volumetric Refinement (mm) 4.4 2.4 2

Prism Layers 16 16 16
Wall thickness (mm) 0.01 0.01 0.01

Prism Layer Thickness (mm) 6.6 3.6 3.0
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(a) Grid at plane z=0 m. (b) Detail of wake grid refinement.

(c) Blade surface grid. (d) Detail of the near-body grid at plane z=0.1 m.

Fig. 5.3 Computational Grid employed for the medium refinement.

5.1.2.2 Mesh Refinement Study

To prove the reliability of the numerical results, we present a grid-independence
study for the final adjoint refined 2-bladed rotor. We defined three grid levels: coarse,
medium, and fine. To obtain the second and third ones, we consistently reduced the
cell size in all settings starting from the coarse level. Table 5.4 reports a difference
of about 2% in the thrust between the coarse and medium levels. The difference
between the medium and fine levels is less than 0.3% for both thrust and torque.

Table 5.4 Grid refinement study using the Navier-Stokes solver at 7115 rpm.

Grid Nº Cells Thrust [N] Torque [Nm] T/P [N/W]

Coarse 7.1 Million 1.101 0.0408 0.0362
Medium 15.3 Million 1.123 0.0411 0.0367

Fine 21 Million 1.120 0.0410 0.0367

5.1.2.3 Large Eddy Simulation

In this ultra-low Reynolds number context, we may consider Navier-Stokes solutions
as scale-resolving simulations, which could approach Direct Numerical Simulations
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(DNS) with an adequate grid resolution. However, the default Navier-Stokes solver
embedded in STAR-CCM+ is just second-order accurate, which is inaccurate com-
pared with typical DNS solvers. In addition, the grid resolution is insufficient to
capture the small structures in the case transition to turbulence occurs. The solver’s
capability of precisely predicting rotor performance is closely related to the boundary
layer resolution and the flowfield organization during the first revolutions of the wake
due to the BVI. At these low Reynolds numbers (<14000), if the flow is attached, it
seems reasonable to work under the hypothesis that the boundary layer will remain
laminar as a separation-induced transition triggered by Kelvin-Helmholtz (K-H)
instabilities developing in the separated shear layer is the only transition mechanism
expected in the boundary layer. However, it is unclear if transition to turbulence in
the wake could affect the blade performance. For this purpose, we performed an LES
with a third-order central difference solver with a 15% upwind blending to stabilize
the solution, as shown in Chapter 3 for the airfoil case. This LES can be interpreted
as a Detached Eddy Simulation (DES), meaning that we are only attempting to have
an adequate grid resolution to capture transition in the wake as the boundary layer
on the designed blades is attached (Fig. 5.19) and, therefore, laminar. The selected
Sub-Grid Scale (SGS) model used is the Dynamic Smagorinsky model [88] applying
the modifications proposed by Lilly [121]. The LES simulations use a 21 million
cells grid with the same time-step settings as the Navier-Stokes simulations. We
chose these settings in agreement with the DES simulations of rotor flows presented
in [213, 229] and should allow a sufficient temporal resolution to capture eventual
vortical structures occurring on the wake.

5.1.3 Navier-Stokes Adjoint Rotor optimization

The steady adjoint solver settings are similar to those used for the airfoil optimization
presented in Chapter 3. Exceptions are the definition of the control points, shown in
Fig. 5.13, which have an offset of 5 mm from the surface, and the definition of the
objective function, which is defined as follows:

X =
T 3/2

Q
(5.3)

This function allows simulations with constant rotation rates, ensuring that even
if the blade thrust decreases, the rotation rate can be increased, improving the blades’
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power consumption. This approach noticeably accelerates the convergence of the
Navier-Stokes equations solutions without the need to adjust the rotation rate at each
iteration. Control points are free to move in the tangential and axial directions but
not in the radial direction to avoid rotors with larger diameters. This way, airfoil
geometry, twist distribution, and chord distribution can change.

The unsteady simulation shown in the previous section reveals that the flow
on the blade is attached and stable in a reference frame that rotates with it. The
only source of instability is a vortex shedding downstream of the trailing edge.
Therefore, the Navier-Stokes (primal) simulation adopts the Moving Reference
Frame (MRF) approach described in Chapter 4, where the Navier-Stokes equations
frame of reference rotates with the blade. Despite the technique’s steady-state nature
and the flowfield’s imperfect resolution at the trailing edge, it is possible to reproduce
the boundary layers and initial tip vortex revolutions with acceptable accuracy, as
corroborated in Chapter 4 for the T-motor 15"x5" blade. The general consistency
between steady-state and unsteady solutions suggests that an optimal shape obtained
through the steady-state approach will also improve performance in time-accurate
simulations. As shown in Chapter 4, the computational cost of the MRF approach is
about an order of magnitude lower than the unsteady sliding-grid approach. That is
due to using a periodic boundary condition, which allows the simulation of only one
blade, thus halving the number of cells in the case of the 2-bladed simulation and
dividing the cell count by a factor of 3 in the 3-bladed simulations. Also, since we
keep the adjoint step at 0.5 mm, the converged solution of one adjoint iteration is a
good initial condition for the next adjoint iteration.

These steady-state calculations adopt a simplified domain that takes advantage
of the periodic symmetry of the problem. The outer static region has the shape of a
halved truncated cone. The solution of the Navier-Stokes equations in the rotating
reference frame takes place in an inner cylindrical domain to model the rotation of
the blade. In this second computational domain, the formulation of the governing
equations of fluid dynamics contains the centrifugal and Coriolis accelerations as
source terms, as explained in Chapter 4. We insert a free stream in the axial direction
with a velocity of 0.25 m/s. Figure 5.4 shows the boundary conditions and periodic
interfaces that define the problem. It is clear that the periodicity boundaries are set at
180 degrees for the two-bladed geometry, and for the three-bladed geometry, it goes
down to 120.
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The grid used for these simulations is equivalent to the medium grid shown in
the previous section in the region near the blades. The wake region is slightly less
refined to promote convergence by damping the instability observed downstream of
the trailing edge. The number of cells for these simulations is around 6.5 million
cells.

Fig. 5.4 Boundary conditions and computational setup for MRF simulations. 2-bladed rotor
(left) and 3-bladed rotor (right),

5.2 Results

5.2.1 Aerodynamic Database

The airfoil PoliTO-2 discussed in Chapter 3 was used as our baseline geometry
to construct our rotor. We computed the polar curve for a Mach number of 0.5,
which is the Mach number expected in the radial stations comprising 75%-90%
of the blade, the most relevant region regarding thrust generation and power con-
sumption. We extrapolated the polar to the remaining radial stations using the
Prandtl-Glauert transformation [89]. Such a correction will provide a first-order esti-
mation of compressibility effects. The transformation scales up the incompressible
pressure coefficient, which one can extend directly to lift and drag coefficients at
high Reynolds numbers, as the shear drag component will be negligible. At lower
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Reynolds numbers, boundary layers become thicker, and the shear drag becomes
of the same magnitude as the pressure drag. Furthermore, compressibility will
affect the boundary layer behavior, as can be deduced from Karman’s equation [75],
creating uncertainties regarding drag predictions. However, Bézard [24] shows that
the lift-to-drag ratio of the tested airfoil is almost insensitive to the Mach number up
to M=0.5, while the flow does not present leading edge separation. Table 5.5 shows
how Prandtl-Glauert’s transformation predicts lift and drag coefficient values within
5% of CFD’s obtained values. Keeping in mind that this transformation derives from
the potential flow equation, it approximates relatively well the variation in the lift
and drag coefficients induced by compressibility. Therefore, it seems unnecessary
to compute a full Polar for different Mach numbers, especially considering that the
final 3D adjoint-based optimization will perform a final tuning of the blade.

Table 5.5 Compressibility effects assessment. PoliTO-2, AOA=4 degrees and Re=10,000.

Mach Number Calculation Cl Cd L/D

0.5 CFD 1.01 0.0568 17.78
0.1 CFD 0.92 0.0512 17.96
0.1 Prandtl-Glauert 0.88 0.0494 17.78

5.2.2 BEM-based multiobjective optimization

We adopted the PoliTO-2 airfoil for the whole blade due to its high efficiency at
different Reynolds numbers. This study was performed before deriving all the airfoils
reported in Chapter 3; therefore, the choice was evident compared to PoliTO-1. The
optimization could benefit from changing airfoils with radial stations due to the
noticeable variations in the Reynolds and Mach numbers. However, as we will refine
the geometry with a 3D adjoint optimization, using a single airfoil for this preliminary
BEM optimization seems reasonable. Sec. 5.1.3 presents the airfoils of the morphed
blade showing how these are considerably different depending on the radial station.
The computing time was around 24 hours on an 8-core AMD RYZEN 7. Figure 5.5
shows the Pareto front (blue) and highlights how, by loosening the weight limit, the
aerodynamic efficiency of the blades increases up to a weight of about 0.24 N, where
the Pareto front ends. This point represents the blade with maximum power loading
and would be close to the value obtained from a single objective optimization that
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does not consider the weight of the blades. The other end of the Pareto front depends
on the minimum chord allowed by the parameterization. To perform a relevant
comparison of the blades forming the Pareto front, we increased the rotation rate
of all the optimal blades until the produced net thrust equals 1.1 N. The red plot in
Fig. 5.5 shows the power loading obtained at the required net thrust level. We can
appreciate that the corrected power loading function is relatively flat between 0.1 and
0.195 N, with a peak around 0.13 N. These points do not represent blade designs that
optimize net thrust, but they show how, in the Martian context, the mass of the blades
may not be negligible to maximize a mass budget. Figures 5.6 and 5.7 display the
chord and twist radial distributions of 15 representative blades from the Pareto front,
obtained for different weight values. It is noteworthy that unlike chord variations
along the radius combined with an adequate twist distribution can provide quite
similarly performing blades. This fact is interesting as structural and manufacturing
reasons may constrain the chord and thickness distributions, but the twist distribution
could still optimize the performance for that particular chord distribution. Another
aspect arising from Fig. 5.6 concerns how the chord distribution varies in the radial
direction as we increase the available mass budget for the blade. First, the chord
near the tip responsible for most of the thrust generation increases. Then, as more
weight is allowed, the chords near the hub increase to compensate for the reduced
Reynolds numbers. In addition, the optimal rotation rate drops with increased chords
to maintain the desired thrust level.

Among the 700 Pareto solutions available, we selected the blade configuration
with a weight of 0.18 N. This blade maximizes the single objective function defined
in equation 5.2 using σw = 0.5. This geometry is in the range where the corrected
power load has a flat trend close to the maximum. In addition, the rotation rate is
not the fastest, which is interesting from a structural point of view and provides
some margin before the onset of transonic effects due to the lower tip Mach number.
Finally, the blade has high solidity, which reduces its loading, potentially producing
a structural advantage.

Figure 5.8 shows the resultant two-bladed rotor. The chord distribution is almost
constant, up to 80% of the radius. Figure 5.9 shows the distribution of torsion and
other quantities predicted by the BEM solver. Interestingly, the angle of attack is
inversely proportional to the Reynolds number, and the lift coefficient remains close
to 1 along most of the radial coordinates, except in the tip region, where it increases.
We expected the decrease of the angle of attack with the Reynolds number, as the
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Fig. 5.5 Pareto front and net thrust correction.

Fig. 5.6 Chord distributions for different Pareto optimal solutions.

optimizer tries to profit from the maximum efficiency angle of the airfoil, which
decreases with the Reynolds number as shown in Fig. 3.53. That is also why the lift
coefficient remains close to one, as this value corresponds to the maximum efficiency.
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Fig. 5.7 Twist distributions for different Pareto optimal solutions.

The most efficient part of the blade is the region near the tip, while the area near the
hub performs less well and becomes a candidate region for weight reduction. Table
5.6 reports the blade performance predictions according to the BEM model.

Fig. 5.8 BEM: optimal 2-bladed geometry.

5.2.3 BEM-based single-objective optimization

A single objective optimization using a genetic algorithm was followed to compute
an optimal three-bladed geometry using σw = 0.5. The algorithm evaluated around
20,000 geometries before it converged. A very small number compared to the around
1,000,000 geometries evaluated in the multiobjective optimization. It is fair to note
that the initial settings of the multiobjective approach are different and could probably
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(a) Geometric (β ), inflow (φ ) and attack (α) an-
gles (b) Reynolds number.

(c) Lift Coefficient. (d) Lift-to-drag ratio.

Fig. 5.9 BEM: local results on the optimal geometry.

be improved. Nevertheless, the computational cost would inevitably be higher than
that obtained for the single objective optimization. This approach took less than
an hour on an 8-core AMD RYZEN 7. The multiobjective optimization using the
BEM approach takes around 24 hours which is affordable. However, if we switch
the solver to a vortex method, the hour would easily transform into days, and 24
hours would transform into months running in the same machine. In these cases, a
single-objective optimization penalizing mass could be a more reasonable option.

This geometry presents noticeable differences from its two-bladed counterpart.
The chord is not constant and reaches its maximum at around 75% of the radial
coordinate, as shown in Figure 5.10. Figure 5.11 shows the distribution of the blade
twist and other quantities predicted by the BEM solver. The Reynolds number is
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Fig. 5.10 BEM: optimal 3-bladed geometry.

globally smaller in all radial stations since an almost identical solidity is divided
into more blades, and the lift coefficient is below the optimal. It seems that as the
number of blades increases, the optimizer prefers to concentrate the solidity and
thrust generation in the most efficient region of the blade. It is possible that as
the number of blades increases, the value of the weighing parameter σw should be
relaxed to avoid too thin geometries towards the hub.

5.2.4 Blade Element Momentum Method and Navier-Stokes per-
formance prediction comparison

Table 5.6 shows that BEM over-predicts thrust by approximately 3% and under-
predicts torque by 4%, reducing the power loading by about 7% for the 2-bladed
geometry. Similar results are obtained for the 3-bladed geometry, in which a 4%
overestimation of thrust and a 2% reduction in torque is obtained. This trend is
compatible with an over-prediction of the lift coefficient. These results are satisfac-
tory considering the substantial simplifications incorporated in a two-dimensional
lifting-line-based theory, such as the BEM method and its speed compared to CFD
simulations.
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(a) Geometric (β ), inflow (φ ) and attack (α) an-
gles (b) Reynolds number.

(c) Lift Coefficient. (d) Lift-to-drag ratio.

Fig. 5.11 BEM: local results on the 3-bladed optimal geometry.

We can see that the employed rotation rate cannot fulfill the thrust requirement.
The simplest way to match the thrust constraint is to increase the rotation rate with
the square root of the ratio between the desired and actual thrust. Dimensional
analysis shows that such a relationship only holds when the Reynolds and the Mach
numbers are constant. In our case, the required variation is so slight that Reynolds
and Mach numbers do not change significantly, and the relationship holds. We
demonstrate this fact in [46]. Therefore, Table 5.6 shows the results of an additional
CFD simulation at an adjusted rotation rate that provides the required thrust level for
a realistic comparison of power loadings.

Figure 5.12 compares the radial thrust and torque distributions obtained with
CFD and BEM solvers for the two-bladed geometry. It shows an overall satisfactory



198 Ultra-Low Reynolds Number Rotor Aerodynamics: Design and Optimization

Table 5.6 Optimal BEM geometries.

Blade-Solver Omega(rpm) Thrust(N) Torque(Nm) T/P (N/W)
2 Blades-BEM 6596 1.10 0.0414 0.0385
2 Blades-CFD 6596 1.073 0.0433 0.0359
2 Blades-CFD 6678 1.10 0.0444 0.0354
3 Blades-BEM 6518 1.10 0.0432 0.0373
3 Blades-CFD 6518 1.057 0.0440 0.0352
3 Blades-CFD 6649 1.10 0.0458 0.0345

agreement of torque and thrust radial distributions between both solvers with the
BEM method that slightly overestimates the maximum thrust and torque values.
Considering that the computational cost of one blade evaluation using the BEM
code (10−5 CPU hours) is several orders of magnitude lower compared to the CFD
approach (103 CPU hours) and the relatively good performance estimation obtained,
the BEM solver seems an adequate solver to embed in the optimization algorithm.
That is especially true considering that the adjoint optimization step discussed in the
following section corrects the inaccuracies in the induction prediction introduced by
the reduced-order model.

(a) Thrust radial distribution (b) Torque radial distribution.

Fig. 5.12 Local forces and moments on the 2-blade rotor as predicted by different solvers.

5.2.5 Navier-Stokes Adjoint Rotor optimization

In order to perform an ulterior refinement of both BEM optimal geometries, an
adjoint-based optimization is performed as explained in Section 5.1.3. Figure 5.13
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shows the lattice of points that the morpher uses to deform the grid. After optimiza-
tion, adjoint sensitivities to the objective function suggest reducing the curvature at
the trailing edge and the angle of attack in the 75%-90% radial coordinate region.
Figure 5.14 displays the final shape of the blade after 16 adjoint iterations. Figs.
5.15 and 5.16 shows the airfoil geometry at different radial stations for both blades.
We notice that the airfoil geometry has a reduced camber towards the tip, where the
Reynolds number is the largest and is evenly distributed throughout the chord. It is
also noticeable how the maximum camber position moves towards the leading edge
as the Reynolds number increases. The angle of attack got smaller along most of
the blade span except in the vicinity of the tip region. It is interesting to see how the
modifications introduced by the adjoint solver move in the same direction for both
blades, even for very different planforms and rotation rates.

Table 5.7 Comparison between BEM and CFD-Adjoint optimal geometries.

Geometry-Solver Omega(rpm) Thrust(N) Torque(Nm) Power (W)

2B-BEM-CFD 6678 1.10 0.0444 31.07
2B-Adjoint-CFD 7042 1.10 0.0403 29.72
2B-Difference(%) 5.5 0 -9.2 -4.4

3B-BEM-CFD 6649 1.10 0.0458 31.89
3B-Adjoint-CFD 6504 1.10 0.0433 29.91
3B-Difference(%) -2.2 0 -5.5 -6.2

To compare the performance of the final blade geometry with others, we per-
formed a full unsteady Navier-Stokes simulation with the same grid settings that
we used to evaluate the optimal BEM geometry. Table 5.7 shows that the adjoint
method improves the performance of two and three-bladed rotors. In the case of
the two-bladed rotor, we can appreciate a reduction in power consumption of 4.4%
in comparison with the BEM optimal blade. Interestingly, the new geometry tends
towards a lower torque configuration operating at a higher rotational speed. However,
due to the choice of the objective function, the result is a decrease in energy consump-
tion. Similarly, the three-bladed design has a slightly more significant improvement
in power consumption than the BEM baseline design achieving a 6.2% reduction.
In this case, the optimization converts the geometry into a slightly lower torque
configuration with a slight decrease in rotation rate, further improving the blade’s
efficiency.
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Both rotors present a figure of merit around 0.60. This result is consistent with
the experimental and numerical values that Koning [106] show for the Martian
Helicopter rotor for an equivalent blade loading of 0.11. Considering that our radius
is limited to 0.2 m compared with the 0.605 m of the Martian rotor blade, the
results look promising as increasing the rotor diameter could potentially improve the
performance due to the increase in the Reynolds number, reducing the rotation rate
and chord distribution for a constant tip velocity. The blade geometry proposed by
Bézard [23] for the upper rotor of the 300 g coaxial helicopter configuration has a
figure of merit of 0.55, 10% lower compared to our rotors. However, they limit the
radius to 0.15 m, and thus the results may not be comparable. In any case, we can
conclude that the proposed blade design procedure generates rotor geometries that
are at least as performing as those designed using other techniques based on vortex
methods.

Fig. 5.13 Morpher control point displacements after the adjoint optimization process for the
two-bladed rotor (left) and three-bladed rotor (right).

5.2.6 Navier Stokes evaluations and Large Eddy Simulations

We performed an LES of the two-bladed adjoint optimal geometry to further strengthen
the confidence in the numerical approach. We show thrust and torque instantaneous
temporal histories for LES simulations in Figs. 5.17 and 5.18. We can appreciate
a good convergence with 14 revolutions for both thrust and torque. The loads are
unsteady, but the peak-to-peak oscillation is below 1% of the total value. These
results align with Bézard’s[23] research which finds statistically converged results in
15 revolutions. Such a value is approximately half of the convergence requirement
for DES found by some authors [229, 58] for the XV-15 Rotor. The fact could
be related to the small influence of turbulence in our blade loading or the higher
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Fig. 5.14 Comparison between the original (light grey) and final morphed surface (dark grey)
for the two-bladed rotor (left) and three-bladed rotor (right).

thrust coefficient that allows faster convergence of the induced velocity. Table 5.8
compares the performance predictions between Navier-Stokes solutions and LES.
These values have been computed by averaging the thrust and torque values over one
revolution. The values are almost identical. However, Figs. 5.20 and 5.21 show that
the vorticity distribution is not the same. The first difference is that the Navier-Stokes
second-order accurate solution is far more dissipative than the LES solution. The
second one is that the shear layer in the LES is breaking down into smaller vortices.
Figures 5.22 and 5.23 display the Q-criterion isosurfaces for both simulations. Even
though the Navier-Stokes solver starts to capture the vortex breakdown due to its
scale-resolving nature, only LES can capture accurately the full wake breakdown
into smaller structures. The third-order scheme used for LES is also related to the
enhanced vortex breakdown, probably even more than the influence of the actual
subgrid stress model. In this regard, Ref. [196] shows how higher-order schemes
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Fig. 5.15 Normalized airfoil sections at different radial stations after adjoint optimization.
Two-bladed rotor.

Fig. 5.16 Normalized airfoil sections at different radial stations after adjoint optimization.
Three-bladed rotor.
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can capture vortex breakdown in the rotor wake even using RANS. Despite the dif-
ferences in the wake structure, the impact on performance is minimal, which brings
us to the conclusion that Navier-Stokes solutions are a sound choice for predicting
rotor performance in the Martian atmosphere. Figure 5.19 shows friction lines on
the suction side of the blade’s surface. One can see that the flow remains attached
until the trailing edge, where the streamlines align with the radial direction due to
the absence of the centripetal acceleration caused by the skin friction.

Table 5.8 LES and Navier-Stokes solver comparison using the 21 Million grid at 7115 rpm.

Solver Thrust [N] Torque [Nm] T/P [N/W]

Navier-Stokes 1.120 0.0410 0.0367
LES 1.121 0.0410 0.0367

Fig. 5.17 Instantaneous thrust temporal evolution.

5.3 Discussion

The multi-fidelity optimization procedure described in this Chapter provides aero-
dynamically efficient blades comparable with other state-of-the-art rotor designs in
the literature. The overall computational cost for an optimized blade generation is
around one week using the 32 cores of an Intel Xeon Scalable Processors Gold 6130
2.10 GHz. This technique represents a computationally affordable alternative to the
typically employed rotor design strategies using reduced-order models. We combine
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Fig. 5.18 Instantaneous torque temporal evolution.

Fig. 5.19 Friction lines over the suction side of the optimal rotor for LES simulation.

global optimization algorithms (Evolutionary Algorithm) with local gradient-based
optimization (CFD-Adjoint) to individuate maximal blade performance.

Two genetic algorithms were assessed. Initially, we performed a multiobjective
optimization to understand the influence of considering the mass of the weight in the
optimization process for a two-bladed rotor. The lessons learned from this approach
allowed us to define a single objective function that trades off aerodynamic efficiency
and the mass of the blades in a weighted manner avoiding geometries with too
large aspect ratios in a three-bladed rotor. The single-objective algorithm required
50 times fewer rotor evaluations (20,000 vs. 1,000,000) to converge, rendering it
computationally cheaper. On the other hand, multiobjective optimization provides
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Fig. 5.20 Vorticity magnitude field for the Navier-Stokes simulation at plane z=0.

the decision maker with a set of geometries from which to select, which is very
interesting as no decisions have to be made before the optimization process.

The adjoint optimization has proven reliable in obtaining well-performing ge-
ometries even though it uses the steady Navier-Stokes equations formulated in a
rotating reference frame for the 3D case. Such a result is not a foregone conclusion
because the flowfield around 2D airfoils and 3D blades showed some unsteadiness
in time-dependent simulations. The 3D adjoint optimization maintained chord dis-
tribution revealing a preference to modify twist and airfoil distributions. The two-
and three-bladed geometries optimized via the adjoint method present very similar
performances obtaining a figure of merit of 0.60. It is remarkable how, despite the
very different initial conditions and number of blades, the adjoint solver can morph
the blades in such a way as to obtain almost identical performances. This obser-
vation suggests that the global optimum is reasonably flat. Therefore, sub-optimal
geometries for a given chord condition can be obtained with performances close to
the global maximum.
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Fig. 5.21 Vorticity magnitude field for the LES simulation at plane z=0.

Fig. 5.22 Q-criterion isosurface for the Navier-Stokes simulation

We demonstrated grid convergence for Navier-Stokes simulations in the case of
the two-bladed rotor. Second-order accurate Navier-Stokes simulations and third-
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Fig. 5.23 Q-criterion isosurface for the LES simulation.

order accurate Large Eddy Simulations (LES) provide very similar rotor performance
predictions despite the differences in the flow field in the wake region, which in
the case of LES shows the breakdown of vortices and shear layer into smaller
structures. As the angles of attack for efficient blades are usually moderate where the
boundary layer is attached, we expect Navier-Stokes simulations to be sufficiently
accurate to predict rotor performance in this Reynolds number regime. It is worth
mentioning that recent designs of Martian blades include sharp leading edges that
trigger separation. These cases require a dedicated analysis as the vortex shedding
regime created on the suction side will probably anticipate the onset of transition to
lower Reynolds numbers.



Chapter 6

Numerical Modelling of
Swashplateless Rotors

This Chapter presents a numerical investigation of the passive swashplateless rotor
concept using Computational Fluid Dynamics and the 6 degrees of freedom solver
embedded in the commercial software STAR-CCM+. The main difference between
active and passive pitch control strategies from a numerical point of view is the prior
knowledge of the trajectory of the aerodynamic surfaces in the simulation in the
case of active solutions. In this case, CFD simulations can calculate aerodynamic
forces as a response to a prescribed motion [103]. In the case of passive pitch
control strategies, a prescribed motion is applied to the hub, but the presence of a
hinge uncouples the pitch-lag degree of freedom from the motion around the main
rotation axis of the rotor. This is a challenge from a numerical point of view and is
probably one of the aspects because of which this very interesting swashplateless
solution has not been assessed numerically until now. We developed a time-efficient
azimuthally resolved BEM approach to evaluate the forces and moments generated
by these rotors. The results of this model show a good agreement with the higher
fidelity 6-DOF-CFD approach with a computational cost several orders of magnitude
smaller.
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Fig. 6.1 Swashplateless Rotor pitch-lag coupling control.

6.1 Preliminary Swashplateless Rotor

The partially articulated rotor provides cyclic control replacing the swashplate and its
associated actuators. This innovative concept couples asymmetrically lag and pitch
to obtain, allowing the MAV to change the roll and pitch, employing the passive
blade response. The two antisymmetric hinges have the axis on the same plane as the
motor’s shaft, but both axes are inclined at a certain angle by which the proportion
of lag-pitch coupling can be controlled [152]. This angle, θ , is fixed with respect to
the horizontal.

The antisymmetric disposition of the hinges creates one blade with positive lag-
pitch coupling and the other with negative lag-pitch coupling. This means that the
blade that presents a positive coupling increases its pitch when it lags forward, and
the blade with a negative coupling decreases its pitch when the blade lags forward.
For instance, when the motor is accelerating, both blades lag behind. This creates a
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higher thrust on the negatively coupled blade than the positively coupled one. Figure
6.1 shows how if the accelerations and decelerations are adequately synchronized,
you can maintain a higher pitch when blades move in one half of the disk and a low
pitch for the other half. These differential thrusts create a control moment around
an axis contained in the disk’s plane that may be adjusted based on the motor input
signal’s phase. The signal’s frequency must be the same as the average rotation rate
to maintain the generated moment’s constant orientation. In other words, in the time
the blades complete one full revolution, the motor needs to create an acceleration for
half of this period and a deceleration for the other half. A simple way to achieve this
is to vary the motor speed over time in a sinusoidal way through a function like the
following:

ω = ω0 +∆ωsin(ω0t +Φ) (6.1)

where ω0 is the average rotation rate and Φ controls the phase of the input signal.
The oscillation period is a full rotor revolution, allowing the motor to accelerate over
180° while decelerating for the remaining 180°, ensuring that the blade ’sees’ an
equivalent relative pitch in every azimuthal position.

Carlotta Manca performed the rotor and hinge design and manufacturing during
the MSc Thesis [126] in our department. In the lines below, we can find a brief
description of these. For further details on the design process, the reader is referred
to the aforementioned MSc Thesis.

6.1.1 Hinge design

The design is characterized by a central hub that can be screwed to the engine and
two hinges coupling the hub and the blades. The hinges must be anti-symmetric
to create non-zero control moments. To achieve the coupling of lag and pitch, the
two hinges are screwed onto the hub with a 45-degree inclined axis on the same
plane of the engine shaft. To make anti-symmetric their passive behavior, the hinges’
axes are inclined in the same direction shown in Figure 6.2. Figure 6.3 shows how
the hinges are possibly over-dimensioned for the selected blades. The reason for
this is that they were designed to allow the testing of larger blades, and also, we
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Fig. 6.2 Hinge Image.

are expecting non-negligible vibrations on the system so a more robust design was
favored to ensure mechanical integrity.

6.1.2 Blade design

The blade was derived from a commercially available rotor: the T-Motor 15"x5".
Some blade design modifications were necessary since the system requires a central
hub and a pair of hinges between the blades that occupy 100 mm and 58 mm in the
radial direction, respectively. The total diameter of the hub with the hinge mounted is
158 mm. To carry out our study, since the hub and hinge lengths are not insignificant,
it was necessary to reduce the radius of the blades so that the distance between the
two blade tips remained around 15". The original blade design outboard stations were
preserved to keep the aerodynamic properties of the commercially available blade
as unchanged as possible. We then lofted this outboard section with the innermost
sections in a reduced radial distance, obtaining a rotor of 16" nominal diameter.
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Fig. 6.3 Mounted blades.

Fig. 6.4 Sketch of both hinges

6.2 Dynamical Model

Swashplateless rotor dynamics couples for each instant of time two motions: a
rotation around the motor shaft and the lag-pitching rotation around the hinges.
Figure 6.4 illustrates schematically the hub cylinder and the two inclined hinges axis.
Points A and A’ represent the actual position of the hinges. Points B and B’ are two
stationary points in all reference frames, as they are found in the intersection of both
rotation axis. A free rigid motion has 6 degrees of freedom that can be determined
by integrating the linear and angular momentum fundamental laws expressed in
equation 6.2.

dC⃗
dt

∣∣∣∣∣
1

= F⃗ + R⃗

dΓ⃗0

dt

∣∣∣∣∣
1

= M⃗0 + M⃗R

(6.2)
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Fig. 6.5 Euler angles notation.

However, the motion of a solid with a fixed point can be defined with only 3
degrees of freedom. A convenient definition of these 3 degrees of freedom is the
so-called Euler angles. Our definition of the Euler angles is shown in Figure 6.5. Let
us define three sets of axis, inertial axis (OX1Y1Z1 also referred to as 1), intermediate
axis (OX0Y0Z0 also referred to as 0), and body axis (Oxyz also referred to as 2). The
three rotations that map the inertial and body axis can be defined chronologically:

• A rotation around the axis Z1 of angle ψ called precession.

• A rotation around the axis X0 of angle θ called nutation.

• A rotation around the axis z of angle φ called rotation.

Using this notation, the angular velocity in the body reference frame can be expressed
as shown in equations 6.3. A convenient choice is to align the z-axis with the hinge
(θ = 45deg). In this way, ψ becomes the angle driven by the motor and φ the angle
around the hinge, completely defining the motion of the Swashplateless rotor.

ωx = ψ̇sin(θ)sin(φ)+ θ̇cos(φ)

ωy = ψ̇sin(θ)cos(φ)− θ̇sin(φ)

ωz = ψ̇ + φ̇cos(θ)

(6.3)

As we define the origin of our reference systems in stationary points B and B’,
the angular momentum in this point can be expressed as shown in equation 6.4.

Γ0 =
↔
I ω⃗ (6.4)
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The conservation law of angular momentum shown in equation 6.2 is referred to
as the inertial reference frame, sub-index 1. We can express the variation of angular
momentum with respect to the body reference frame, sub-index 2, using Poisson’s
formula. This is shown in equation 6.5.

dΓ⃗0

dt

∣∣∣∣∣
1

=
dΓ⃗0

dt

∣∣∣∣∣
2

+ ω⃗ ×Γ0 = M⃗0 + M⃗R (6.5)

Expressing the angular momentum theorem in the body frame is convenient as
the body’s inertia would be time-dependent in any other frame. Equation 6.6 shows
how developing the cross-product and projecting equation 6.5 into the hinge axis,
we can obtain the second-order scalar differential equation for the evolution of the
angle around the hinge, φ . This angle is the only unknown of our problem as the
hinge tilting, θ , is fixed, and, the shaft angle, ψ , is driven by the motor. The axial
component of the external moment, M⃗0, applied along the hinge is zero. However,
due to the friction at the hinge inside the reactive moment term, we have a component,
M⃗R.

φ̈ =
ωyΓ⃗0 · i⃗2 −ωxΓ⃗0 · j⃗2 − I21ω̇x − I32ω̇y + M⃗R · k⃗2 + M⃗0 · k⃗2

I33
− ψ̈cos(θ) (6.6)

The vectors i⃗2, j⃗2 and k⃗2 represent unitary vectors along the x, y, and z axis in the
body reference frame. The friction at the hinge is essential to capture swashplateless
rotor dynamics. Therefore, we implemented the simplified hinge model shown in
equation 6.7.

MR =−sign(φ̇)µ f |FN |rhinge (6.7)

FN = m
√
(R⃗ · i⃗2)2 +(R⃗ · j⃗2)2 (6.8)

Moment M⃗R is a function of the reactions at the hinge, which renders the problem
non-linear, as the reactions are related to the variation of linear momentum shown in
expression 6.2, which can be simplified to equations 6.9.
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m(
dV G

1
dt

+ωy.vG
3 −ωz.vG

2 ) = R⃗ · i⃗2 + F⃗ · i⃗2

m(
dV G

2
dt

+ωz.vG
1 −ωx.vG
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m(
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3
dt

+ωx.vG
2 −ωy.vG

1 ) = R⃗ · k⃗2 + F⃗ · k⃗2

(6.9)

The external forces, F⃗ , include the aerodynamic forces on the blade. These also
contribute to the external moment, M⃗0, shown in equation 6.6.

The developed framework performs a second-order temporal integration using a
predictor-corrector scheme. Every time-step the nonlinear equation solver available
in MATLAB, fzero solves equation 6.6. To reduce the computational cost of the
approach, it is possible to linearize the equation by using the angular acceleration of
the previous time step.

6.3 Aerodynamic Model

6.3.1 Reduced Order Model

In this work, we use an azimuthally resolved version of the Blade Element Momen-
tum model presented in Chapter 2 to compute the transient aerodynamic loading
on the blade. The model includes corrections to the inflow and tangential velocities
that consider the effective angle of attack. To compute this, we change the local
pitch according to the dynamic equations and calculate the effective wind velocity
relative to the actual motion of the blade. However, the model does not include
pure unsteady aerodynamic models such as the one developed by Theodorsen [202],
which allow the capturing of non-linear hysteresis effects and the tilting of the lift
curve for a pitching airfoil. By isolating the pitching component of our motion, we
can estimate the reduced frequency and oscillation amplitude of a representative
radial station situated at 80% of the radius. The angular frequency of the pitching
motion coincides with the rotor’s rotation rate set at 300 rad/s. The resultant pitching
motion presented an amplitude of approximately 2 degrees for the applied condition.
The angle of attack predicted by the BEM method at this station was 3.25 degrees.
Even though the 2-degree amplitude will not directly affect the effective angle of
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attack, as this will be damped by an increase in induction, it would represent a
conservative estimate. The airfoil’s angle of attack will range between 1 and 5
degrees. The Reynolds number that this station sees is around 60,000. Except for
the lowest angles of attack, where the flow could be separated at the trailing edge,
we expect the lift distribution to be approximately linear in this range. On the other
hand, the reduced frequency will be around 0.06. This value is close to 0.05, the
upper value until which Leishman [119] considers the quasi-steady aerodynamics
valid. Considering that at this low reduced frequencies, non-circulatory effects are
generally negligible and that the range of angles of attack falls in a regime where the
flow is expected to be attached, we believe that the quasi-steady aerodynamic model
is sufficient to verify the developed ROM with the higher fidelity CFD model.

A BEM approach in this context is justified by the approximately time-independent
azimuthal distribution of induced velocities on the disk due to the blade’s synchro-
nized rotation and pitch-lag motion. In this approximation, we are neglecting
that both blades generate different inductions. Each blade’s induced velocities are
calculated assuming the opposite blade is identical. In this way, the code runs
independently for each blade.

To consider the non-negligible torque contribution associated with the hinges’
drag, we will add an extra term, assuming the drag coefficient of a square, the
effective tangential velocity at the center of mass of the hinge, and its frontal area.

Q =
1
2

ρ(Ωrcm +φ(rcm − re)cos(θ))2SCdsq +
∫

dQBEM (6.10)

Using this approach, the computational cost of a two-bladed simulation for 17
revolutions is around 1 CPU hour using 8 cores of an AMD Ryzen-7. The simulation
used a time step of 10−4 and a second-order temporal integration.

6.3.2 6-DOF CFD model

The commercial CFD software STARCCM+ [188] was used to develop a 6-DOF
computational model of the swashplateless rotor presented in section 6.1. The
multibody solver described in Chapter 2 was used to model the motions of both
blades and the hub.
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Fig. 6.6 Overset Mesh Layout.

We have created an overset grid for each blade and one for the hub to move
over a background grid. Figure 6.6 shows the layout of these grids. Three 6-DOF
bodies were created in STAR-CCM+ to model the motions of the aforementioned
overset grids. The motion of the hub is driven by the sinusoidal signal shown
in equation 6.1. The inertial forces, the aerodynamic forces, and the reactions
drive the motion of the blades. Each blade is coupled to the hub by a hinge joint.
The time step is defined to allow a rotation angle of the hub of 1o per temporal
iteration. This time step is fixed to 5.10−5s, so the simulated physical time is limited
depending on the computational resources. The adopted time-integration scheme
is implicit and second-order accurate, and the spatial discretization is a third-order
hybrid CD/MUSCL scheme. Using high-order spatial discretizations has been found
computationally advantageous to capture rotor performance [196] even on coarser
grids compared to second-order spatial discretizations. Furthermore, it allows to
better capture vortex breakdown in the rotors wake. As a turbulence model, we use
the URANS SST k−ω model [135]. The grid adopted in this work follows the
meshing guidelines presented in Chapter 4 but with a uniform wake refinement to
capture vortex structures in the wake of the hub and blade. The employed grids
comprise a cell count of around 10 Million cells.
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Fig. 6.7 Angular velocity applied to the hub.

We conducted the simulations using the 64 cores of two Intel Xeon Scalable
Processors Gold 6130 2.10 GHz. The computational cost of the simulations pre-
sented in this paper, with a duration of 0.31 seconds, is around 10,000 CPU hours.
Approximately 15 full revolutions of the rotor were simulated.

6.4 Results and Comparison

A test was performed in which the angular velocity of the motor was maintained
constant for the first 6 revolutions, and then a sinusoidal rotation rate, with a ∆ω of
5 rad/s, was applied to the hub to generate the desired passive response of the blades.
As we detailed in equation 6.1, the angular velocity of the sinusoidal signal is equal
to the mean rotation rate to synchronize the dynamic response of the blades with its
azimuthal position. This signal is shown in Figure 6.7. We can appreciate a mean
value of 300 radian/s.

Figure 6.8a shows the angular velocity of the blades around the axis of the hinges.
We can appreciate how the blade presents negligible angular velocities when the
motor input provides a constant angular velocity. This is caused by the friction
model explained in the previous section. This model causes high frequency and
very small amplitude oscillations associated with the changes of sign of the angular
velocity, causing a discontinuity in the friction moment. Once the sinusoidal input
becomes active, the blade’s angular velocity undergoes a transient phase, and about
4 revolutions later, a persistent oscillatory regime with almost constant amplitude is
achieved. We can appreciate a good agreement between CFD and our reduced order
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model. It is interesting to note that both models predict a larger amplitude for the
left blade. This is associated with the fact that both blades’ inertia along the hinge
axes are slightly different due to the anti-symmetric disposition of these.

Figure 6.8b shows the thrust of the blades computed with both models. We can
appreciate how, overall, the BEM overestimates thrust compared to CFD asymptotic
values. This difference of around 10% is not rare within BEM models, as shown
in Chapter 4. Figure 6.9 shows the impact of the anti-symmetric disposition of the
hinge in the velocity field, clearly showing an increased induced velocity when the
azimuthal position of the blade coincides with that of maximum thrust. We can see
how the left blade presents a relatively higher maximum thrust than the right blade.
This is due to the center of mass of the blade not being aligned with the radial axis,
and the centrifugal forces tend to align these two. In one blade, this alignment results
in a small positive angle, and in the other, a negative angle due to the anti-symmetric
disposition of the hinge. After the sinusoidal input is activated, the thrust follows the
same overall sinusoidal trend in both models, but we can point out several differences.
The first and most evident is the presence of higher frequency oscillations. These
are probably caused by vortices emitted in the wake of the massive hub impinging
the blade. Figure 6.10 reveals how, apart from the classical tip vortices, we can
see large-scale structures emitted on the wake of the hub. Some differences could
be associated to unsteady phenomena that our simplified quasi-steady airfoil polar
model cannot consider. Nevertheless, we can see how this tool accurately predicts
the differential thrusts created on both blades, which is related to the generated
control moment. It is interesting to note how this problem is highly dominated by the
forcing dynamic term in the hub, and the aerodynamic interactions are mild. This is
revealed by the satisfactory agreement in the hinge dynamics despite the differences
in amplitude in the forces acting on the blades.

6.5 Discussion

This Chapter presents the numerical modeling of an innovative UAS concept that
enables cyclic control using a synchronized motor input signal in phase and ampli-
tude. A CFD model was developed to understand these systems’ potential dynamic-
aerodynamic interactions. We use a 6-DOF multibody solver to model the blade
lag-pitch motion around the hinges and the coupling of this with the hub.
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(a) Blade Angular Velocity around the hinge.

(b) Thrust generated.

Fig. 6.8 Comparison of both models predictions for right and left blades.
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Fig. 6.9 Velocity magnitude with line convolution integrals of the velocity direction projected
on the plane y=0 after 12 Rotor Revolutions.

Fig. 6.10 Q-criterion colored by velocity magnitude after 12 Rotor Revolutions.

The CFD results provided us with invaluable insight into the complex interactions
that play a part in this dynamic system. The dynamic forcing term resulting from the
sinusoidal motor input dominates the aerodynamic term, but this is not negligible.
We also noticed how the dynamics of both blades differ due to their slightly different
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inertia around the axis of the hinge. Previous work on this subject assumed both
blades had identical behavior and scaled the result with the number of blades. Having
slightly different dynamics has design implications, as these differences will induce
imbalances in the system resulting in vibrations. On these lines, our rotor presents
very subtle misalignments (<1mm) of the center of mass of the blade with the radial
direction. This creates a non-zero equilibrium angle as the centrifugal term attempts
to align these. Also, introducing hinge friction is instrumental in maintaining stable
dynamics. The model we employed is simplified, and its validity will require
validation and possibly tuning with experimental data. As we anticipated, the hinge
is too massive, both in inertial and aerodynamic terms. The mass of the mobile part
of the hinge is larger than the blade’s, shifting the center of mass close to the hinge.
Also, aerodynamically, it creates an undesirable torque, and its wake impinges on
the blades, possibly deteriorating the performance.

The aforementioned discoveries informed the development of a reduced order
model that allows the estimation of the forces created by the pitch-lag motion of
the blades with errors around 10% compared to CFD. Its formulation uses classical
rigid body mechanics to derive a second-order equation of motion that is solved
numerically. The synchronized motion of these rotors creates a disk induction that
varies in space but not in time. This allows the implementation of an efficient
azimuthally resolved BEM model to calculate the force and moments on the blade.
This model has a computational cost of about 1 CPU hour using eight cores of an
AMD Ryzen-7, considerably less than 10,000 CPU hours required for the CFD
simulation using 64 cores of two Intel Xeon Scalable Processors Gold 6130 2.10
GHz at the high-performance computing facility HPC@PoliTO.
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Numerical Analysis of UASs
Maneuvers.

This chapter includes the partial content of the paper:
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Assessment of Quadrotor Near-Wall behaviour using six-Degrees of Freedom
CFD simulations. In AIAA SciTech 2023 Forum, National Harbor, MD, January
2023. AIAA-2023-2272

The main objective of this Chapter is to present an innovative approach to accu-
rately reproduce maneuvers with a higher fidelity model compared to the simplified
propulsive models typically used in control applications, such as constant thrust and
torque coefficients models. The numerical model combines a PID control system
and Computational Fluid Dynamics, providing insight into critical scenarios, includ-
ing ground/wall effect near obstacles or wind gust disturbances. We aim to create
a virtual testing environment that allows the reproduction of maneuvers that may
potentially fail without the risk and cost that the experimental approach has. This
approach is useful in running preliminary simulations to help design experiments and
test environments that are difficult to accomplish in a controlled experimental facility,
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such as testing low-density environments, including the Martian scenario. This
case, in particular, poses an additional challenge due to the different gravitational
accelerations making experimental dynamic testing very complex and limited.

This Chapter is divided into two main sections. Section 7.1 proposes the method-
ology and tools, including a detailed UAS dynamic model, the PID control law, and
the CFD modeling. It also contains a numerical verification exercise comparing our
model with a simplified Simulink model to demonstrate the controller implementa-
tion. Our colleague Nicoletta Bloise, from the flight mechanics group at Politecnico
di Torino, developed the Matlab/Simulink model. For more details on this model,
please refer to [41]. Section 7.2 contains the simulation results of the quadcopter in
wall effect. We present two studies, one in which the UAS is fixed and the forces
and moments are computed at different wall distances and another in which the UAS
uses a PID algorithm varying the angular rates of the rotors to maintain a hovering
position at a fixed distance to the wall.

7.1 Methodology

This section illustrates the proposed methodology with the mathematical formulation
and the underlying numerical tools. Initially, a simple horizontal translation is shown
as a validation case. Then a critical maneuver, hovering in the neighborhood of the
wall, is analyzed in detail. The challenge is to evaluate the ability of the discussed
control algorithm to maintain a constant position, altitude, and attitude at different
distances from the wall.

7.1.1 Quadrotor dynamics

This Chapter will focus on the dynamics of a quadrotor. This UAS represents an
under-actuated system with four inputs, the angular velocities of four rotors. They
are controllable in position and attitude dynamics through differential thrust and
torque generation. The model of a multi-rotor is described in detail in [208]. In this
research, the "+" (cross) quadrotor orientation is considered, where the drone has
two rotors parallel to the body x-axis (rotors 1 and 3 with counterclockwise rotation)
and two rotors parallel to the body y-axis (rotors 2 and 4 with clockwise rotation),
as shown in Figure 7.1 with the main quadrotor parameters taken as a reference.
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As mentioned before, four control inputs influence the quadrotor dynamics, u1 the

Fig. 7.1 Forces and torques on the quadrotor in the body frame and parameters used in the
simulation.

sum of all rotor thrusts, u2 the rolling moment generated along yb, u3 the pitching
moment generated along xb, and u4 the yaw moment around zb. A propulsive model
relating the thrust and torque of each rotor (i = 1, ...,4) is introduced as a function
of the rotation rate (ωi) to obtain these forces and moments. A constant coefficient
model for kT and kD, thrust, and a torque coefficient, respectively, is used as shown
in Eqs.7.1 and 7.2.

Fi = kT ω
2
i (7.1)

τi = (−1)i+1kD ω
2
i (7.2)

Combining the rotor forces and moments as defined in Figure 7.1, the control
algorithm, discussed in Section 7.1.2, provides four control inputs (u1, u2, u3, u4)
and the rotor rotation rate required for each motor can be calculated using Eq. 7.3
that derive from a basic force and moments balance according to the definitions
provided by 7.1. The rotors’ rotation rates (ω1, ω2, ω3, ω4) will be the input values
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of the CFD model.
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As thoroughly discussed in Chapter 4, the thrust and torque coefficients depend
on other parameters, such as the Reynolds number, the Mach number in the hovering
case, and the advance ratio when operating in propeller mode. This comes from a
dimensional analysis in an isolated rotor case. Actually, there are many more factors,
such as proximity to obstacles, forward flight velocity, rotor-rotor interactions, and
rotor-body interactions, among many others. In our simulations, we can compute
the influence of some of the aforementioned parameters in the coefficients as we can
compute the thrust coefficient. However, this would not be realistic. Our simulations
use the constant coefficient model to predict the updates in rotor angular velocities
through the motor mixer shown in equation 7.3. The control is based only on the
position and attitude of the UAS, as it is typically done in commercial autopilots. It
must be mentioned, though, that we are not modeling the sensors. The states are
obtained directly as the output of the 6-DOF solver.

7.1.2 PID control design

A Proportional-Integral-Derivative (PID) controller is implemented within the CFD
framework. This control law is popular because of its simplicity, robustness, and
effectiveness in forcing the controlled variable y(t) to follow as closely as possible a
reference variable r(t) defined by the guiding law [19]. The system uses feedback
control to stabilize itself by measuring the controlled variable. This helps to minimize
the difference between the reference variable and the measured variable, also known
as the error e(t) = r(t) - y(t). The control signal u(t) becomes

u(t) = KPe(t)+KI

∫
e(τ)dτ +KD

d
dt

e(t) (7.4)

where KP is the proportional gain, KI is the integral gain, and KD is the derivative
gain. Moreover, adjusting these control parameters to reach the reference in a finite
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Fig. 7.2 Robust cascade PID position and attitude control.

time is relatively easy to accomplish the required performance in terms of stability,
steady-state error, and convergence time.

A robust cascade PID control algorithm to track position and the yaw angle (xre f ,
yre f , zre f , ψre f ) has been developed, as shown in Figure 7.2. Inputs to the control
logic are (x, y, z), (φ , θ , ψ) and (p, q, r) in body frame. For more details on the
algorithm, please refer to [41].

7.1.3 CFD analysis

The commercial CFD software STARCCM+ [188] was used to develop a 6-DOF
computational model of a quadrotor equipped with the PID controller previously
described in Section 7.1.2. An overset grid interface strategy allows the UAS to move
within a background grid. Simulations are executed in a closed cube environment
with a height, width, and depth of 20 meters, as shown in Figure 7.3. Using such
a large domain is possible without too many cells since the background mesh is
very coarse. An automatic Adaptive Mesh Refinement (AMR) algorithm refines the
background mesh using the interface with the body grid as a trigger function, which
moves in solidarity with the quadcopter, as shown in Figure 7.3. The adaptive mesh
refinement occurs every ten integration time steps to limit the computational cost. The
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update frequency must be selected carefully, as the overset interface should always lay
in the refined region. The grid cell size in this region matches the size on the overset
body to enable a smooth transition of the flow variables, minimizing spurious fluxes
at the interface. Figure 7.3 shows AMR using the polyhedral mesher. Typically the
polyhedral mesher allows a reduced cell count compared to the hexahedral mesher (or
trimmed cell meshes) and presents an advantage in non-aligned interfaces. However,
the run time is slightly slower due to the higher number of faces. In some situations,
the hexahedral mesh might be advantageous as faster AMR and solver time could
compensate for an increased cell count. The simulation environment remains a cube
for the wall effect simulations shown in Section 7.2. The UAS is moved towards a
wall and oriented adequately depending on the desired configuration. In this case,
avoiding the overhead of using an AMR strategy is preferable, and a volumetric
refinement is performed around the UAS, as this has minimal variations.

Fig. 7.3 Computational domain (top) and Computational grid with adaptive mesh refinement
tracking the near-body grid (bottom).

As shown in chapter 4, a sliding grid approach models the rotors’ motion inside
the body overset grid. The time step is defined to allow a maximum rotation angle
of 3o per temporal iteration at the highest angular velocity defined in the table in
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Figure 7.1. This time step is around 10−4s, so the simulated physical time is limited
depending on the computational resources. The adopted time-integration scheme is
implicit and second-order accurate, and the spatial discretization is also second-order.
As a turbulence model, we use the URANS one-equation Spalart-Allmaras model
[192]. The grid adopted in the horizontal maneuver is under-resolved (5 million
points) to simulate aerodynamic rotor-rotor interactions or the wake breakdown in
detail. However, its refinement is sufficient to describe the coupling between rotor
aerodynamics and quadrotor dynamics. Such a capability gives our simulations a
noticeable advantage compared to the simplified propulsive model usually employed
in dynamic simulations, which relies on constant thrust and torque coefficients, as
shown in Eq. 7.3. We verified the scalability of such an approach to larger grids
by running the simulations on a 5 million and a 10 million cells grid. The results
showed an approximately linear increase in CPU time, showing that this approach
could be extended to grid refinement levels such as those reported in Chapter 4 for
the Q4L quadcopter. The wall effect simulations have been performed with the 10
million cell grids. The link between the controller and the CFD model depends on
the rotation rates at each time step, and the framework includes an input file that
allows the definition of different waypoints.

Figure 7.4 illustrates our virtual control test strategy. In particular, the process
controller, being a feedback system, computes the error between a reference signal
and an actual state vector obtained from the CFD model. Its output, namely forces
and torques, is converted in rotation rates according to Eq. 7.3 and enters directly
into the virtual simulator.

We conducted the simulations using the 32 Intel Xeon Scalable Processors Gold
6130 2.10 GHz cores. The computational cost of the 6-DOF maneuvers presented,
with a duration of 1.5 seconds, is around 5000 CPU hours. These simulations were
performed with the 5 million grid. On the other hand, the static simulations are
performed with the 10 million grid with a computational cost of around 9000 CPU
hours.

These computational costs are already large, even with relatively coarse grids.
The computational grid required to accurately resolve the blade aerodynamics using
a RANS approach would be larger, as shown in Chapter 4 for the Q4L multicopter.
Therefore, this technique might be used to study only specific cases where unsteady
aerodynamic forces might be relevant for short simulation times. The computational



230 Numerical Analysis of UASs Maneuvers.

cost spike due to the time-step limitation that the sliding grid requires in combination
with large physical time requirements. An alternative to this approach is to use a
virtual disk model to reproduce the effect that the rotor would have on the flow.
STAR-CCM+ offers a variety of virtual disk models, including the Blade Element
method, the actuator disk model, and the body force method. Using these models
becomes interesting when the problem under study is driven by the mean bulk flow
created by the rotors, and resolving each revolution in time is unnecessary. An
example of this could be low-speed maneuvers where induction angles barely vary
within a revolution. The time step required to model the mean flow becomes much
less restrictive due to the smaller speeds, as only induced velocities are modeled.
Also, meshes do not require as much resolution as the rotor geometry is not resolved.
An example using the body force propeller method is shown in the following section.

Fig. 7.4 Configuration of the virtual UAS control test system.

7.1.4 Numerical Verification: Quadcopter in horizontal transla-
tion

7.1.4.1 Sliding Grid Approach

Our CFD/PID simulation framework’s results are compared with a simplified model
implemented in Simulink for a simple test case. For details on this model, refer
to reference [41]. In particular, a horizontal translation of 20 cm on the x-axis,
maintaining altitude, is simulated. The active control must move the UAS to the
desired position while compensating the gravity force. We compare the simplified
Simulink model and the CFD simulation to evaluate seldom-captured non-linear
aerodynamic and propulsion effects. To show the translation along the x-axis NED,
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(a) x. (b) θ .

Fig. 7.5 Comparison of x-position and θ for the two models.

we present the relevant states x and θ , the pitch angle, in Figure 7.5. The two states
are comparable in both models, and minor discrepancies are due to the transient of
the rotors and the fact that the fluid force on the multicopter’s frame is also computed.

Finally, we show some images from the CFD simulation in Figure 7.6, where
one can see the simulated advancing maneuver of the quadcopter. It is possible to

Fig. 7.6 Visualization of the velocity magnitude field obtained with CFD during the quadrotor
maneuver using the sliding grid approach.

see the downwash velocities and the vehicle’s attitude. Initially, the quadcopter has a
negative pitch angle to accelerate the vehicle to the desired position. Then, a higher
thrust, revealed by the increased downwash speeds in rotor 1, helps increment the
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pitch angle to positive values, as shown in Figure 7.5, in an attempt to compensate
for the positive velocity that the vehicle has acquired. The last images show that
the UAS asymptotically regains a hovering position at an x coordinate of 20 cm. A
detailed verification of this maneuver was presented in [41].

7.1.4.2 Body-Force Propeller Method.

The same mission is reproduced in this section using a body-force propeller method.
This model adds a volume force in the virtual disk region that mimics the momentum
generation produced by a rotor. The radial distribution of the axial and tangential
can be set to match the actual distribution of the rotor under study. The model was
fine-tuned using the radial thrust and torque distributions presented in Chapter 4
for the Tmotor 15"x5". Conversely, a theoretical distribution such as Goldstein’s
optimum expressions may be used. For more details on how these body forces are
modeled, please refer to [189].

The grid requirements were approximately halved as the rotor geometry does
not require to be resolved. The time step used is 0.01 s. This frequency allows a
stable integration of fluid dynamics equations and represents a typical frequency
at which autopilot controllers run. In this case, dynamics were also run at this
frequency. However, a sub-stepping option is available to run dynamics at a higher
frequency, as shown in the previous Chapter for the Swashplateless rotor. Figure 7.7
shows how this simplified model can reasonably reproduce the order of magnitude
and distribution of the velocity field on the wake compared to the sliding grid
approach. With this methodology, we cannot model unsteady wake effects such
as blade vortex interaction, but we can reproduce the bulk velocity magnitudes
on the wake while accurately modeling the propulsive forces with a 200-factor
reduction in computational time. This model is ideal for simulations in the following
Chapter, including a PID-controlled spraying mission in which Lagrangian particles
are injected.

Figure 7.5 shows how both models perform similarly but with a small delay. This
delay is caused by the lower frequency at which the control is performed. Figure
7.5 also includes simulations performed at 1000Hz, showing how this delay is not
present anymore. It is also interesting how the virtual disk approach presents a
behavior without the oscillations of the Simulink model more similar to the sliding
grid approach. Both trends are comparable due to the inclusion of the fluid forces
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acting on the body that dampen these oscillations. On the other hand, the asymptotic
behavior is more in line with the Simulink model. This is because the thrust and
torque coefficients required for the virtual disk approach have been set at the same
value as the Simulink model. These values correspond to the experimental values
obtained by Scanavino [177] shown in Chapter 4. In theory, the sliding grid approach
should approximate those values, but, as we mentioned earlier, the grid resolution is
insufficient to capture accurately the blade performance, presenting a reduction in
thrust predictions.

Fig. 7.7 Visualization of the velocity magnitude field obtained with CFD during the quadrotor
maneuver using the virtual disk approach.

7.2 Quadcopter in Wall Effect

This section describes a numerical analysis of a quadcopter’s performance in the
wall effect through CFD simulations. Two types of analysis were conducted: static
simulations at a fixed distance from the wall and 6-DOF simulations of the same
quadcopter using a PID controller that compensates for the wall-induced disturbances.
Figure 7.8 shows the UAS position relative to the wall used for the static simulations.
This configuration maximizes the wall effects on the quadcopter [63].

Meanwhile, dynamic simulations were performed using the configuration de-
scribed in Figure 7.9. In this case, the UAS was kept in a hover position while flying
in a ’+’ configuration parallel to the wall. These maneuvers cannot be replicated with
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a classical simplified propulsive model as it cannot consider the near-wall effects
on the quadcopter dynamics. To address this, the sliding grid approach was used
to resolve the transient loads in the blades caused by the small tip-wall clearance
occurring twice per revolution. A virtual disk approach is also insufficient to capture
transient loads due to the small tip clearance.

The CFD/PID framework proves essential in understanding this complex coupled
aerodynamic/dynamic phenomenon since experimental testing poses the risk of
losing the UAS, which can incur high costs. Using CFD simulations during the
design of experiments can improve the campaign’s safety.

Fig. 7.8 Quadrotor near a wall in configuration 1.

Fig. 7.9 Quadrotor near a wall in configuration 2.
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7.2.0.1 Simulations with a Fixed UAS

In this section, we analyze the impact of different wall distances on the UAS, using
simulations with a fixed UAS to predict future dynamic behavior. One of the
main effects of operating a UAS near a wall is the wall-normal force that pulls the
multicopter towards the wall, along with a roll moment that tilts the quadcopter
towards the wall, as demonstrated in [63]. Table 7.1 displays the consequences of
reducing the tip wall clearance, revealing how these forces and moments increase
as the distance to the wall decreases. This instability generates a dynamic situation
where the attraction force and tilt moments lead to a super-linear reduction in wall
distance. Interestingly, simulations with a zero tilt angle indicate that the inherent
coupling between the tilt angle and the thrust orientation is not responsible for the
attraction force.

In order to better understand the forces and moments at play, we can refer to
Figure 7.10, which depicts the velocity contours and streamlines in a vertical plane
perpendicular to the wall containing two rotors. We can deduce how the flipping
moment is generated by analyzing the differences in the flow field around the rotors.
Precisely, the rotors near the wall experience an increased inflow velocity due to
the wall’s blockage, which decreases their effective angles of attack and slightly
reduces their thrust compared to the rotor positioned further away from the wall.
These slight differences in thrust can lead to significant moments, as shown in Table
7.1, especially when the wall clearance is reduced.

In contrast, the attraction force is caused by the reduced change in horizontal
momentum across the rotor closer to the wall, thanks to the more vertical inflow
direction, as seen in Figure 7.10.

It takes about 1.5 seconds for these simulations to reach a statistically converged
solution, roughly equivalent to 100 rotor revolutions. This is ten times more than
needed to achieve converged forces and moments in a single-rotor simulation. This
suggests that while the wall effect can be risky for multicopter flights, its slow
dynamics assist controllers in safely managing this type of operation.
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Table 7.1 Influence of tip clearance in time-averaged forces and moments on the Quadcopter.

Tip-Wall Clearance Wall-Normal force (N) Roll Moment (Nm)

0.2 R 0.098 0.075
1.2 R 0.054 0.067
2.2 R 0.036 0.045

Fig. 7.10 Influence of tip clearance in the fluid flow around the quadcopter.
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7.2.0.2 6-DOF UAS simulations

This section examines the behavior of a UAS near a wall when it hovers. When the
control algorithm is not activated, the vehicle gradually moves closer to the wall.
Simulations were conducted at various distances from the wall to study how sensitive
the UAS is to this parameter. In both scenarios, the control algorithm stabilized the
UAS by adjusting the roll angle to direct the positive normals of the rotors away
from the wall. A slight thrust component also counteracts the suction effect that
pulls the vehicle toward the wall.

We conducted two simulations placing the nearest rotor at 5 cm and 10 cm from
the wall using configuration two, as depicted in Figure 7.9. Figure 7.11 displays
the roll angles’ progression during the mission. The roll angle is -0.38 degrees
for a larger wall clearance, which decreases to -0.45 degrees for the smallest one.
Despite the small absolute values, they suffice to compensate for the wall suction
force explained in the previous section. A reduction in wall distance results in a 20%
increase in the roll angle. Given that these angles are small, we can infer that the
lateral force is proportional to the thrust and angle’s product, so the wall suction
force would have also increased around 20%. The PID controller compensates for
the wall-induced roll moment by slightly elevating the rotation rate of the rotor closer
to the wall (Rotor-2) compared to its opposite rotor (Rotor-4). This effect is visible
in Figure 7.12.

Fig. 7.11 Roll angle of the quadcopter hovering in configuration two at different wall
distances.
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Fig. 7.12 Rotation rates of rotors 2 and 4 hovering in configuration two at different wall
distances.

7.3 Discussion

This chapter outlines the development of a virtual simulation environment for a
quadcopter, which combines CFD simulations with PID control. Two different
approaches have been proposed to model the wake of the rotors. The sliding grid
approach is a more general methodology that can resolve transient loads of the rotors.
However, it is computationally expensive due to the time-step restrictions caused
by high rotor tip velocities and the need to resolve blade geometry accurately. The
simplified virtual disk approach is more computationally efficient and uses blade
performance coefficients to model the rotor-induced velocities. Although it cannot
resolve transient loads, the averaged induced velocities in the wake are comparable.
An advantage of this approach is that the time step required for the stability and
accuracy of the CFD solver is much larger as these models only reproduce induced
velocities and do not consider high rotor tip speeds that typically limit the time step.
The PID and dynamics implementation was verified by comparing results with a
simplified Matlab/Simulink model for a simple horizontal translation.

The previously verified model employing the sliding grid approach was used
to study the wall effect with a fixed quadcopter to understand the aerodynamic
interaction of the flow generated by the rotors and the wall. The presence of the wall
produces two primary disturbances: a suction force toward the wall and a rolling
moment that tends to point the rotor normals toward the wall. The rolling moment
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is likely associated with slightly reduced thrust caused by wall blockage, while the
suction force is due to the reduction of lateral momentum across the disk. The
simulations revealed that the controller could achieve a trimmed hovering position
at a slight negative roll angle, pointing the rotor normals away from the wall and
compensating for the suction force. An increase in the rotation rate of the near-wall
rotor compensates for the wall-induced moment. The trim angle becomes more
negative as the distance toward the wall is reduced to compensate for the suction
force toward the wall.

These results demonstrate the benefits of CFD simulations in understanding the
wall effect in which multicopters are obliged to work for several applications and the
coupling with the UAS controller. Preliminary simulations have helped dimension an
experimental campaign to study the wall effect in the climate-controlled terraXcube,
the same facility used in Chapter 4 for the rotor and quadcopter characterization.
The outcome of these tests will provide more insight into this phenomenon and will
be a valuable database for validation purposes.



Chapter 8

Numerical Analysis of a UAS
Spraying Operation

This chapter includes the partial content of the paper:

• M Carreño Ruiz, N. Bloise, G. Guglieri, and D. D’Ambrosio. Numerical
Analysis and Wind Tunnel Validation of Droplet Distribution in the Wake of
an Unmanned Aerial Spraying System in Forward Flight. Drones, 6(11), 2022

This Chapter begins with a discussion regarding the experimental testing of a
hexarotor in a wind tunnel facility. This experimental campaign has two primary
objectives. Firstly, we aim to gain a preliminary understanding of the impact on
the spray distribution of placing the nozzles under the rotors. Secondly, we seek to
validate a numerical model that can accurately predict droplet distributions. The
first objective is critical as it enables us to quantify the spray cone angle of the
hollow-cone nozzle. The spray cone angle is essential in determining the flight
altitude that minimizes PPP deposition in vineyards’ inter-row regions. The second
objective is crucial in defining a general framework to virtually test any UAS flight
configuration. By setting up this simulation environment, we can conduct complete
simulations, specify flight conditions and spray system parameters, and evaluate the
spray distribution before moving to the vineyard. This approach significantly reduces
the number of field tests, which are costly in terms of time and money. Furthermore,
the CFD simulation allows us to understand the underlying mechanisms leading
to spray drift and attempt to propose solutions. We analyzed the results of the
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experimental campaign to determine the effect of different variables involved in the
spraying process, such as nozzle type, injection pressure, advance velocity, and rotor
velocity. We used a LED backlighting technique to visualize the flow and capture
some spray characteristics. These parameters will help us validate a numerical
model. To this end, we present a CFD model that simulates the flow inside the
wind tunnel, including the hexarotor. The droplets are modeled using spherical
Lagrangian particles. We addressed the difficulties in determining the inputs of
such models in [28]. In the present work, the model inputs have been estimated
by fusing data provided by nozzle manufacturers, experimental observations, and
simulations of the hollowcone nozzle using a Volume Of Fluid (VOF) approach as
shown in [72, 116]. Once the spray model is validated, it can be used within the
virtual simulation environment to reproduce a mission of the sprayer hexacopter in a
vineyard.

8.1 Methodology

In this section, we will provide a detailed explanation of the materials and meth-
ods we used to achieve the goals of this project. We conducted an experimental
campaign in a wind tunnel, utilizing a commercial drone with a specialized spray
system. Meanwhile, we also performed numerical simulations of the same setup and
conditions. By comparing the results of the experiment and simulations, we vali-
dated the CFD model’s predictions of the spray distribution in a virtual environment,
specifically for a hollow-cone nozzle.

8.1.1 Wind tunnel facility

The SEASTAR-WT (Sustainable Energy Applied Sciences, Technology, and Ad-
vanced Research Wind Tunnel) facility in Turin, Italy, is an open circuit wind tunnel
called Sustainable Energy Applied Sciences, Technology, and Advanced Research
Wind Tunnel. It uses ten fans with a total capacity of around 100 kW to draw air from
outside the building through a convergent intake and expel it through a divergent
outlet. The test section is 6.4 meters wide and 2.4 meters high, as described in [87].
We could conduct our testing campaign in this facility due to its sufficiently large
dimensions and the ability to achieve wind speeds of up to 8 m/s.
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Fig. 8.1 UASS and Camera Setup in the SEASTAR Wind Tunnel.

Fig. 8.2 DJI Matrice 600 with a customised spray system.

In particular, a structure was included in the experimental setup to hang the
drone from the top of the test section to avoid disturbances in the free stream in the
neighborhood of the drone, as shown in Figure 8.1.

8.1.2 Specifications of UASS

A customised standalone spray system is designed for a hexacopter DJI Matrice
600 (DJI, China) and integrated for the experimental test in the wind tunnel, as in
Figure 8.2.



8.1 Methodology 243

Fig. 8.3 (a) Optical Precision Measuring Machine, (b) Photo of T-Motor 15”x 5”, (c) CAD
model.

For this purpose, the original blades are replaced with the smaller T-Motor 15”x
5” to reduce thrust generation and not compromise the structure supporting the drone.
To properly validate the numerical model, a precise blade geometry was needed. An
Optical Precision Measuring Machine (OPMM) was used to perform a 3D scan of
the blade geometry, as shown in Figure 8.3. The procedure used to transform the
cloud of points obtained from the 3D scan to a CAD model is explained in detail in
Chapter 4.

8.1.2.1 DJI Matrice 600

The DJI Matrice 600 was chosen for the experimental testing campaign due to
its recommended Maximum Take-Off Weight (MTOW) of 15.5 kg. The drone’s
characteristics are reported in Figure 8.4 and Table 8.1. The drone is fixed to the
supporting frame with its nose, represented with red motors (M1 - M2), rotated
clockwise by 30° with respect to the wind direction, as shown in Figure 8.4. The
UAS is in a horizontal position relative to the ground. In this study, we did not
consider the effect of the tilt angle, a parameter that depends on the weight of the
UASS, which decreases during the spray mission. It is challenging to measure this
angle accurately, so instead of fixing the tilt angle at an arbitrary angle, as done in
other studies, we decided to set the tilt angle to zero.
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Fig. 8.4 Top view of DJI Matrice 600 (Body-Fixed axes) with nozzles aligned with wind
direction.

Table 8.1 Main parameters of DJI Matrice 600.

Parameters description Value

Wheelbase 1133 mm
Rotor diameter 381 mm

Rotor pitch 127 mm
Number of rotors 6
Brushless motor DJI 6010
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In the idle condition, the rotors’ speed is 1590 RPM, whereas, in full throttle, the
rotors turn at 5100 RPM. Furthermore, the rotor plane is inclined by 7° with respect
to the ground, and this angle influences the spray distribution.

8.1.2.2 Spray system design

A dedicated spray system was manufactured according to the circuit presented in
Figure 8.5 and includes a remote-control system to switch the pump on and off.
The system contains a battery, a membrane pump, a pressure regulator, a pressure
gauge, and two nozzles for a total weight of approximately 2.5 kg. In particular,
the external battery powers the membrane pump to generate a flow rate of up to
6 l/min and can be switched on/off by a radio remote control. A manual pressure
regulator is placed downstream of the pump. Finally, a vacuum pressure gauge
measures the pressure level in real-time to guarantee the correct liquid flow rate of
the nozzles. Two nozzles’ holders (N1 and N2) are installed under the rotors M2
and M5, as evidenced in Figure 8.4, perpendicular to the rotor arms. Hollowcone
(HCI8002, manufactured by ARAG Group) and anti-drift fan nozzles (AFC11002,
manufactured by ARAG Group)) are tested to analyze relative spray characterization.
This figure’s coordinate system (x,y,z) represents the body axes, complying with the
reference frame that the DJI company specifies for the flight controller. The UASS is
rotated clockwise by 30° because, in this application, the nozzles must be precisely
above the vine rows and therefore aligned with the wind direction.

Fig. 8.5 Hydraulic circuit of spraying system.
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8.1.3 Experimental Campaign

An experimental campaign was performed to analyze qualitatively the interaction of
the droplets. Different parameters were assessed, including the wind tunnel velocity,
the nozzle type, the motor speed, the nozzle location, and the injection pressure. In
this Chapter, we only analyze a selection of these cases useful for validation purposes.
Please refer to [28, 43] for details on the experimental procedure and complete set of
results.

8.1.4 Numerical methods

8.1.4.1 Simulation of DJI Matrice 600 in SEASTAR

The numerical model simulating the wind tunnel’s flow solves Unsteady Reynolds-
Averaged Navier Stokes (URANS) equations embedded in the commercial CFD
software STARCCM+ [188]. An accurate wind tunnel model was created to ade-
quately reproduce the experimental setup. The rotational motion of the rotors is
modeled with a dynamic mesh approach in which a portion of the grid embedding the
rotor slides inside an outer static grid using an Arbitrary Mesh Interface (AMI) pro-
tocol. This approach has been validated and explained thoroughly in Chapter 4. The
computational grid is formed of 10 million cells. The leading rotor and its wake have
an enhanced grid resolution compared to the rest of the domain to adequately capture
the region where most rotor-droplet interaction will occur, even though its resolution
is still smaller compared to the analysis presented in Chapter 4. The time step is set to
10−4s to limit the maximum rotation per temporal iteration of 3o. Initially, the flow
inside the wind tunnel is allowed to evolve for 60 seconds using a larger time-step
which is possible as, during this time, the rotors are off. Then the rotors operate for
a total time of 4 seconds. They operate 2 seconds before the particles are injected
to allow the rotor wake to develop and an extra 2 seconds with the spray system
on. The adopted time-integration scheme is implicit and second-order accurate. The
inviscid fluxes are modeled with a second-order upwind reconstruction. We use the
one-equation Spallart-Allmaras model as a turbulence model [192]. The generated
grid has y+ values lower than 1, in agreement with the turbulence model guidelines.
The flow in the wind tunnel is driven by ten fans, as shown in Figure 8.1. These
are modeled with a fan-type interface that assumes a finite pressure jump across a
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Fig. 8.6 Fan performance curve at 1700 RPM.

zero-thickness disk. The pressure jump is computed based on the fan performance
curve supplied by manufacturers shown in Figure 8.6. The performance curve can
be adjusted for different operating rotational velocities of the fans, which allows the
adjustment of the velocity magnitude in the test section. The usual linear scaling for
flow rate and quadratic scaling for pressure jumps, predicted by actuator disk theory,
are used as shown in Equations 8.1 and 8.2.

∆P2 = ∆P1
Ω2

2
Ω2

1
(8.1)

V2 =V1
Ω2

Ω1
(8.2)

Figure 8.7 shows the velocity field inside the wind tunnel driven by the fans, including
the UAS operating at 5100 rpm. The wind velocity at the center of the test section
inside the wind tunnel with the rotors off was measured to a value of 2.0 m/s. This
value compares well with the velocity of 1.96 m/s revealed by the CFD simulation at
the same position for the selected fan operating point.

Simulations are performed using 64 cores of 2 Intel Xeon Scalable Processors
Gold 6130 2.10 GHz. The computational cost of one simulation was around 6000
CPU hours.
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Fig. 8.7 Instantaneous velocity magnitude field inside the wind tunnel operating at 2 m/s and
rotors operating at 5100 RPM.

8.1.4.2 VOF Simulation of the Hollowcone Nozzle

Our simulations use a Lagrangian spherical particle model to represent the spray
droplets. Chapter 2 explains how Newton’s second law defines particle dynamics.
However, solving this equation requires integrating the initial position and veloc-
ities of the particles. While the initial position is defined at the nozzle location,
determining the initial velocity is crucial, especially for larger particles with higher
inertia.

The initial velocity conditions for integrating the dynamic equation for the parti-
cles have been computed using the multiphase high-resolution interphase capturing
VOF method in a separate CFD simulation of the employed nozzle. This methodol-
ogy has been followed by [116, 72] among others to compute spray characteristics.
We used the VOF solver embedded in STAR-CCM+, described in detail in Chap-
ter 2. For these simulations, 20 implicit sub-steps of the phase transport equation
are combined with an adaptive time-stepping to avoid interface blurring. Despite
this improvement, the global time-step must be kept around 10−6s. A k−ω SST
turbulence model was used in these simulations. However, an in-depth study would
be required to understand the ability of turbulence models to reproduce turbulent
conditions combining internal flows and external boundary layers. A better approach
would have been to use large eddy simulations as performed by Laurila [116], given
that temporal and spatial resolutions are already very fine. In any case, this was
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Fig. 8.8 Grid detail showing interphase triggered AMR.

out of the scope of this work, which aims to estimate the initial velocities of the
droplets. An adaptive mesh refinement using a minimum refinement level of 10 µm
was used to adequately track the interface. A grid detail is shown in Figure 8.8. The
simulations used 64 cores of 2 Intel Xeon Scalable Processors Gold 6130 2.10 GHz.
The computational cost was approximately 12,000 CPU hours per simulation.

8.2 Experimental Results

Figures 8.9 and 8.10 show the most significant lateral photos taken during testing
campaign. Following the test matrix, the cases of hollowcone and fan nozzle are
presented by varying RPM and wind velocities. Likewise, Figures 8.11 and 8.12
represent some results of frontal photos to evaluate the reduction of spray angle with
increased RPM rotors or the pressure.

Based on the results presented, it is evident that the rotors’ wake has a significant
impact on droplet distribution. A higher rotor speed leads to better control and a
more vertical spray distribution, which is highly beneficial in vineyards. Furthermore,
the hollow cone nozzle is more significantly affected by wind velocity and rotation
rate than the fan nozzle. This is because the droplets produced by the hollow cone
nozzle are finer and more prone to drift with the flow. The following section uses



250 Numerical Analysis of a UAS Spraying Operation

Fig. 8.9 Lateral view of spray with Hollowcone nozzle for a) no rotor, b) idle, and c) throttle
condition in 1) hovering, 2) at wind speed = 2 m/s, and 3) at wind speed = 3 m/s.
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Fig. 8.10 Lateral view of spray with Fan nozzle for a) no rotor, b) idle, and c) throttle
condition in 1) hovering, 2) at wind speed = 2 m/s, and 3) at wind speed = 3 m/s.



252 Numerical Analysis of a UAS Spraying Operation

Fig. 8.11 Frontal view of spray with Fan nozzle for 1) no rotor at 2 bar, 2) throttle at 2 bar
and 3) throttle at 3 bar.

Fig. 8.12 Frontal view of spray with Hollowcone nozzle for 1) no rotor at 2 bar, 2) throttle at
2 bar and 3) throttle at 3 bar.
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Fig. 8.13 CAD model and the hollowcone spray angle of the HCI8002 nozzle.

the research findings to validate the CFD model for predicting particle distribution.
After validation, we could explore other conditions to avoid the time and economic
costs associated with experimental campaigns.

8.3 CFD Simulation

8.3.1 Hollowcone Nozzle Characterization

The ARAG Group supplied the hollow cone nozzle, identified by the reference code
HCI8002, for our experimental campaign. This type of nozzle is classified as a
pressure-swirl nozzle because it creates a conical sheet of fluid at the nozzle exit
through centrifugal forces acting on the rotating fluid in the swirl chamber. The
breakdown of the conical sheet into droplets is highly complex and expensive to
model numerically [118]. Some researchers [72, 116] have used interphase capturing
methods to resolve it.

The four main characteristics of a hollow cone spray are particle diameter dis-
tribution, film velocity, film thickness, and cone angle. These characteristics are
heavily influenced by the injection pressure/mass flow and the nozzle’s geometry,
particularly the exit orifice. Determining the hollow cone spray characteristics is
crucial to model the interaction between the rotors and the spray. Figure 8.13 displays
a simplified CAD model of the nozzle, and Table 8.2 lists its primary characteristics.

This model shows the inside of a nozzle and is designed to help with precise CFD
modeling of the multiphase flow. The nozzle has three tangential inlets that enable
the rotation of the flow around the swirl chamber’s vertical axis. Due to centrifugal
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Table 8.2 Main characteristics of the HCI8002 nozzle.

ARAG - HCI8002

Pressure 3 bar
Volume flow rate 0.8 lmin−1

Droplet size fine

Fig. 8.14 Probability density function for the droplet diameter distribution.

forces, the fluid moves towards the wall, creating an air core in the nozzle. When
pressure builds up, the rotating liquid film is pushed through the orifice, and the
centrifugal forces expand the liquid film, forming a conical fluid film, as displayed
in Figure 8.16.

8.3.1.1 Droplet diameter distribution

The nozzle manufacturers provided information about the size of particles at different
injection pressures. In Figure 8.14, we can see the size distribution of particles at
our working pressure of 2 bar, which has been extrapolated using a 3-point-based
Akima algorithm for each droplet diameter. The particle size distribution follows a
log-normal pattern with parameters µ = 5.11 and σ = 0.52.
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Fig. 8.15 Hollowcone angle for a pressure of 2 bar measured during the experimental
campaign.

8.3.1.2 Cone angle

In [43], we explain how our visualization method can determine the angle of a conical
sheet of liquid as it breaks down into droplets following initial instability. The hollow
cone sheet breakdown simulation is discussed further in [72]. We measure the angle
using frontal images, as illustrated in Figure 8.15. Our results show an angle of
around 79 degrees.

Figure 8.16 shows the water-air interphase, which clearly shows a hollowcone
shape, and this value agrees well with the cone angle found in the CFD simulation
shown in Figure 8.17, where a half cone angle of 40 degrees is measured. The
atomization process is reproduced and shows the breakdown of the conical fluid
sheet first into ligaments, and then, these ligaments break down into droplets. This
image is a detail of the near nozzle region. Figure 8.20 shows a much larger domain
showing complete atomization.

8.3.1.3 Film velocity and tangential velocity

The film velocity is the non-tangential velocity component of the liquid contained in
the conical sheet. Considering a cylindrical coordinate system (r, θ , z) centred on
the exit orifice and with the z-axis coincident with the vertical axis, the film velocity
(U f ) would be the result of combining the radial (Ur) and axial (Uz) components of
velocity as shown in Equation 8.3.

U f =
√

U2
r +U2

z (8.3)
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Fig. 8.16 Water-air interphase in VOF CFD simulation showing the conical sheet of fluid
produced by the pressure swirl nozzle at a pressure of 2 bar.

Fig. 8.17 Water volume fraction in VOF CFD simulation showing the conical sheet of fluid
produced by the pressure swirl nozzle at a pressure of 2 bar.
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Fig. 8.18 Film velocity of the liquid droplets after the breakdown of the conical sheet of fluid
produced by the pressure swirl nozzle at a pressure of 2 bar.

According to the CFD simulations, the film velocity of the conical sheet is approxi-
mately 14.5 m/s before it breaks down into ligaments and droplets due to instabilities.
Although the simulation time and generated droplets may not be enough for statistical
convergence, Figure 8.18 indicates that the droplets’ initial velocity is nearly equal to
the film velocity after the breakdown. Most droplets have a velocity ranging between
14 and 15 m/s. Therefore, we will use a constant injection velocity of 14.5 m/s for
the Lagrangian particle model.

On the other hand, the tangential velocity (Uθ ) is not constant as the fluid film
evolves and decreases as the radial coordinate of the cone increases, as shown in
Figure 8.19. We can appreciate how the generated droplets have a tangential velocity
close to zero. Therefore, we will simulate Lagrangian particles without an initial
tangential velocity.

8.3.2 Wind effects on the hollow cone spray

Based on simulations using an 80-degree cone angle to inject Lagrangian particles, it
appears that droplet dispersion is much wider than the actual experimental measure-
ments. This suggests that the conical sheet is deformed before the droplets detach
from the ligaments due to the strong rotor induction. Therefore, the injection angle
of the Lagrangian particles needs to be adjusted. To capture the rotor downwash’s
first-order effects on droplet formation, a multiphase simulation was conducted with
a constant vertical wind. The simulation of the hexacopter at maximum throttle
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Fig. 8.19 Tangential velocity of the liquid phase forming a conical sheet of fluid produced by
the pressure swirl nozzle at a pressure of 2 bar.

Table 8.3 Numerical Simulation Parameters.

Simulation Wind speed [m/s] Nozzle type Motor speed Pressure
1 2 HCI8002 0 2 bar
2 2 HCI8002 5100 rpm 2 bar

revealed that the induced axial velocity at the injection point is 12 m/s, which is used
as the vertical velocity in the VOF simulations. Figure 8.20 displays a significant
closure of the cone angle from 80◦ to 56◦. Therefore, an angle of 56 degrees was
used to model the hollowcone injector of Lagrangian particles.

8.3.3 Experimental Validation

In the previous sections, we explained how we determined the initial conditions
(momentum, diameter, and cone angle) for the Lagrangian particle injection model.
The mass flow rate we used was 0.67 liters per second, which matches the VOF
simulation. To ensure that the diameters of the particles we injected were statistically
representative, we used a random number generator that followed a lognormal
distribution with µ = 5.11 and σ = 0.52. We allowed the particles to be injected for
2 seconds to ensure that we had reliable statistics and to give them enough time to
be carried by the flow.
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Fig. 8.20 Water-air interphase in VOF CFD simulation showing the conical sheet of fluid
produced by the pressure swirl nozzle at a pressure of 2 bar with no axial velocity (left) and
with an axial velocity of 12 m/s (right).

To assess the validity of the developed numerical model, we present a comparison
between experimental LED visualization images and the distribution of Lagrangian
particles. We have performed this validation with the wind tunnel operating at 2 m/s
with the rotors off and operating at maximum throttle. The simulation parameters
are summarized in Table 8.3. The comparison with experimental results is shown
in Figure 8.21. We can appreciate how the lateral views are congruent, presenting
similar cone angles, and the lateral wind-induced drift is evident. The contours of
the spray have been highlighted in blue for the experimental images and red for
the numerical prediction of droplet distributions. The minor deviations of the spray
distributions are possibly caused by the fact that in Section 8.3.2 a fully vertical flow
was considered, and indeed, a small component of cross-flow would be present that
could eventually deform the hollowcone fluid sheet slightly, modifying injection
parameters. Another possible source of error is a slight misalignment of the injector
in the experimental campaign caused by the impulsive activation of the spray system.
CFD simulations give additional information as we can track every particle in the
3-dimensional domain. In addition, it is appreciated how the drift is extremely
sensitive to particle diameter. Large particles (red and orange) maintain the conical
structure considerably due to their large inertia, making them much less sensitive
to the velocity and pressure fields. On the other hand, the smaller particles (yellow,
green, and blue) are affected by the flow, which convects the droplets upstream and
downstream of the hexacopter. However, we appreciate how most of the particles are
contained in the wake and how this directs the particles toward the ground, reducing
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Fig. 8.21 Comparison between the lateral views of droplet LED visualization and CFD
simulations with a wind tunnel speed of 2 m/s. Rotors off (top) and Rotors at full throttle
(bottom).
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Fig. 8.22 Comparison between droplet distribution in CFD simulations at a wind speed of 2
m/s with Rotors off (top) and Rotors at full throttle (bottom).

drift. To show the beneficial effect of the rotor downwash, Figure 8.22 compares the
droplet distributions obtained with and without the rotors operating at full speed.

The drift is minimized except for a lateral flow generated when the particles leave
the downwash region. This is caused by the stream tube forming the wake deviating
toward the negative Z direction. This is evident in Figure 8.23 presenting isosurfaces
of the velocity magnitude at 10 m/s. This asymmetry is caused by the interaction
of the swirling flow in the wake and the wind tunnel velocity. Acknowledging this
asymmetry is important as it could impact the optimal nozzle positioning and the
optimal trajectory of the vehicle, which could be potentially corrected to compensate
for this effect. Figure 8.23 suggests that the rear rotor may be a more suitable location
for the nozzles due to the much more uniform wake structure.

Reducing the cone angle could be beneficial to reduce this drift, allowing the
droplets to remain in the high-velocity wake region until they are very close to
the ground or the vine in a real application. Also, using cone nozzles instead of
hollow-cone angles would be advantageous. Small particles (<100µm) represent
a small fraction of the total volume of sprayed liquid due to the cubic relationship
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Fig. 8.23 Velocity magnitude 10 m/s Isosurface in the Wind Tunnel simulations at 2 m/s with
rotors operating at 5100 rpm.

between diameter and volume. It is interesting to note that the different inertia of the
particles cause the stratification by diameter when the rotors are not operating.

The improved droplet deposition obtained with the rotor-on configuration was
expected as the particles with small inertia align with the streamlines of the flow,
which in this case, are directed toward the ground. In the case of rotors-off, these
are horizontal, and droplets may be drifted for long distances. In a real flight, this
situation would be equivalent to placing the injectors in such a way as to avoid the
hexacopter’s wake. In this case, particles remain suspended in the air for a long time
and could be transported very long distances, even by small wind gusts. This situation
could pose health issues, as Plant Protection Products (PPPs) are often hazardous and
should also be avoided from an efficiency point of view, as a reasonable amount of
the product could miss the target. Both situations shown in Figure 8.22 are identical,
with the only difference of the blades’ rotation rate. This observation reinforces the
critical role of this operation parameter in droplet deposition, which is especially
important to study as the weight of UASS may vary significantly during their mission,
with ratios of up to 40% comparing final and initial weight. Another comment is the
need to avoid the formation of the so-called horseshoe vortices, also known as super
tip vortices in the field of urban air mobility [213], typically formed in multirotors
wakes operating at relatively high advance velocities [224, 27]. Otherwise, the spray
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Fig. 8.24 Hexarotor sketch in the body frame.

imprint would become much more unpredictable and challenging to control, even
though it could have some potential advantages, such as improved lateral penetration
of the plant.

8.4 Simulation of a Spraying operation in a Vineyard

In this section, we apply the aforementioned spray model in a virtual spraying
operation using the numerical setup described in Chapter 7. In this case, instead
of testing a quadrotor, we will test an hexarotor, so small adjustments had to be
made to the model to accurately correct the velocity of the six rotors using the same
controller structure. The work shown in the previous section using the DJI Matrice
600 was vital in planning the field tests in an actual vineyard using our UAS and
spray system. This experimental work is shown in [26]. We will use that spraying
mission as a guideline to create our virtual testing environment.

8.4.1 Hexarotor Dynamics

Despite using the same control loop described in Chapter 7, the different dispositions
and number of rotors of the DJI Matrice 600 require a modification in the motor
mixer. The rotor positions, orientation and body axis are shown in Figure 8.24. This
set of equations maps the control required force and moments with the rotational
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speeds. Considering a planar configuration, these can be expressed as:
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(8.4)

Apart from the additional rotors, this hexacopter presents the complication of not
being planar. The arms, of length l = 0.567m, have an inclination, γ of around 7
degrees. This slightly complicates the rectangular matrix shown in equation 8.4. The
new formulation of this matrix, M, is:
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where cγ and sγ represent the cosine and sine of the arms tilt angle. Furthermore,
we can appreciate how our system is underdetermined. This system will have infinite
combinations of the angular velocities that solve the problem. Of these solutions,
we would like to select the minimum norm solution, as this would reduce the power
employed in the control. Therefore, we can compute the square of the angular
velocities as:

ωS = [ω1
2,ω2

2,ω3
2,ω4

2,ω5
2,ω6

2]
T
= MT (MMT )−1C = M∗C (8.6)
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where C is a vector containing the control force and moments, and M∗ denotes
the Penrose-Moore Pseudoinverse of matrix M presented in equation 8.5.

Another subtle difference in the mission is linked to the required velocity. Chapter
7 shows a maneuver that attempts to arrive at a given point without controlling the
velocity. In this case, we aim to spray at a constant velocity as this is a critical
variable influencing spray drift and mission effectiveness. To this purpose, we
control velocity instead of controlling position for the x direction (aligned with the
row). Maintaining the same architecture, this modification can be done by setting
the proportional term to 0, selecting a target velocity, and adding a derivative term
for the error in velocity. These modifications will adjust the pitch angle to achieve a
constant velocity in the direction of the row.

8.4.2 Virtual Vineyard and UAS model

Figure 8.25 shows the reference vineyard that will be used in this study. It must
be noted that this is only one of the many configurations that can be found. These
measures are coherent with the experimental study involving flight tests using our
UAS and spray system presented by Biglia [26]. Figure 8.26 shows the geometry
used in our numerical model, which respects the aforementioned configuration. We
can see how the leaves forming the vine plant have different orientations, and their
geometry is simplified and with an unrealistic thickness. Possibly, one of the biggest
inaccuracies of the model resides in modeling leaves as rigid solids. The flapping of
the leaves observed experimentally probably enhances the penetration of PPPs into
the plant. Nevertheless, the model can distinguish the number of droplets deposited
on the leaves from those in the inter-row region. These particles that end up in the
inter-row region are actually the ones that we aim to minimize.

We can also appreciate how we are modeling the water tank as we did in the
wind tunnel tests. The fluid inside the tank is not modeled, but the overall mass of
the UAS decreases as the spray process starts. However, it is important to note that
the variations in mass are limited due to the limited physical time performed in our
mission. The initial mass is set to 14.05 kg. The aerodynamic modeling of the tank
is important as the drag it generates causes an increase in the pitch angle to achieve
the same velocity. This angle directly influences the wake direction and, therefore,
its influence on droplet deposition. Our spray system is only active below the leading
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rotor. However, future tests will include testing the spray system below the rear rotor,
which possesses a slightly more uniform wake due to the flow blockage caused by
the UAS body, as shown in the previous section.

The UAS mounted Tmotor 15"x5" blades in the wind tunnel test. However, these
blades could not provide enough thrust for flight tests, and they were replaced with
a DJI 21"x7" folding propeller (DJI 2170R). The thrust and torque coefficients of
these blades are unknown. For simplicity, we scaled the coefficients (KT and Kq) of
the Tmotor to a higher diameter as the relative pitch is equivalent. For a detailed
analysis, these should be accurately computed using CFD simulations as those shown
in Chapter 4 or using manufacturer data. However, the author recommends using the
latter with care, as they are not always accurate.

Fig. 8.25 Sketch of a standard vineyard in which we based our numerical model.

The rotors are modeled with the body force propeller method described in Chapter
7 for the quadcopter, only updating the thrust and torque coefficients as well as the
area of the virtual disk. The simulation is done in a short vineyard section around 2
meters long. The objective is to assess the interaction of the fluid flow generated in
the wake of the UAS and the injected lagrangian particles, as shown in the previous
section. In this case, adaptive mesh refinement is not advantageous, as a decent
resolution has to be maintained in the volume surrounding the vine row. Therefore,
we opted for a generalized volumetric refinement adequate for a smooth transition in
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Fig. 8.26 Geometry used in our numerical model.

the overset grid. Figure 8.27 shows how our background grid uses a trimmed cell
mesh, and our overset grid uses polyhedral cells to adequately resolve the vehicle
geometry. A prism layer mesh is included around the UAS body and water tank to
compute as the drag is relevant. We can also appreciate how the model includes
a fine mesh around the vine region to model the blockage effect the vine plant
would create on the wake. The regions containing the virtual disk are also refined to
enable accurate results. This refinement, however, requires a small number of cells
compared with that required when the blade is resolved.

8.4.3 Spraying Mission

A spraying mission has been performed to assess the influence of the cone angle
on spray depositions. The duration of the mission is 4 seconds. The PID controller
allows the UAS to reach its target speed of 2 meters per second before the start of
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Fig. 8.27 Computational grid.

(a) x-velocity. (b) θ .

Fig. 8.28 Comparison of x-velocity and θ for the two models.

the vine row. The velocity component along the row and the pitch angle are shown
in Figure 8.28. This Figure also includes a simplified Matlab/Simulink model. We
can appreciate how both signals are equivalent except for the asymptotic value of the
pitch angle that has to remain slightly negative in the CFD model to compensate for
the drag force, which is not included in the Matlab/Simulink model.

The spray system is activated after 1 second. The droplets are modeled as
spherical Lagrangian particles that don’t interact with the Eulerian phase. This is a
noticeable advantage as just one simulation allows studying as many spray system
configurations as possible. The first phase uses the 80-degree hollow cone nozzle
analyzed in the previous section to show how this angle is excessive and creates



8.4 Simulation of a Spraying operation in a Vineyard 269

substantial product waste, as commented in the previous section. A second phase is
introduced using an injector with half of the cone angle.

Fig. 8.29 Snapshots of the mission at different times. Velocity magnitude is shown on the
UAS symmetry plane, and the particles are colored depending on their diameter.

Figure 8.29 presents snapshots at different times of the mission. We can see how
the UAS starts with a horizontal position, tilts forward to achieve the desired velocity,
and then progressively tilts back to the equilibrium position, which is not horizontal
due to drag. We can also appreciate how the vine row produces a non-negligible
blockage effect in the wake velocities.

Figure 8.30 shows how an important number of particles are drifting into the inter-
row region due to the large cone angle. Figure 8.31 shows how the concentration of
droplets on the top leaves of the row is more significant compared to those at lower
leaves. However, as mentioned earlier, the fact that leaves are being modeled as rigid
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Fig. 8.30 Top view of droplet distribution with 80o hollow cone nozzle (Real cone angle set
to 56o). T=4.0 s.

Fig. 8.31 Side view of droplet distribution with 80o hollow cone nozzle (Real cone angle set
to 56o). T=4.0 s.

bodies probably biases the concentrations. Furthermore, not all the droplets will stick
to the leaves, and they could rebound or slide. Another aspect that can be identified
in this Figure is how small droplets (blue) coil into a helical structure caused by
the interaction of the wake with the advance velocity. On the other hand, larger
particles (Red) maintain the cone structure. In this case, as the cone is excessively
wide, this causes PPPs losses. However, if a smaller cone aperture was used, this
could decisively decrease the inter-row losses.
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Fig. 8.32 Top view of droplet distribution with 40o hollow cone nozzle (Real cone angle set
to 28o). T=4.0 s.

Fig. 8.33 Side view of droplet distribution with 40o hollow cone nozzle (Real cone angle set
to 28o). T=4.0 s.

To test this hypothesis, we are going to analyze a 40-degree hollow cone nozzle,
assuming that the closure of the cone would be proportional to that found for the
80-degree nozzle. This results in an effective angle of 28 degrees. Figure 8.32 shows
how the number of droplets outside the target has been reduced due to the closure of
the cone angle. Figure 8.33 shows how the cone presents an important reduction. We
can appreciate again, in this case, the asymmetrical particle disposition noticed in
the wind tunnel tests. In this case, the particle deviation is toward the left of the row
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due to the change in the rotation rate of the forward rotor. The fact that this effect is
also captured with the virtual disk model reinforces its validity for this application.

The proposed methodology also allows the quantification of droplet deposition
on target. The amount of PPPs deposited on the plants was compared to the efficiency
of the presented operations. Using the 80o nozzle, the spray deposition was 0.0047
liters, whereas, for the 40o nozzle, the deposition was 0.0083 liters. If we compare
this value with the total amount of PPPs injected while the UAS was over the vine,
we obtain a measure of the efficiency of the operation. The operation efficiency with
an 80o nozzle is around 0.30 and 0.52 for the 40o nozzle. This represents a simple
test case on how virtual testing may guide optimal spraying operations without the
elevated costs of experimental testing regarding water-sensitive material to track
particles and workforce to perform experiments and post-process the data.

8.5 Discussion

This study explores the effects of flight speed and rotation rate on spray distribution
in the wake of a hexacopter. The experimental procedure uses lateral and frontal
photographs to validate the spray pattern obtained from CFD simulations. While
the methodology does not allow for individual droplet statistics, it provides spray
contours for qualitative validation of the CFD model and evaluation of different
operational parameters’ effects on spray drift.

This work focuses on the benefits of positioning nozzles in the wake of rotors,
which mitigate drift. The study demonstrates improved precision operations by
comparing spray distributions at a flight speed of 2 m/s with and without rotors
on. Increasing the rotation rate reduces spray drift for a given velocity, which is
significant as UASS weight can decrease up to 40% due to spraying, during a single
mission. Increasing flight velocity increases spray drift for a given rotation rate,
making the non-dimensional ratio between flight and blade tip velocity a critical
design parameter for efficient precision spray operations.

The study also reveals that droplet diameter significantly affects drift, with
smaller particles being more susceptible to drift due to reduced inertia. Optimal
nozzle positioning depends on flight speed and rotation rate, and nozzle location
should aim to ensure droplet trajectories are immersed in high vertical velocity
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regions for the longest possible distance to allow sufficient momentum injection
toward the target. However, care must be taken as we have seen how the wakes
deform and deviate due to the interaction with the freestream. The rear rotor seems
to have a more vertical wake that would enhance precision applications.

The validation of the numerical model with wind tunnel data has informed the
design of a virtual vineyard where several spray system configurations may be tested
efficiently. Considering that the droplets’ motion does not affect the bulk fluid flow
allows us to use as many independent Lagrangian phases during the same simulation.
This methodology enables the quantification of droplets drifting away. Also, due to
the time-accurate particle tracking, we can understand why this drift is happening
and attempt to propose an alternative location. Conversely, the model could be used
to design adaptive path-planning strategies to enhance plant deposition.



Chapter 9

Conclusions and Future Work

9.1 Summary and Conclusions

This dissertation addresses the challenges in the numerical simulation of small-scale
rotary-wing typically used in unmanned aerial systems in Terrestrial and Martian
applications. Airfoil and rotor aerodynamic simulations were performed with very
different fidelity analyses, ranging from simple and fast reduced order models to
high-fidelity Computational Fluid Dynamics. High-fidelity approaches cannot be
considered for design and optimization applications due to their prohibitive compu-
tational cost. It is, therefore, imperative to understand what fidelity reduced order
models can provide and at which computational cost. After adequate validation,
higher fidelity approaches are extremely valuable to understand complex aerody-
namic phenomena and to inform the development of reduced-order models. It is also
important to note that the fidelity of a computational tool may vary. For instance,
a CFD simulation solving the RANS equations, depending on the grid resolution,
the turbulence and transition models, temporal discretization, and application of
symmetries in the problem may vary over an order of magnitude. This is also true
for the vortex particle method that allows variable fidelity simulations as the number
of particles increases. Depending on the user objectives, more complex approaches
may not pay off in fidelity. Our work, summarized in the following lines, follows
the aforementioned philosophy in which we validate our higher fidelity models with
experiments, which inform the development of reduced-order models. However, it
is also interesting to mention that CFD approaches can be instrumental in planning
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experiments. Examples of this are the wind tunnel simulations, the quadcopter in
wall effect, and the spraying operations used to inform the design of experiments.

During this research, we aimed to understand the complex aerodynamics that
small-scale multicopters encounter during their missions in standard and low-density
conditions. Given the remarkably low Reynolds number conditions (1,000-100,000),
we studied airfoil aerodynamics in this regime (Chapter 3). We can distinguish
two regimes in this range of Reynolds numbers: ultra-low (1,000-10,000) and
very-low (10,000-100,000) Reynolds number regimes. The former is characterized
by a laminar boundary layer and a high lift regime after leading-edge separation,
defying the classical stall definition. Therefore, several airfoils were proposed to
enhance ultra-low Reynolds number regime performance. The latter presents the
challenges of combining non-negligible laminar and turbulent boundary layer regions.
Furthermore, transition is usually triggered by the separation of the laminar boundary
layer, typically forming laminar separation bubbles.

Once the behavior of airfoils was understood, we explored the numerical simula-
tion of rotors in the very-low Reynolds number regime (Chapter 4). We assessed a
transition model’s ability to capture the separation bubbles and discussed different
modeling approaches for rotating flows within a commercial CFD framework. This
numerical model was validated with experimental data obtained in a climatic cham-
ber that allows the reproduction of these conditions. The validated model informed
the development of several reduced-order methodologies to assess rotor performance,
including a data-driven approach, a blade element momentum method, a free vortex
wake method, and a vortex particle method. The CFD model was also validated
for a full quadcopter to check on the scalability of the proposed methodology to
real scenarios. Rotor simulations were extended to the ultra-low Reynolds number
regime (Chapter 5), assuming a laminar flow. Different optimization approaches are
proposed based on both reduced-order models and CFD.

The lessons learned regarding rotor simulation and a 6-DOF solver were used
to simulate the dynamic fluid body interactions in UAS applications. We used
this approach to simulate an innovative passive swashplateless rotor (Chapter 6),
including a coupled lag-pitch hinge that enables cyclic control by applying a sinu-
soidal torque at the hub. Initially, we simulated this rotor concept by combining a
multi-body dynamic solver and a RANS CFD approach. These simulations allowed
us to understand the complex dynamic/aerodynamic interactions and informed the
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development of a reduced order model that couples an azimuthally resolved blade
element method and a dynamic solver. The dynamic solver was also used to model
multirotor maneuvers (Chapter 7). We implemented a PID controller that allows
the virtual testing of different maneuvers. A simplified Simulink model was used
to verify our virtual testing environment combining 6-DOF motion, PID control,
and RANS-CFD using a quadcopter. In this case, we introduced the reduced order
model within the CFD framework to reduce the computational cost and enable longer
missions, modeling the flow and forces induced by the rotor with a virtual disk
approach.

The last application investigated in this dissertation is rotor-droplet interaction in
agricultural applications using unmanned aerial systems (Chapter 8). In this case, we
used Lagrangian models to simulate the droplets in combination with the multicopter
simulations developed in Chapter 7. A Volume of fluid interface capturing method
was used to simulate the atomization process in a hollow cone nozzle necessary to
determine the necessary initial conditions for the Lagrangian model. Due to the
complexity of the approach and the lack of reliable data in literature, we performed
an experimental campaign in a wind tunnel to assess the interaction of the droplets
with the wake of a hexacopter and the freestream velocity. The spray dispersion
patterns obtained experimentally were used to validate the numerical predictions.
The validated spray model was used to develop a simulation environment similar to
Chapter 7 but using a hexacopter and a virtual vineyard to assess droplet deposition
and quantify the particles that drift away.

9.2 Research Contributions

The following lines highlight the main contributions presented in this dissertation.

• Investigation of the γ-Reθ transition model in the very low Reynolds
number regime.

A thorough validation of applying the γ-Reθ transition model to different
airfoils in this regime was performed. We assessed different calibrations of the
model and proposed a simple fine-tuning methodology. After the transition to
turbulence, we show a deficit of turbulent kinetic energy production near the
wall that creates low skin friction levels resulting in thicker boundary layers
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and premature stall. The problem is enhanced for lower Reynolds numbers and
higher angles of attack. We also show how the model fidelity is reduced for
higher-camber airfoils that present separated regimes at intermediate angles of
attack. This is the case with the airfoil e-387.

• Ultra-low Reynolds number airfoil optimization using an adjoint-CFD
approach.

We propose an alternative optimization procedure to those presented in the
literature that typically uses either XFOIL or RANS equations within opti-
mization algorithms. In this case, we use Navier-Stokes simulations coupled
with an adjoint-based optimization to morph the airfoil geometry to reduce a
user-defined cost function using a steepest descent approach. This computa-
tionally efficient approach allows good-performing geometries that present an
attached flow.

• Ultra-low Reynolds number airfoil optimization for airfoils presenting
separated flow combining a panel method and passive flow control.

We propose an extremely efficient methodology in which we define an optimal
airfoil designed to present an attached boundary layer using XFOIL. Then,
we create sharp leading-edge versions of this airfoil by slicing the airfoil
with planes. This slicing generates a cavity for a separation bubble to settle,
significantly reducing the shear drag. We show for two different airfoils that
this geometrical modification does not affect aerodynamic efficiency for a
given lift coefficient, rendering it an extremely useful design technique that
generates airfoils with state-of-the-art maximum efficiencies and guarantees
high-performance levels before leading edge separation.

• Large eddy simulations of sharp leading edge geometries.

We performed three-dimensional Navier-Stokes and large eddy simulations of
the sharp geometries for the maximum efficiency angle of attack, showing that
the flow remains two-dimensional and laminar. This finding justifies using
two-dimensional Navier-Stokes solutions for airfoil design and optimization
up to Reynolds 10,000.

• Experimental validation and comparison of multiple fidelity numerical
models for rotary wing considering an eventual transition to turbulence.
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We validated different fidelity numerical models for Reynolds numbers ranging
from 20,000 to 200,000, sweeping the whole very-low Reynolds number
regime. Our reduced-order models used a 2D aerodynamic database with a
transition model. We show how a CFD-based airfoil aerodynamic database
performs better than one obtained with XFOIL, especially for the lowest
Reynolds numbers. We show how transition models in three-dimensional CFD
simulations allow enhanced boundary layer characterization to distinguish
laminar and turbulent regions and laminar separation bubbles.

• Hybrid fidelity optimization for Martian rotor design.

We present an alternative methodology to those proposed in the literature that
typically uses the vortex method to optimize rotor performance. We perform
a baseline optimization with a genetic algorithm using the Blade Element
Momentum method as a solver with posterior adjoint-CFD morphing of the
3D geometry. This hybrid fidelity approach is computationally efficient and
allows the creation of state-of-the-art rotor performance with figures of merit
above 0.6. We also consider the impact of blade weight in rotor optimization
in low-density conditions.

• Numerical simulation of a Passive Swashplateless rotor.

This work is among the first to present precise numerical simulations of this
innovative UAS rotor concept that allows cyclic control using a sinusoidal
torque input at the hub. We used a multi-body 6-DOF solver in combination
with well-resolved RANS simulations to model the pitching-lagging motion
of the blades. The developed reduced-order model showed satisfactory aerody-
namic loads and dynamic response agreement compared to the higher-fidelity
CFD approach. This approach reduces the computational cost by a factor of
10,000.

• Development of a virtual testing environment for multicopters combining
CFD, 6-DOF motion, and PID control.

We proposed a virtual testing environment that allows us to reproduce a broad
selection of multirotor. The framework is general as it couples 6-DOF motion
and PID control within a CFD environment. We created digital twins of a
quadrotor and a hexarotor that we used for the experimental tests. Two rotor
modeling fidelities are allowed; one uses a sliding grid approach, and the
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other a virtual disk method. This framework was used to understand the
dangerous situation that UASs face when approaching a wall in static and
dynamic configurations.

• Numerical assessment of an unmanned aerial spraying system (UASS)
operation on a vineyard coupling CFD, 6-DOF motion, PID control, and
Lagrangian particle injection.

An experimental campaign was performed in a wind tunnel facility to obtain
preliminary droplet distributions in the wake of a sprayer hexarotor. We
validated a Lagrangian particle model with this data and then coupled it within
the aforementioned simulation framework. To the author’s knowledge, this is
the first droplet deposition prediction tool for an hexarotor spraying mission
coupling CFD, 6-DOF motion, PID control, and multiphase flow modeling.
Its generality allows the study of spray deposition in real situations, including
lateral wind gusts and variable flight speed, and can capture the increase in
pitch angle as the UAS’s mass reduces.

9.3 Future Work

This dissertation presents numerical approaches to tackle very diverse applications
involving rotary-wing UAS. Most of these applications are rapidly evolving, and
this work proposes different methodologies to tackle these problems. However, for
many of the addressed issues, our proposed methodology has been validated but not
applied to actual missions or design activities. For instance, we have validated various
reduced order models in different conditions, but only the Blade Element method
has been applied to design applications. This is also the case with the swashplateless
rotor reduced-order approach. Furthermore, some of the proposed approaches were
performed with under-resolved grids due to our limited computational resources.
However, approaches that seem unfeasible today will soon be standard due to the
exponential growth of available computational resources, especially with the rapid
growth of GPU acceleration in our field.

A special mention goes to the Martian flight. The presented rotor design activity
started before any UAS had previously operated on Mars. Therefore, we opted
for a small payload conservative design of quadcopter blades with a total budget
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of 1.2 kg. After the great success of Ingenuity, the Martian flight community is
quickly evolving towards larger-scale designs. Therefore, applying our proposed
design and optimization methodologies for larger-scale UAS will be something to
work on soon. Furthermore, the experimental validation of both our airfoils and
rotor simulations will be a priority. Considering the extremely economical and
technological complexity of testing Martian conditions on Earth, having a validated
framework where rotor/UAS performance could be evaluated will definitely be an
advantage.

There is a lot of work ahead regarding transition modeling in rotor flows. The
very-low Reynolds number regime needs transition modeling due to the coexistence
of laminar and turbulent regions. LES performed with the adequate resolution to
capture transition is too expensive, and it will still be out of our reach for at least the
next decade, reinforcing the need for accurate transition models. We have validated
our numerical model using integral forces and moments. However, more detailed
measurements are required to adequately assess the predictions of the boundary
layer state over the rotor surface. Therefore another pending job is to compare
our boundary layer state predictions with experimental measurements, which may
include pressure-sensitive paint and oil visualization.

Another future activity is thoroughly validating our virtual simulation environ-
ment, comparing our simulated missions with actual flight logs performing the same
operation. An experimental campaign to validate the operations in the wall effect is
currently being conducted, as well as a validation of our spraying operation simula-
tion. In the future, these multiphysics simulations could include other disciplines,
such as aeroelasticity and aeroacoustics. Particularly interesting would be the inter-
action with control algorithms that could mitigate the problems associated with the
aforementioned disciplines. This would allow us to perform virtual tests on digital
twins with very high reliability. As we mentioned earlier, this concept would be ben-
eficial to virtually test actual Martian missions, which are very difficult to reproduce
due to the atmospheric conditions and the reduced gravitational acceleration.
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