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Abstract

Document classification is helpful for law professionals to improve content browsing and retrieval. Pretrained Language Models,
such as BERT, have become established for legal document classification. However, legal content is quite diversified. For example,
documents vary in length from very short maxims to relatively long judgements; certain document types are rich of domain-specific
expressions and can be annotated with multiple labels from domain-specific taxonomies. This paper studies to what extent existing
pretrained models are suited to the legal domain. Specifically, we examine a real business case focused on Italian legal document
classification. On a proprietary dataset with thousands of diversified categories (e.g., legal judgements, maxims, and legal news) we
explore the use of Pretrained Language Models adapted to handle various content types. We collect both quantitative and qualitative
results, highlighting best and worst cases, anomalous categories, and limitations of currently available models.
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1. Introduction

Legal databases collect highly diversified document types such as laws, regulations, court rulings, and princi-
ples [5]. To retrieve and browse content in large databases law professionals such as lawyers and judges make use of
human-generated annotations. However, with the rapid increase of the number of legal documents available in elec-
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tronic form manual content annotation has become extremely labor-intensive [33]. The constant progress in Natural
Language Processing techniques have found confirmation in the legal domain [37]. In particular, Pretrained Language
Models (PLMs) have been successfully applied to address tasks such as legal question answering [14], legal docu-
ment summarization [17], and legal entity recognition [1]. Classification techniques automatically assign to a given
document one label from a predefined set of classes. Classifiers are of great interest for legal applications because
they relieve domain experts of annotation duties. In particular, classifiers based on PLMs (e.g., [4, 5]) have shown to
be particularly efficient and effective thanks to use of attention mechanism [35]. PLMs used for classification need
to face the inherent complexity of legal documents. Firstly, documents can be either relatively short (e.g., a maxim)
or quite long (e.g., contracts or judgements). However, most PLMs are neither capable of handling very long pieces
of text nor directly portable from one document type to another [13]. Secondly, documents are likely to be associ-
ated with multiple labels at the same time. Candidate labels have arbitrary semantic relationships among each other,
often based on hierarchical models. Thirdly, examples of human-annotated data are typically unevenly distributed
across the law areas and document types. Lastly, legal documents written in Romance languages such as Italian can
be even more complex to handle because of the richness of the legal vocabulary that is used [33]. Therefore, training
and fine-tuning PLMs for the legal domain can be challenging. This paper examines the generalization capability
of established PLMs across different types of legal documents. It explores the use of BERT-based PLMs [11] in a
real business case focused on Italian legal document classification. We carry out a wide range of experiments on a
proprietary dataset with thousands of documents diversified in data source (e.g., legal judgements, maxims and legal
news) and law area (e.g., public administration, family, civil and telematic process, tax, housing, corporate, criminal,
labour and bankruptcy law). Documents are annotated with more than 20, 000 distinct labels. Starting from a standard
classification pipeline, we extend the capability of the business solution to address the multi-class problem and handle
long documents based on hierarchical modeling and multi-label attention [32, 34]. We assess the quality of the PLM
outcomes from both a quantitative and qualitative viewpoint. The results highlight promising performance on maxims,
worse results on longer documents, and contrasting outcomes on documents belonging to the 7ax law area. The paper
is organized as follows. Section 2 compares the current study with the prior works. Section 3 describes the business
case and the pipeline extension. Section 4 describes the data and summarizes the main results. Finally, Section 6 draws
the conclusions and discusses the future research agenda.

2. Related work

Extreme Multi-label Classification (XMC) focuses on assigning the most pertinent labels to a given test document
based on the multi-class model trained on data with highly imbalanced label distribution. The main challenge is
to properly handle a very large number of labels, which is hard to achieve using traditional classification models.
Pretrained Language Models (PLMs) have achieved very promising XMC performance, mainly due to the use of
attention mechanism in the transformer architecture [35]. In most real-world applications trasformer-based models
(e.g., [8, 30, 9]) have shown to outperform traditional machine learning approaches (e.g., [19, 34]). In the context
of legal AI, XMC has been mostly addressed on a monolingual dataset (e.g., [23, 3, 6, 27, 5, 16, 36]), whereas
only few works focus on legal data written in languages other than English [5]. To the best of our knowledge, multi-
EURLEX [5] is the most recent multi-lingual legal dataset for XMC. It consists of 65k European Union laws, officially
translated into 23 languages, including also the Italian language, and annotated with the EUROVOC taxonomy. The
main differences between the latter and the present work are: (1) The domain adaptation, i.e., just the European
regulation for multi-EURLEX vs. legal judgements, maxims, and legal news. (2) The analysis of the legal area: we
also compare PLMs performance on different areas of law, studying also the effect of level of detail in the label
taxonomy.

3. Business case

A Ttalian publisher of legal texts and related products needs to organize legal news, court judgment’s contracts,
and maxims. To support efficient retrieval and browsing of the database content, documents need to be annotated with
labels stored in a proprietary taxonomy (i.e., a is-a hierarchy). However, prior approaches to Italian legal document
classification [32] have been tested on a single law area. Therefore, the level of portability of PLMs towards different
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law areas and legal document types is still unknown. In this paper we address the aforesaid limitations by exploring a
wider range of document types and law areas. We adopt the following the best practices [12]: (1) Data benchmarking,
to allow detailed comparisons on a sufficiently large number of cases, and (2) Error analysis, to educate the Business
on the limits of Artificial Intelligence and understand where the human must intervene.

We address the following directions of extension of the BERT model [11]:

o Type-specific PLMs: To examine the impact of the document type on classification performance, we fine-tune
a separate BERT multi-label classification model [11] per area of law.

e Multi-class data: We tailor the classification process to a multi-class setting by first enforcing a minimum
confidence threshold to each class probability and then assigning to the test document all the classes exceeding
the minimum confidence level. The model is trained to classify all labels at different hierarchical levels jointly.
In such a way, we encourage the model to learn at least one first- and second-level labels. Although not as
detailed as the third-level labels, they ensure the identification of the correct sub-area of law.

o Long documents: We adapt PLMs to handle documents longer than the standard token size (512). To this end,
we adopt a hierarchical model [24] that first splits each piece of text into paragraphs and then generates an
intermediate paragraph-level representation from the hidden representation of the Begin-of-Sequence token of
each paragraph, i.e., the paragraph attention vector. All the paragraph attention vectors for a given document
are then aggregated and passed to a classification layer. By leveraging the multi-label attention mechanism [34],
the extended model can assign different weights to different parts of the input based on their relevance to the
label being predicted, thus improving the accuracy of the model.

During validation and testing, we post-process the models’ predictions by eliminating redundant intermediate-level
labels and prioritizing the most granular predictions. For instance, if the model generates both the labels Associations
and foundations and Associations and foundations - Committees, we consider only the latter, as provides more detailed
information.

4. Methods

In this section, we overview the main dataset characteristics (see Section 4.1) and report the main experimental
settings (see Section 4.2) and model performance, highlighting the main empirical findings (see Section 5).

4.1. Dataset

The proprietary dataset consists of Italian legal judgments, maxims and legal news covering 10 different law areas:

e Public administration: documents that pertain to matters of public interest and concern the organization and
functions of the public administration, as well as its relationships with private individuals.

e Lease and housing: documents related to rulings that pertain to contracts between private individuals, which
include a real estate asset;

e Family: documents that deal with the legal relationships between people who make up a family, as defined by
law;

o Civil Liability: documents related to offenses that violate the provisions of the civil code;

e Labour: documents related to the rules governing relations between workers and employers;

o Civil and Telematic process: documents with reference to norms ruling mechanisms, jurisdiction and laws that
guarantee fair justice within a judicial process, in the civil sphere;

o Criminal: documents concerning the imposition of penalties or sanctions according to the severity of the crime;

e Corporate: documents in which there are references to regulations concerning the establishment, governance,
control, dissolution and liquidation of companies, corporate responsibility, property relations between share-
holders, extraordinary corporate transactions, and management of the company crisis;

e Tax: documents including procedures related to taxation;

e Bankruptcy: documents regarding the regulation of the phenomenon of business crisis.
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Fig. 1. Extract of the label taxonomy related to the family law area

First-level labels Divorce Marriage

%\/\

Second-level labels Jurisdiction and procedure [.] Revision of rulings: Dissolution [.]

/\ custody, child support

Third-level labels Territorial jurisdiction Appeal

Fig. 2. Distribution of the most frequent first-level labels over the documents (legal judgments and maxims) related to civil liability law area.
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Each law area corresponds to a portion of a proprietary taxonomy (i.e., a is-a hierarchy), that organizes the set of
labels. Each label denotes a relevant legal principle. The taxonomy has a hierarchical structure. The labels hierarchies
consist of three layers of concepts, each of them providing a more detailed characterization (see Figure 1). Notice
that only part of the second-level labels are associated with third-level labels, whereas all the top-level labels are
specialized by a second-level label. Part of the label hierarchies are in common across multiple areas of law. Legal
judgments and maxims are, on average, annotated with five labels per document. Conversely, legal news are not
annotated yet. The legal judgments are pre-processed as follows: we consider all paragraphs within the FactLaw corpus
(the portion of the legal judgment those contained the fact description and the applied rulings), whereas preambles and
conclusions are disregarded. Table 1 summarizes the dataset statistics, including the label distribution across different
aggregation levels in the taxonomy. In addition, we report the mean document lengths, expressed as the average
number of characters per document source. The document length in this dataset exceeds that of well-established text
classification datasets [21, 15, 2, 25]. Notice that the number of labels per area of law is quite variable, yielding an

imbalanced class label distribution (see Figure 2).

4.2. Experimental setup

We run a train-validation-test simulation separately for each area of law. Similar to [5] we keep the number of

test documents per area fixed to 15,000 and the validation set proportion to 5%. We employed the bert_multi_cased'

version of BERT, a multi-lingual extension of BERT which includes the Italian language in the pretraining and uses
12 transformer blocks, a hidden size of 768, and 12 attention heads. All the models were trained to maximize the cross
entropy loss through the use of the sequence cross entropy loss and the AdamW optimizer [22] with a weight decay
of 0.01. Models were trained for a small number of epochs (3), with a learning rate of 5e¢ — 5. During inference, we
consider a confidence threshold of 0.30. To avoid overfitting, we drop-out connections in the last classification layer

with a drop-out probability of p = 0.1 and early stopping during training to further prevent overfitting.

' Available at the Tensorflow Hub: https://tfhub.dev/



Benedetto et al. / Procedia Computer Science 00 (2023) 000-000

Table 1. Statistics of the dataset: number of documents and labels and average document length across the law areas

Dataset cardinality

Law area Number of Legal Judgments Number of Maxims Number of Legal news
Public administration 555749 280471 392
Lease and Housing 22192 35662 150
Family 34454 37800 502
Civil liability 111751 71842 470
Civil and telematic process 581480 421202 171
Criminal 377397 300252 431
Labour 279397 136639 244
Corporate 28703 9474 314
Tax 706343 459822 305
Bankruptcy 405553 290714 337
All 3103019 2043878 3316
Labels cardinality
Law area First level classes Second level classes  Third level classes
Public administration 51 832 1641
Lease and Housing 13 163 259
Family 35 230 243
Civil liability 26 400 470
Civil and telematic process 126 1650 2569
Criminal 147 1301 1698
Labour 28 512 784
Corporate 24 129 233
Tax 106 1631 2608
Bankruptcy 66 1028 1762
All 622 7876 12267
Documents size
Law area Legal judgements lengths Maxims’ lengths Legal news lengths
Public administration 15174.47 646.11 1100.28
Lease and Housing 15572.34 598.09 5967.18
Family 9862.95 640.55 9044.72
Civil liability 15174.47 646.11 12084.64
Civil and telematic process  11606.35 631.87 9258.03
Criminal 11850.67 606.92 3994.46
Labour 13730.64 632.02 1547.79
Corporate 18115.98 557.3 13981.53
Tax 12266.11 594.09 11646.29
Bankruptcy 12289.62 630.08 10149.7
All 13564.36 618.31 7877.46

Hardware and execution times. The experiments were conducted on a single NVidia® Tesla® A100 GPU with 85
GB of memory. The execution time for training and inference took from 1 hour to one day depending on the law area
considered.

Evaluation metrics. We assess PLM performance from both quantitative and qualitative perspectives. Quantitative
analyses require labeled data (i.e., the ground truth), available for legal judgments and maxims only. They quantify
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the overlap between predicted and expected labels per documents in terms of precision and recall measures [31].
Specifically, precision measures the proportion of correctly classified samples over all samples classified as positive,
recall measures the proportion of correctly classified positive samples over all positive samples. We also compute
the weighted fl-score as the mean of the fl-score values (i.e., the harmonic mean of precision and recall) over all
the input labels. The qualitative assessment aims at verifying the compliance of PLMs outcomes with the human
expert’s expectation. To double-check the quantitative outcomes, we run the qualitative evaluation on both a set of an
unlabeled legal news dataset (neglected by the quantitative assessment procedure) and on the labeled legal judgments
and maxims. In the validation process we involve a group of 10 expert evaluators asking them to annotate the document
labels as correct, partially correct, or incorrect. For each area of law we count the percentage of legal documents
belonging to any of the following categories:

e The number of documents where all the predicted labels are correct, and no labels are missing;

e The number of documents whose predictions are partially correct: in this case the evaluator considers the clas-
sification incomplete or identifies that part of the labels returned by the model are wrong;

e The number of documents where all the predictions are wrong: none of the labels returned by the model is
acceptable.

5. Results
5.1. Comparison between data sources

Table 2 reports the weighted fl-score (as well as the corresponding confidence intervals) separately for each law
area. The table columns indicate either the separate data sources (legal judgments or maxims) or the combination of
the above (all). The f1-score values ranging from 0.48 to 0.76 indicate that the type of legal source relevantly affects
PLM performance. The variability in the results is roughly comparable over all law areas. Specifically, maxims are
less numerous but easier to classify. They consist of concise statements expressing general truths about the law, often
used in legal reasoning and decision-making. Their inherent simplicity of the linguistic expressions likely helps the
PLMs to achieve high-quality results. Conversely, the classification performance on judgments is on average worse
across all the law areas. Judgments are detailed written decisions that include a summary of the facts of a specific case,
legal arguments, and a ruling. They may include additional information that is not relevant to the classification task.
Italian judgements may also include domain-specific terms that are underused in the other legal document types. The
law areas with relatively higher standard deviations include Family, Civil Liability, Criminal, Labour, Corporate. This
variability may suggest that the PLM’s performance in these areas is more dependent on specific instances or variations
within the legal texts. In contrast, law areas like Public Administration and Lease and Housing have relatively lower
standard deviations, indicating more consistent performance across different instances or samples. This consistency
may imply that the PLM exhibits a stable and reliable performance in these specific domains. The higher standard
deviation observed for Maxims compared to Legal Judgments could be attributed to the fact that maxims may vary
more widely in their wording, structure, and complexity compared to legal judgments, which are more structured and
standardized. This variability in the language and content of Maxims could contribute to a higher standard deviation
in performance scores.

5.2. Comparison between areas of law
PLM performance, expressed in terms of f1-score, does not exhibit a correlation with the number of labels in each

area of law according to the Pearson correlation coefficient. Hence, generally speaking, considering the area of law
while disregarding the document types is commonly not enough to achieve satisfactory classification results.

5.3. Comparing between levels of label granularity

Table 3 details the PLM performance separately for each set of labels belonging to a different level of granularity
in the expert-provided taxonomy. PLMs exhibit a conservative tendency, resulting in a higher proportion of first- and
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Table 2. PLM performance on different law areas in terms of weighted f1-score

Law area Legal Judgments Maxims ‘ All
Public administration 0.53 (x0.16) 0.65 (+0.31) | 0.61 (+=0.28)
Lease and Housing 0.59 (= 0.21) 0.68 (= 0.31) | 0.64 (+0.28)
Family 0.76 (+ 0.25) 0.68 (£ 0.32) | 0.72 (= 0.32)
Civil liability 0.55 (x 0.20) 0.68 (x 0.36) | 0.63 (= 0.33)
Civil and telematic process 0.53 (£ 0.15) 0.67 (=0.32) | 0.61 (=0.28)
Criminal 0.60 (+ 0.20) 0.64 (£ 0.32) | 0.63 (+0.32)
Labour 0.60 (= 0.18) 0.64 (£ 0.30) | 0.63(x0.28)
Corporate 0.48 (+ 0.14) 0.65 (£ 0.32) | 0.62 (= 0.30)
Tax 0.51 (x 0.16) 0.62 (x0.30) | 0.59(x0.28)
Bankruptcy 0.56 (+ 0.16) 0.63 (x0.31) | 0.61 (x0.27)
All 0.57 (+0.19)  0.654 (+ 0.31) |

second-level labels assigned compared to the third-level label predictions. On average, the models generate two first-
and second-level labels for every single third-level label. Level-1 predictions averagely achieve fairly high F1-score
values (> 80%), with slightly better recall values compared to the precision. Level-2 and -3 classification outcomes
show a severe performance drop (e.g., roughly 30% fl-score decrease from level-1 to level-3). The main reason is
that levels 2 and 3 have a significantly higher number of labels thus making the problem of multi-class classification
much more complex. In addition, as described in Section 3, the label trees are expanded and the model is trained to
classify all the labels at the same time. Therefore labels of higher levels will be considered more frequently by the
model during the training phase.

Table 3. PLM performance (Precision, Recall and F1-score) across different law area and taxonomy levels of granularity

Law area Level 1 labels Level 2 labels Level 3 labels

P R F1 P R F1 P R F1
Public administration 082 0.84 083 0.60 057 056 048 0.39 040
Lease and Housing 093 092 092 0.65 052 057 051 033 0.38
Bankruptcy 0.77 0.84 080 0.57 057 055 046 043 042
Family 0.86 090 0.88 069 072 070 045 044 043
Labour 0.83 086 085 058 059 057 046 042 041
Civil and telematic process 0.76 0.83 0.79 0.57 0.57 0.55 046 043 042
Corporate 082 0.86 084 0.57 0.60 057 045 039 0.39
Tax 0.74 082 0.77 057 055 054 045 040 0.40
Civil liability 0.85 0.81 083 065 052 056 057 041 045
Criminal 0.78 0.82 080 0.57 060 057 049 046 045
All 081 086 083 0.60 0.58 0.57 048 040 042

5.4. Qualitatitive evaluation

Table 4 summarizes the results of the qualitative assessment. It reports the accuracy in terms of the percentage
of correct, partially correct, and incorrect predictions. The percentage of agreement between annotators was around
70% (i.e. in 70% of cases, annotators agreed that a classification is completely correct, partially correct or completely
wrong). On legal judgments and maxims, the outcomes are in line with the quantitative results (i.e., around 80% of
correct assignments). Notably, around 10% of the other assignments are partially correct thus PLMs predictions can
be deemed as quite reliable. Areas Corporate and Tax are the only exceptions, with a significant number of incorrect
assignments probably due to the very peculiar terminology used in these document types. On legal news, PLMs get
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worse performance, especially on the areas Public administration and Criminal. On the other hand, in 8 law areas out
of 10, the number of wrong predictions remains stable, thus in most cases the automatic assignments are either correct
or partially correct. Furthermore, on legal news, the number of predictions returned by the model decreases (3, on
average). Annotators also reported that the most frequent cause of model errors is when there is a lack of a sufficiently
detailed prediction. In conclusion, regardless of the domain PLMs correctly identify the sub-areas of law identified
by the first-level labels, but, in order to achieve a higher level of detail, it needs some form of domain adaptation on
unseen data sources.

Table 4. Summary of the results achieved in the qualitative validation.

Legal judgement/maxims Legal news

Law area Correct Partial correct Incorrect Correct Partial correct Incorrect
Public administration 80% 14% 6% 49% 44% 7%
Lease and Housing 78% 12% 10% T7% 15% 8%
Family 81% 16% 3% 75% 20% 5%
Civil liability 83% 9% 8% 78% 13% 9%
Civil and Telematic process 79% 14% 7% 80% 18% 2%
Criminal 83% 12% 5% 59% 33% 8%
Labour 82% 13% 5% 77% 16% 7%
Corporate 79% 13% 8% 60% 12% 28%
Tax 82% 12% 6% 67% 18% 15%
Bankruptcy 81% 13% 6% 71% 24% 5%

5.5. Errors and models limitations

In this section we summarize the main models errors and limitations we identified:

Performance Variation: The performance of the PLMs (Pre-trained Language Models) varies depending on
the type of legal source. Maxims, which are concise and express general truths about the law, are easier to
classify, resulting in higher performance scores on average with higher variability. On the other hand, judgments,
which are detailed written decisions containing additional information, tend to have lower and more stable
classification performance across all law areas.

Law Area vs. Document Types: Simply considering the area of law without taking into account the document
types is insufficient for achieving satisfactory classification results. The performance of PLMs in terms of f1-
score does not exhibit a correlation with the number of labels in each area of law. Therefore, considering both
the area of law and the document types is crucial for improving classification results.

Label Granularity: PLMs tend to exhibit a conservative tendency in assigning labels, resulting in a higher
proportion of first- and second-level label predictions compared to third-level labels. The F1-score decreases
significantly from level-1 to level-3, indicating a drop in performance as the level of granularity increases. This
is due to the higher complexity of multi-class classification with a larger number of labels at higher levels.

On legal news, the performance decreases, especially in areas such as Public Administration and Criminal.
The number of incorrect predictions remains stable across most law areas, indicating that PLMs are generally
reliable but may require domain adaptation for unseen data sources.

6. Conclusions and future work

The paper studied the generalization capabilities of Pretrained Language Models for multi-label classification of
Italian legal documents. It reported an extensive evaluation of 10 BERT-based models’ performance on different law
areas and document typologies. PLM performance was quantitatively and qualitatively evaluated using a proprietary
dataset and taxonomy including over 5,000,000 documents and 20,000 labels. The results of the study indicate that
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the type of legal information has a great impact on PLM performance, as shown by the performance variations across
different types of law. They also indicate that maxims are easier to classify compared to legal judgments and laws.
As expected, PLM performance decreases while considering labels at deeper levels of granularity in the taxonomy
because the classification problem gets much more complex. As future work, we plan to address the following research
lines:

o Efficient PLMs: further experimentation with compact language models, similar to DistillBERT [29] and AL-
BERT [20] but pretrained on legal documents. We seek to train more compact models that are capable of
performing fairly good on legal data.

o Modeling labels hierarchy: leveraging learn the presence of inter-dependencies between the labels with multi-
task approaches [28] or clustered guided approaches [18].

o Domain adaptation: we aim at improving classification performances on new data sources by reducing the drift
in performance with more robust pre-training [10] tailored to the legal domain or using different data selection
strategies [13].

o Temporal concept drift: similar to legal systems [26] taxonomies evolve over time according to a temporal
concept drift, which is typical of legal topic classification [7]. Therefore, existing taxonomy-based document
relationships may become unreliable. The updates of the original document collection and the presence of a
relevant drift in the covered topics trigger the periodic retraining of the entire classification model. Such an
activity can be labor-intensive and time-consuming. As a future research direction, we plan to explore different
strategies of continuous learning applied to the legal domain.
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