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❙❦❡❧❡t❛❧ ♠♦❞❡❧s ❢♦r t✇♦✲ ❛♥❞ t❤r❡❡✲

❞✐♠❡♥s✐♦♥❛❧ s❤❛♣❡ ✉♥❞❡rst❛♥❞✐♥❣

❑❛t❤r②♥ ▲❡♦♥❛r❞ ✭❖❝❝✐❞❡♥t❛❧ ❈♦❧❧❡❣❡✱ ▲♦s

❆♥❣❡❧❡s✮

❈♦♠❜✐♥❡❞ ♠✉❧t✐s❝❛❧❡ ♠♦❞❡❧✐♥❣ ❛♥❞

❡①♣❡r✐♠❡♥t❛❧ st✉❞② ♦❢ r❡❣✉❧❛t✐♦♥

♠❡❝❤❛♥✐s♠s ♦❢ s❤❛♣❡ ❛♥❞ str✉❝t✉r❡

❢♦r♠❛t✐♦♥ ❞✉r✐♥❣ t✐ss✉❡ ❞❡✈❡❧♦♣♠❡♥t

▼❛r❦ ❆❧❜❡r ✭❯♥✐✈❡rs✐t② ♦❢ ❈❛❧✐❢♦r♥✐❛

❘✐✈❡rs✐❞❡✮

❚❤❡♦r✐❡s ♦❢ ❉❡❡♣ ▲❡❛r♥✐♥❣ ❈❧❛②t♦♥ ❙❝♦tt ✭❯♥✐✈❡rs✐t② ♦❢ ▼✐❝❤✐❣❛♥✱

❆♥♥ ❆r❜♦r✮

❈❧✉st❡r✐♥❣ ❛♥❞ ❈❧❛ss✐✜❝❛t✐♦♥ ✐♥ ◆❡t✇♦r❦s P❡t❡r ▼✉❝❤❛ ✭❉❛rt♠♦✉t❤ ❈♦❧❧❡❣❡✮

◆❡t✇♦r❦ ❣❡♦♠❡tr②✿ ❢r♦♠ ♠✉❧t✐s❝❛❧❡ t♦

✉❧tr❛ ❧♦✇ ❞✐♠❡♥s✐♦♥❛❧ r❡♣r❡s❡♥t❛t✐♦♥s ♦❢

❝♦♠♣❧❡① s②st❡♠s

▼✳ ❆♥❣❡❧❡s ❙❡rr❛♥♦ ✭❯♥✐✈❡rs✐t❛t ❞❡

❇❛r❝❡❧♦♥❛✮

❋❛st ❛♥❞ P♦✇❡r❢✉❧ ▼✐♥✐♣❛t❝❤ ❊♥s❡♠❜❧❡

▲❡❛r♥✐♥❣ ❢♦r ❉✐s❝♦✈❡r② ❛♥❞ ■♥❢❡r❡♥❝❡

●❡♥❡✈❡r❛ ❆❧❧❡♥ ✭❘✐❝❡ ❯♥✐✈❡rs✐t②✮

P❛rt✐❛❧ ❉✐✛❡r❡♥t✐❛❧ ❊q✉❛t✐♦♥s ♦❢ ◗✉❛♥t✉♠

▼❡❝❤❛♥✐❝s

■sr❛❡❧ ▼✐❝❤❛❡❧ ❙✐❣❛❧ ✭❯♥✐✈❡rs✐t② ♦❢

❚♦r♦♥t♦✮

▼❡❝❤❛♥✐st✐❝ ▼♦❞❡❧✐♥❣ ♦❢ ❈♦♠♣❧❡① ❙♦❝✐❛❧

❙②st❡♠s

❍✐r♦❦✐ ❙❛②❛♠❛ ✭❇✐♥❣❤❛♠t♦♥ ❯♥✐✈❡rs✐t②✱

❙t❛t❡ ❯♥✐✈❡rs✐t② ♦❢ ◆❡✇ ❨♦r❦✮

❙✉♣❡rs✐♥❣✉❧❛r ✐s♦❣❡♥② ❣r❛♣❤s ❛♥❞

♦r✐❡♥t❛t✐♦♥s

❑❛t❤❡r✐♥❡ ❙t❛♥❣❡ ✭❯♥✐✈❡rs✐t② ♦❢ ❈♦❧♦r❛❞♦✱

❇♦✉❧❞❡r✮
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❚❤❡ ✐s♦♠❡tr✐❝ ✐♠♠❡rs✐♦♥s ♣r♦❜❧❡♠✿ ❢r♦♠

♣❡rs♣❡❝t✐✈❡s ♦❢ P❉❊✱ ❣❡♦♠❡tr②✱ ❛♥❞

♣❤②s✐❝s

❙✐r❛♥ ▲✐ ✭❙❤❛♥❣❤❛✐ ❏✐❛♦ ❚♦♥❣ ✫ ◆❡✇ ❨♦r❦

❯♥✐✈❡rs✐t②✮
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❙❙✲❆■■P▼▼ ❆rt✐✜❝✐❛❧ ■♥t❡❧❧✐❣❡♥❝❡✱ ■♥✈❡rs❡ Pr♦❜❧❡♠s✱ ❛♥❞ ▼❛t❤❡♠❛t✐❝❛❧ ▼♦❞❡❧❧✐♥❣

❙❙✲❆❙❉❊❉❙ ❆❧❣❡❜r❛✐❝ ❙tr✉❝t✉r❡ ♦❢ ❉✐s❝r❡t❡✲❊✈❡♥t ❉②♥❛♠✐❝❛❧ ❙②st❡♠s✱ ❛♥❞ ❆♣♣❧✐❝❛t✐♦♥s

❙❙✲❈❈❙▼❙ ❈♦✉♣❧❡❞ ❈♦♠♣❧❡① ❙②st❡♠s ❛♥❞ ▼✉❧t✐♣❧❡ ❙❝❛❧❡s✱ ❚❤❡✐r ▼♦❞❡❧❧✐♥❣✱ ❛♥❞

❆♣♣❧✐❝❛t✐♦♥s

❙❙✲❈◆❚ ❈♦♠♣✉t❛t✐♦♥❛❧ ◆✉♠❜❡r ❚❤❡♦r②

❙❙✲❉❋ ❉❡❝✐s✐♦♥s ❛♥❞ ❋❛✐r♥❡ss

❙❙✲❉❙❇❊❆ ❉②♥❛♠✐❝❛❧ ❙②st❡♠s ✐♥ ❇✐♦❧♦❣✐❝❛❧ ❛♥❞ ❊♥❣✐♥❡❡r✐♥❣ ❆♣♣❧✐❝❛t✐♦♥s

❙❙✲❋❉❈❲ ❋❧✉✐❞ ❞②♥❛♠✐❝s ✐♥ ❝♦❧❞ ✇❛t❡r

❙❙✲▼❆❆❈ ▼♦❞❡❧✐♥❣ ❛♥❞ ❛♥❛❧②s✐s ✐♥ ❛♥❛❧②t✐❝❛❧ ❝❤❡♠✐str②

❙❙✲▼❆❈▼◗ ▼❛t❤❡♠❛t✐❝❛❧ ❆s♣❡❝ts ♦❢ ❈♦♥❞❡♥s❡❞ ▼❛tt❡r ❛♥❞ ◗✉❛♥t✉♠ ❚❤❡♦r②

❙❙✲▼❇▼ ▼❛t❤❡♠❛t✐❝s ✐♥ ❇✐♦❧♦❣② ❛♥❞ ▼❡❞✐❝✐♥❡

❙❙✲▼❈❙▲❙ ▼♦❞❡❧✐♥❣ ❝♦♠♣❧❡① s②st❡♠s ✐♥ ❧✐❢❡ s❝✐❡♥❝❡s

❙❙✲▼❋ ▼❛t❤❡♠❛t✐❝❛❧ ❋✐♥❛♥❝❡

❙❙✲▼▼◆◆ ▼❛t❤❡♠❛t✐❝❛❧ ▼♦❞❡❧s ❢♦r ◆❛♥♦s❝✐❡♥❝❡ ❛♥❞ ◆❛♥♦t❡❝❤♥♦❧♦❣②

❙❙✲▼◆❆P❆ ▼♦❞❡❧✐♥❣ ❛♥❞ ◆✉♠❡r✐❝❛❧ ❆♥❛❧②s✐s ❢♦r P❉❊ ❆♣♣❧✐❝❛t✐♦♥s

❙❙✲▼◆P❊ ▼♦❞❡❧❧✐♥❣ ◆P■ ❛♥❞ P■ ✐♥ ❡♣✐❞❡♠✐❝s✴♣❛♥❞❡♠✐❝s

❙❙✲▼❙❉ ▼❛t❤❡♠❛t✐❝s ♦❢ ❙②st❡♠s ✇✐t❤ ❉❡❧❛②

❙❙✲❖❈❉●❆ ❖♣t✐♠❛❧ ❈♦♥tr♦❧✱ ❉✐✛❡r❡♥t✐❛❧ ●❛♠❡s✱ ❛♥❞ ❆♣♣❧✐❝❛t✐♦♥s

❙❙✲◗❈◗P◗▼ ◗✉❛♥t✉♠ ❝♦♠♣✉t❛t✐♦♥✱ ❛♥❞ ♦t❤❡r q✉❛♥t✉♠ ♣r♦❝❡ss❡s ✐♥ q✉❛♥t✉♠ ♠❛tt❡r

❙❙✲❘❆◆▼❙❈ ❘❡❝❡♥t ❆❞✈❛♥❝❡s ✐♥ ◆✉♠❡r✐❝❛❧ ▼❡t❤♦❞s ❛♥❞ ❙❝✐❡♥t✐✜❝ ❈♦♠♣✉t✐♥❣

❙❙✲❘❆❚❆❲P ❘❡❝❡♥t ❆❞✈❛♥❝❡s ✐♥ t❤❡ ❚❤❡♦r② ❛♥❞ ❆♣♣❧✐❝❛t✐♦♥s ♦❢ ❲❛✈❡ Pr♦♣❛❣❛t✐♦♥

❙❙✲❘P❈❉❙❆ ❘❡❝❡♥t ♣r♦❣r❡ss ✐♥ ❝♦♠♣❧❡① ❞②♥❛♠✐❝❛❧ s②st❡♠s ❛♥❞ ❛♣♣❧✐❝❛t✐♦♥s

❙❙✲❙❉▼■❈◆ ❙♣❛t✐❛❧ ❞❛t❛ ❛♥❞ ♠♦❞❡❧❧✐♥❣ ✐♥❝❧✉❞✐♥❣ t❤❡ ❈❛♥❛❞✐❛♥ ◆♦rt❤

❙❙✲❙▼P❚❚◆P ❙♦❧✉t✐♦♥ ♠❡t❤♦❞s ❛♥❞ ♣r❡❝♦♥❞✐t✐♦♥✐♥❣ t❡❝❤♥✐q✉❡s ❢♦r t✐♠❡✲❞❡♣❡♥❞❡♥t ❛♥❞

♥♦♥❧✐♥❡❛r ♣r♦❜❧❡♠s

❙❙✲❚P❈❍❊❙ ❚✐♣♣✐♥❣ P♦✐♥ts ✐♥ ❈♦✉♣❧❡❞ ❍✉♠❛♥✲❊♥✈✐r♦♥♠❡♥t ❙②st❡♠s

❙❙✲❚❙▼❉❆ ❚♦♣✐❝s ✐♥ ❙♣❛t✐♦t❡♠♣♦r❛❧ ▼♦❞❡❧❧✐♥❣ ❛♥❞ ❉❛t❛ ❆♥❛❧②s✐s

❙❙✲❯❆▼▲❚❉❆ ❯t✐❧✐③✐♥❣ ❆■ ❛♥❞ ▼❛❝❤✐♥❡ ▲❡❛r♥✐♥❣ ❚❡❝❤♥✐q✉❡s ❢♦r ❉❛t❛ ❆♥❛❧②t✐❝s
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❈❙✲❇❙▼ ▼❛t❤❡♠❛t✐❝s ❛♥❞ ❈♦♠♣✉t❛t✐♦♥ ✐♥ ❇✐♦❧♦❣✐❝❛❧ ❙❝✐❡♥❝❡s ❛♥❞ ▼❡❞✐❝✐♥❡

❈❙✲❈❆❈❖ ❈♦♠♣✉t❛t✐♦♥❛❧ ❆❧❣❡❜r❛✱ ❈♦♠❜✐♥❛t♦r✐❝s✱ ❛♥❞ ❖♣t✐♠✐③❛t✐♦♥

❈❙✲❈P❈ ❈♦♠♣✉t❛t✐♦♥❛❧ P❤②s✐❝s ❛♥❞ ❈❤❡♠✐str②

❈❙✲❉❙❉❊ ❆♣♣❧✐❝❛t✐♦♥s ♦❢ ❉②♥❛♠✐❝❛❧ ❙②st❡♠s ❛♥❞ ❉✐✛❡r❡♥t✐❛❧ ❊q✉❛t✐♦♥s

❈❙✲❊◆❱ ▼❛t❤❡♠❛t✐❝❛❧ ▼♦❞❡❧❧✐♥❣ ✐♥ ❊♥✈✐r♦♥♠❡♥t❛❧ ❙❝✐❡♥❝❡s ❛♥❞ ▼♦❞❡❧s ❢♦r ❈♦♠♣❧❡① ▼❡❞✐❛

❈❙✲❋■◆❆◆❈❊ ❋✐♥❛♥❝✐❛❧ ▼❛t❤❡♠❛t✐❝s ❛♥❞ ❈♦♠♣✉t❛t✐♦♥

❈❙✲▼❊❈❍❊ ❈♦♠♣✉t❛t✐♦♥❛❧ ▼❡❝❤❛♥✐❝s ❛♥❞ ❊♥❣✐♥❡❡r✐♥❣
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❈❙✲P❖❙❚ ❆▼▼❈❙✲✷✵✷✸ P♦st❡r ❙❡ss✐♦♥
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P❧❡♥❛r② ▲❡❝t✉r❡s



❚❤❡ ❙t❛t❡ ♦❢ ❘❡♣r❡s❡♥t✐♥❣ ❛♥❞ ❙♦❧✈✐♥❣ ●❛♠❡s

❚✉♦♠❛s ❙❛♥❞❤♦❧♠✱ ❈❛r♥❡❣✐❡ ▼❡❧❧♦♥ ❯♥✐✈❡rs✐t②

❆❜str❛❝t✿ ●❛♠❡✲t❤❡♦r❡t✐❝ s♦❧✉t✐♦♥ ❝♦♥❝❡♣ts ♣r♦✈✐❞❡ ♠❡t✐❝✉❧♦✉s ❞❡✜♥✐t✐♦♥s ♦❢ ❤♦✇ r❛t✐♦♥❛❧

♣❛rt✐❡s s❤♦✉❧❞ ❛❝t✳ ❚❤❛t ❤❛s ❡♥❛❜❧❡❞ ❤✉♠❛♥s t♦ t❤✐♥❦ r✐❣♦r♦✉s❧② ❛❜♦✉t str❛t❡❣✐❝ ✐♥t❡r❛❝t✐♦♥s✱

❧❡❛❞✐♥❣ t♦ ❣❛♠❡ t❤❡♦r② r❡✈♦❧✉t✐♦♥✐③✐♥❣ ♠❛♥② ✜❡❧❞s s✉❝❤ ❛s ❡❝♦♥♦♠✐❝s✱ ♣♦❧✐t✐❝❛❧ s❝✐❡♥❝❡✱ ❛♥❞

❜✐♦❧♦❣②✳ ❙♦ ❢❛r✱ ❣❛♠❡ t❤❡♦r② ❤❛s ♠❛✐♥❧② ❜❡❡♥ ✉s❡❞ ❢♦r r❡❛s♦♥✐♥❣ ❜② ❤✉♠❛♥s✳ ❚❤❡ ♠♦❞❡❧s ❤❛✈❡

t❤❡r❡❢♦r❡ ❜❡❡♥ q✉✐t❡ st②❧✐③❡❞ ❛♥❞ ❝♦❛rs❡✿ s♠❛❧❧ ❡♥♦✉❣❤ ❢♦r ❤✉♠❛♥s t♦ s♦❧✈❡ ✐♥ t❤❡✐r ❤❡❛❞s ♦r ❜②

♣❛♣❡r ❛♥❞ ♣❡♥✳ ❚❤❡ ❣♦❛❧ ❤❛s ❜❡❡♥ t♦ ❞r❛✇ ✐♥s✐❣❤ts ❢r♦♠ s✉❝❤ ♠♦❞❡❧s✱ ✇❤✐❝❤ ❤✉♠❛♥s t❤❡♥

❥✉❞✐❝✐♦✉s❧② ❛♣♣❧② t♦ t❤❡ ❞r❛st✐❝❛❧❧② ♠♦r❡ ❝♦♠♣❧✐❝❛t❡❞ r❡❛❧ ✇♦r❧❞✳ ❚❤❡ ❜♦✉♥❞❛r✐❡s ♦❢ ❣❛♠❡

t❤❡♦r② ❤❛✈❡ t❤✉s ❜❡❡♥ ❞❡✜♥❡❞ ❜② t❤❡ ❧✐♠✐ts ♦❢ ❤✉♠❛♥s✳ ❍♦✇❡✈❡r✱ ♠❛♥② ✲ ❛r❣✉❛❜❧② ♠♦st ✲

✐♠♣♦rt❛♥t ❣❛♠❡ ❝❧❛ss❡s ❧✐❡ ❜❡②♦♥❞ t❤♦s❡ ❜♦✉♥❞❛r✐❡s✳ ❚❤❡r❡ ✐s ♥♦✇ ❛♥♦t❤❡r✱ ♠♦r❡ ♥❛s❝❡♥t✱ ✉s❡

♦❢ ❣❛♠❡ t❤❡♦r② t❤❛t ❣♦❡s ❜❡②♦♥❞ ❤✉♠❛♥ ✐♥t❡❧❧✐❣❡♥❝❡✳ ❚❤❡ ❣❛♠❡ ✐s ❝♦♠♣✉t❛t✐♦♥❛❧❧② s♦❧✈❡❞ ✐♥

✐ts ❢✉❧❧ ❞❡t❛✐❧ ✲ ♦r ❡❧s❡ ✐♥ ❛ ❧❛r❣❡✱ ❢❛✐t❤❢✉❧ ❛❜str❛❝t✐♦♥ t❤❡r❡♦❢ ✲ ❛s ♦♣♣♦s❡❞ t♦ s♦❧✈✐♥❣ ❛ s♠❛❧❧✱

st②❧✐③❡❞ ✈❡rs✐♦♥ t♦ ♦❜t❛✐♥ ✐♥s✐❣❤ts ❢♦r ❤✉♠❛♥s✳ ◆♦✈❡❧ ❛♣♣r♦❛❝❤❡s✱ ❣❛♠❡ r❡♣r❡s❡♥t❛t✐♦♥s✱ ❛♥❞

❛❧❣♦r✐t❤♠s ❢r♦♠ t❤❡ ❧❛st ✶✽ ②❡❛rs ❤❛✈❡ ❡♥❛❜❧❡❞ ❣❛♠❡ t❤❡♦r② t♦ ❛❞✈❛♥❝❡ s✐❣♥✐✜❝❛♥t❧② ❜❡②♦♥❞ ✐ts

tr❛❞✐t✐♦♥❛❧ ❜♦✉♥❞❛r✐❡s✳ ■ ✇✐❧❧ ❞✐s❝✉ss t❤❛t st❛t❡ ♦❢ t❤❡ ❛rt✳ ❚❤❡ t❛❧❦ ✐s ❜❛s❡❞ ♦♥ ♠②

♣r❡s❡♥t❛t✐♦♥ ❛t t❤❡ ❉❡❝❡♠❜❡r ✷✵✷✶ ◆♦❜❡❧ ❙②♠♣♦s✐✉♠✿ ✶✵✵ ❨❡❛rs ♦❢ ●❛♠❡ ❚❤❡♦r②✱ ❛♥❞ ❛❧s♦

✐♥❝❧✉❞❡s ❜r❛♥❞ ♥❡✇ r❡s✉❧ts✳



❊① ❆♥t❡ ❋❛✐r♥❡ss ❛♥❞ ❲♦rst ❈❛s❡ ❆♥❛❧②s✐s

❍❡r✈é ▼♦✉❧✐♥✱ ❯♥✐✈❡rs✐t② ♦❢ ●❧❛s❝♦✇

❆❜str❛❝t✿ ■♥✐t✐❛t❡❞ ❜② ♠❛t❤❡♠❛t✐❝✐❛♥s ✐♥ t❤❡ ✶✾✹✵s✱ t❤❡ ❢♦r♠❛❧ ❛♥❛❧②s✐s ♦❢ ❢❛✐r ❞✐✈✐s✐♦♥

♣r♦♠♣t❧② ❛ttr❛❝t❡❞ t❤❡ ✐♥t❡r❡st ♦❢ ❡❝♦♥♦♠✐sts✿ ✇❤❛t ✐s ❛ ❥✉st ❛❧❧♦❝❛t✐♦♥ ♦❢ s❝❛r❝❡ r❡s♦✉r❝❡s

❜❡t✇❡❡♥ ❛❣❡♥ts ✇✐t❤ ❞✐✛❡r❡♥t ♥❡❡❞s ❛♥❞ t❛st❡s❄❀ ♣♦❧✐t✐❝❛❧ s❝✐❡♥t✐sts✿ ❤♦✇ t♦ ❞✐str✐❜✉t❡ ❢❛✐r❧②

t❤❡ ❝♦❧❧❡❝t✐✈❡ ❞❡❝✐s✐♦♥ ♣♦✇❡r ❜❡t✇❡❡♥ t❤❡ ❝✐t✐③❡♥s❄❀ ❛♥❞ ♠♦r❡ r❡❝❡♥t❧② ❝♦♠♣✉t❡r s❝✐❡♥t✐sts✿

✇❤✐❝❤ t❡sts ♦❢ ❢❛✐r♥❡ss ❛r❡ ❝♦♠♣✉t❛t✐♦♥❛❧❧② tr❛❝t❛❜❧❡ ✇❤❡♥ t❤❡② ✐♥✈♦❧✈❡ ❛ ✈❡r② ❧❛r❣❡ ♥✉♠❜❡r ♦❢

♣❛rt✐❝✐♣❛♥ts✱ ❡✳ ❣✳✱ ♦♥ t❤❡ ✐♥t❡r♥❡t❄✳ ❆ ❝♦♠♣❡❧❧✐♥❣ ♠❡ss❛❣❡ ❡♠❡r❣❡s ❢r♦♠ ❡✐❣❤t ❞❡❝❛❞❡s ♦❢

♠❛t❤❡♠❛t✐❝❛❧ ❛♥❞ ❡♠♣✐r✐❝❛❧ r❡s❡❛r❝❤✿ ♠❡❝❤❛♥✐s♠s ❞✐str✐❜✉t✐♥❣ ✈❛❧✉❛❜❧❡ r❡s♦✉r❝❡s ✭❜❡ t❤❡②

❝♦♠♠♦❞✐t✐❡s✱ ❞❡❝✐s✐♦♥ ♣♦✇❡r ♦r ❝♦♠♣✉t✐♥❣ r❡s♦✉r❝❡s✮ s❤♦✉❧❞ ❛❧✇❛②s ❜❡ ❡✈❛❧✉❛t❡❞ ❢r♦♠ t✇♦

❝♦♠♣❧❡♠❡♥t❛r② ✈✐❡✇♣♦✐♥ts ♦♥ ❢❛✐r♥❡ss✿ ❊① ❆♥t❡ ❛♥❞ ❊① P♦st✳ ■❢ ■ ❝❛♥ ❝♦♠♣❛r❡ t❤❡ ✇❛② t❤❡

♠❡❝❤❛♥✐s♠ tr❡❛ts ♠❡ ♣❡rs♦♥❛❧❧② ✈❡rs✉s ♦t❤❡r ♣❛rt✐❝✐♣❛♥ts✱ ❊① P♦st ❢❛✐r♥❡ss ♠❛❦❡s s✉r❡ t❤❛t ■

❤❛✈❡ ♥♦ ❣r♦✉♥❞s t♦ ❝♦♠♣❧❛✐♥✱ ♥♦ ❝♦♥✈✐♥❝✐♥❣ ♦❜❥❡❝t✐♦♥ q✉❡st✐♦♥✐♥❣ t❤❡ ❧❡❣✐t✐♠❛❝② ♦❢ t❤❡

♣r♦♣♦s❡❞ s♦❧✉t✐♦♥✳ ❇✉t ❡① ❛♥t❡✱ ❜❡❢♦r❡ t❤❡ ♠❡❝❤❛♥✐s♠ ✐s ✐♠♣❧❡♠❡♥t❡❞✱ ■ ♠❛② ❤❛✈❡ ❧✐tt❧❡ ♦r ♥♦

♣r✐♦r ❦♥♦✇❧❡❞❣❡ ♦❢ t❤❡ ♦t❤❡r ♣❛rt✐❝✐♣❛♥ts ✇❤♦ ✇✐❧❧ ❝♦♠♣❡t❡ ✇✐t❤ ♠❡ ❢♦r t❤❡s❡ r❡s♦✉r❝❡s✿ ✇❤❛t

❛r❡ t❤❡ ♣r❡❢❡r❡♥❝❡s ❣✉✐❞✐♥❣ t❤❡✐r ❝❤♦✐❝❡s✱ ♦r ✐s t❤❡✐r ❜❡❤❛✈✐♦✉r ❞✐❝t❛t❡❞ ❜② ♦t❤❡r ♣r✐♥❝✐♣❧❡s✱ ✐s ✐t

str❛t❡❣✐❝❛❧❧② s♦♣❤✐st✐❝❛t❡❞ ♦r ❝r✉❞❡❧② ♠②♦♣✐❝✱ ♦r ❡✈❡♥ ❛❞✈❡rs❛r✐❛❧ t♦ ♠❡❄ ❚❤❡♥ ■ ♠✉st ♣❛②

❝❧♦s❡ ❛tt❡♥t✐♦♥ t♦ t❤❡ ✇♦rst ❝❛s❡ s❝❡♥❛r✐♦ ✇❤❡r❡ ❡✈❡r②t❤✐♥❣ ❛❜♦✉t t❤❡♠ t✉r♥s ❛❣❛✐♥st ♠❡✳ ❆

❦❡② ♣❛r❛♠❡t❡r ✐s ❤♦✇ ♠✉❝❤ ♣r♦t❡❝t✐♦♥ t❤❡ ♠❡❝❤❛♥✐s♠ ♦✛❡rs ♠❡ ✐♥ t❤❡ ❣❡❞❛♥❦❡♥❡①♣❡r✐♠❡♥t ♦❢

t❤❡ ✇♦rst ❝❛s❡✿ ♠② ❣✉❛r❛♥t❡❡ ✐s ♠② ✇♦rst ❝❛s❡ ✇❡❧❢❛r❡✱ t❤❡ ❤✐❣❤❡r ✐t ✐s✱ t❤❡ ❧♦✇❡r t❤❡ r✐s❦ t❤❛t

t❤❡ ♦t❤❡r ❛❣❡♥ts ♠❛♥❤❛♥❞❧❡ ♠❡✱ t❤❡ s❛❢❡r ✐t ✐s t♦ ♣❛rt✐❝✐♣❛t❡ ✐♥ ✲ ❛♥❞ ❛❜✐❞❡ ❜② t❤❡ ♦✉t❝♦♠❡

s❡❧❡❝t❡❞ ❜② ✲ t❤❡ ♠❡❝❤❛♥✐s♠✳ ❚❤❡ s❡♠✐♥❛❧ ❞✐s❝✉ss✐♦♥ ♦❢ ❝❛❦❡✲❝✉tt✐♥❣ ❜② t❤❡ ♠❛t❤❡♠❛t✐❝✐❛♥s

❍✉❣♦ ❙t❡✐♥❤❛✉s ❛♥❞ ❍❛r♦❧❞ ❑✉❤♥ ✐s ❛❜♦✉t ❛ ❝❛♥♦♥✐❝❛❧ ❣✉❛r❛♥t❡❡✿ ❤♦✇ t♦ ❞✐✈✐❞❡ ❛ ♥♦♥ ❛t♦♠✐❝

❝❛❦❡ ❜❡t✇❡❡♥ ❛❣❡♥ts ✇✐t❤ ❛❞❞✐t✐✈❡ ✉t✐❧✐t✐❡s ✐♥ s✉❝❤ ❛ ✇❛② t❤❛t ❡❛❝❤ ♣❛rt✐❝✐♣❛♥t ❝❛♥ ♠❛❦❡ s✉r❡

t♦ ❡❛t ❛ s❤❛r❡ ✇♦rt❤ ❛t ❧❡❛st ✶✴♥✲t❤ ♦❢ t❤❡ t♦t❛❧ ❝❛❦❡ t♦ ❤❡r ✭♥ ✐s t❤❡ ♥✉♠❜❡r ♦❢ ♣❛rt✐❝✐♣❛♥ts✮✳

▲❛t❡r ✐♥st❛♥❝❡s ♦❢ ❣✉❛r❛♥t❡❡s ✉♥❞❡r♣✐♥ t❤❡ ❢❛✐r ❞✐✈✐s✐♦♥ ♣r♦❜❧❡♠ ✐♥ t❤❡ ❆rr♦✇ ❉❡❜r❡✉

♠✐❝r♦❡❝♦♥♦♠✐❝ ♠♦❞❡❧✱ ❝♦st ❛♥❞ s✉r♣❧✉s s❤❛r✐♥❣ ✐♥ t❤❡ ❝♦♦♣❡r❛t✐✈❡ ❣❛♠❡ ♠♦❞❡❧✱ ❛♥❞ ♠♦r❡

r❡❝❡♥t❧② t❤❡ ❛❧❧♦❝❛t✐♦♥ ♦❢ ✐♥❞✐✈✐s✐❜❧❡ ❣♦♦❞s ♦r ❜❛❞s✳ ❲❡ ❞✐s❝✉ss ❡① ❛♥t❡ ❢❛✐r♥❡ss ✜rst ✐♥ t❤❡

❣❡♥❡r❛❧ ❝♦❧❧❡❝t✐✈❡ ❞❡❝✐s✐♦♥ ♣r♦❜❧❡♠ ✈❛r✐♦✉s❧② ✐♥t❡r♣r❡t❡❞ ❛s ✈♦t✐♥❣✱ ❜❛r❣❛✐♥✐♥❣ ♦r s♦❝✐❛❧ ❝❤♦✐❝❡✳

●✉❛r❛♥t❡❡s t❤❡r❡ ❝♦♠❡ ❢r♦♠ t❤❡ ✈❡t♦ r✐❣❤ts ❛❧❧♦❝❛t❡❞ t♦ ✐♥❞✐✈✐❞✉❛❧ ❛s ✇❡❧❧ ❛s ❣r♦✉♣s ♦❢ ❛❣❡♥ts✿

t❤❡ ♣r♦♣♦rt✐♦♥❛❧ ✈❡t♦ ❝♦r❡ ❣✐✈❡s ♠♦r❡ ✈♦✐❝❡ t♦ ♠✐♥♦r✐t✐❡s t❤❛♥ t❤❡ ✈♦t✐♥❣ r✉❧❡s ❛ ❧❛ ❈♦♥❞♦r❝❡t

♦r ❡✈❡♥ ❇♦r❞❛✱ ✐♥ s♦ ❞♦✐♥❣ ✐t ❡❧✐♠✐♥❛t❡s t❤❡ ✏t②r❛♥♥② ♦❢ t❤❡ ♠❛❥♦r✐t②✑✳ ❚❤❡ ♠❛t❤❡♠❛t✐❝❛❧

♠♦❞❡❧ ♦❢ ❣✉❛r❛♥t❡❡s ✐s ♠♦r❡ ✐♥t❡r❡st✐♥❣ ❜✉t ♠✉❝❤ ❤❛r❞❡r t♦ ❝r❛❝❦ ✇❤❡♥ ✇❡ ❛❧❧♦✇ ❝♦♠♣r♦♠✐s❡s

❜② ❝♦♥✈❡① ❝♦♠❜✐♥❛t✐♦♥s ♦❢ t❤❡ ✜♥❛❧ ♦✉t❝♦♠❡s✱ ✐♥t❡r♣r❡t❡❞ ❛s ❧♦tt❡r✐❡s✱ t✐♠❡ s❤❛r❡s✱ ♦r t❤❡

✶✶



❞✐✈✐s✐♦♥ ♦❢ ❛ ✜①❡❞ ❜✉❞❣❡t✳ ❱❡t♦ r✐❣❤ts st✐❧❧ ❣❡♥❡r❛t❡ ❣✉❛r❛♥t❡❡s ❜✉t s♦ ❞♦❡s t❤❡ r❛♥❞♦♠

❞✐❝t❛t♦r r✉❧❡✿ ❡✈❡r②♦♥❡ ❣❡ts ❛ ✶✴♥ ❝❤❛♥❝❡ ♦❢ s❡❧❡❝t✐♥❣ ❤✐s✴❤❡r ❜❡st ♦✉t❝♦♠❡✳ ❱❡t♦❡s ❛♥❞

r❛♥❞♦♠ ❞✐❝t❛t♦rs❤✐♣ ❝❛♥ ❜❡ ❝♦♠❜✐♥❡❞ ✐♥ ♠❛♥② ✇❛②s ❛♥❞ ❛r❡✱ ✐♥ ❛ ♣r❡❝✐s❡ s❡♥s❡✱ ❞✉❛❧ ♦❢ ♦♥❡

❛♥♦t❤❡r✳ ❚❤❡ ✈❡t♦ ❣✉❛r❛♥t❡❡ ✐s ♥❛t✉r❛❧ ✇❤❡♥ ✇❡ ❝❤♦♦s❡ ❛♥ ❡①♣❡♥s✐✈❡ ❛♥❞ ❧♦♥❣ ❧❛st✐♥❣

✐♥❢r❛str✉❝t✉r❡ ♣r♦❥❡❝t ♦r ❛ ♣❡rs♦♥ t♦ ❤♦❧❞ ❛ ♣♦s✐t✐♦♥ ❢♦r ❧✐❢❡❀ t❤❡ r❛♥❞♦♠ ❞✐❝t❛t♦r ❛♣♣r♦❛❝❤

♠❛❦❡s ♠♦r❡ s❡♥s❡ ✐❢ ✇❡ ❛r❡ ❞✐✈✐❞✐♥❣ t✐♠❡ ❜❡t✇❡❡♥ s✉❜st✐t✉t❛❜❧❡ ❛❝t✐✈✐t✐❡s✱ ♦r ❝❤♦♦s✐♥❣ ❛ ♣❛✐r ♦❢

r♦♠❛♥ ❝♦♥s✉❧s✳ ❚❤❡ ❧❛st ♣❛rt ♦❢ t❤❡ t❛❧❦ t✉r♥s t♦ t❤❡ ❢❛✐r ❞✐✈✐s✐♦♥ ♦❢ ❛ s✐♥❣❧❡ ❤♦♠♦❣❡♥♦✉s

♣r✐✈❛t❡ ❝♦♠♠♦❞✐t② ✇❤❡♥ ♣r❡❢❡r❡♥❝❡s ❛r❡ ♥♦t ♥❡❝❡ss❛r✐❧② ♠♦♥♦t♦♥✐❝✿ s❛② ✇❤❡♥ ❝♦✇♦r❦❡rs s❤❛r❡

❛ ✇♦r❦❧♦❛❞ ♦r ✐♥✈❡st♦rs ❞✐str✐❜✉t❡ s❤❛r❡s ✐♥ ❛ ♣r♦❥❡❝t✳ ■♥ t❤✐s s✐♠♣❧❡ ♠♦❞❡❧ t❤❡ ✈❡rs❛t✐❧❡

❝♦♥❝❡♣t ♦❢ ❡① ❛♥t❡ ❣✉❛r❛♥t❡❡ s✉❣❣❡sts ♥❡✇ ✇❛②s t♦ ♦r❣❛♥✐③❡ t❤❡ ❞✐✈✐s✐♦♥✱ ❛♥❞ ❛❧s♦ ♦♣❡♥s

❝❤❛❧❧❡♥❣✐♥❣ ♥❡✇ ♠❛t❤❡♠❛t✐❝❛❧ q✉❡st✐♦♥s✳

✶✷



❊①♣❧❛✐♥❛❜❧❡ ❆■ ✈✐❛ ❙❡♠❛♥t✐❝ ■♥❢♦r♠❛t✐♦♥ P✉rs✉✐t

❘❡♥é ❱✐❞❛❧✱ ❯♥✐✈❡rs✐t② ♦❢ P❡♥♥s②❧✈❛♥✐❛

❆❜str❛❝t✿ ❚❤❡r❡ ✐s ❛ s✐❣♥✐✜❝❛♥t ✐♥t❡r❡st ✐♥ ❞❡✈❡❧♦♣✐♥❣ ▼▲ ❛❧❣♦r✐t❤♠s ✇❤♦s❡ ✜♥❛❧

♣r❡❞✐❝t✐♦♥s ❝❛♥ ❜❡ ❡①♣❧❛✐♥❡❞ ✐♥ t❡r♠s ✉♥❞❡rst❛♥❞❛❜❧❡ t♦ ❛ ❤✉♠❛♥✳ Pr♦✈✐❞✐♥❣ s✉❝❤ ❛♥

✏❡①♣❧❛♥❛t✐♦♥✑ ♦❢ t❤❡ r❡❛s♦♥✐♥❣ ♣r♦❝❡ss ✐♥ ❞♦♠❛✐♥✲s♣❡❝✐✜❝ t❡r♠s ❝❛♥ ❜❡ ❝r✉❝✐❛❧ ❢♦r t❤❡ ❛❞♦♣t✐♦♥

♦❢ ▼▲ ❛❧❣♦r✐t❤♠s ✐♥ r✐s❦✲s❡♥s✐t✐✈❡ ❞♦♠❛✐♥s s✉❝❤ ❛s ❤❡❛❧t❤❝❛r❡✳ ❚❤✐s ❤❛s ♠♦t✐✈❛t❡❞ ❛ ♥✉♠❜❡r ♦❢

❛♣♣r♦❛❝❤❡s t❤❛t s❡❡❦ t♦ ♣r♦✈✐❞❡ ❡①♣❧❛♥❛t✐♦♥s ❢♦r ❡①✐st✐♥❣ ▼▲ ❛❧❣♦r✐t❤♠s ✐♥ ❛ ♣♦st✲❤♦❝ ♠❛♥♥❡r✳

❍♦✇❡✈❡r✱ ♠❛♥② ♦❢ t❤❡s❡ ❛♣♣r♦❛❝❤❡s ❤❛✈❡ ❜❡❡♥ ✇✐❞❡❧② ❝r✐t✐❝✐③❡❞ ❢♦r ❛ ✈❛r✐❡t② ♦❢ r❡❛s♦♥s ❛♥❞ ♥♦

❝❧❡❛r ♠❡t❤♦❞♦❧♦❣② ❡①✐sts ✐♥ t❤❡ ✜❡❧❞ ❢♦r ❞❡✈❡❧♦♣✐♥❣ ▼▲ ❛❧❣♦r✐t❤♠s ✇❤♦s❡ ♣r❡❞✐❝t✐♦♥s ❛r❡

r❡❛❞✐❧② ✉♥❞❡rst❛♥❞❛❜❧❡ ❜② ❤✉♠❛♥s✳ ❚♦ ❛❞❞r❡ss t❤✐s ❝❤❛❧❧❡♥❣❡✱ ✇❡ ❞❡✈❡❧♦♣ ❛ ♠❡t❤♦❞ ❢♦r

❝♦♥str✉❝t✐♥❣ ❤✐❣❤ ♣❡r❢♦r♠❛♥❝❡ ▼▲ ❛❧❣♦r✐t❤♠s ✇❤✐❝❤ ❛r❡ ✏❡①♣❧❛✐♥❛❜❧❡ ❜② ❞❡s✐❣♥✑✳ ◆❛♠❡❧②✱ ♦✉r

♠❡t❤♦❞ ♠❛❦❡s ✐ts ♣r❡❞✐❝t✐♦♥ ❜② ❛s❦✐♥❣ ❛ s❡q✉❡♥❝❡ ♦❢ ❞♦♠❛✐♥✲ ❛♥❞ t❛s❦✲s♣❡❝✐✜❝ ②❡s✴♥♦ q✉❡r✐❡s

❛❜♦✉t t❤❡ ❞❛t❛ ✭❛❦✐♥ t♦ t❤❡ ❣❛♠❡ ✏✷✵ q✉❡st✐♦♥s✑✮✱ ❡❛❝❤ ❤❛✈✐♥❣ ❛ ❝❧❡❛r ✐♥t❡r♣r❡t❛t✐♦♥ t♦ t❤❡

❡♥❞✲✉s❡r✳ ❲❡ t❤❡♥ ♠✐♥✐♠✐③❡ t❤❡ ❡①♣❡❝t❡❞ ♥✉♠❜❡r ♦❢ q✉❡r✐❡s ♥❡❡❞❡❞ ❢♦r ❛❝❝✉r❛t❡ ♣r❡❞✐❝t✐♦♥ ♦♥

❛♥② ❣✐✈❡♥ ✐♥♣✉t✳ ❚❤✐s ❛❧❧♦✇s ❢♦r ❤✉♠❛♥ ✐♥t❡r♣r❡t❛❜❧❡ ✉♥❞❡rst❛♥❞✐♥❣ ♦❢ t❤❡ ♣r❡❞✐❝t✐♦♥ ♣r♦❝❡ss

❜② ❝♦♥str✉❝t✐♦♥✱ ❛s t❤❡ q✉❡st✐♦♥s ✇❤✐❝❤ ❢♦r♠ t❤❡ ❜❛s✐s ❢♦r t❤❡ ♣r❡❞✐❝t✐♦♥ ❛r❡ s♣❡❝✐✜❡❞ ❜② t❤❡

✉s❡r ❛s ✐♥t❡r♣r❡t❛❜❧❡ ❝♦♥❝❡♣ts ❛❜♦✉t t❤❡ ❞❛t❛✳ ❊①♣❡r✐♠❡♥ts ♦♥ ✈✐s✐♦♥ ❛♥❞ ◆▲P t❛s❦s

❞❡♠♦♥str❛t❡ t❤❡ ❡✣❝❛❝② ♦❢ ♦✉r ❛♣♣r♦❛❝❤ ❛♥❞ ✐ts s✉♣❡r✐♦r✐t② ♦✈❡r ♣♦st✲❤♦❝ ❡①♣❧❛♥❛t✐♦♥s✳ ❏♦✐♥t

✇♦r❦ ✇✐t❤ ❆❞✐t②❛ ❈❤❛tt♦♣❛❞❤②❛②✱ ❙t❡✇❛rt ❙❧♦❝✉♠✱ ❇❡♥❥❛♠✐♥ ❍❛❡✛❡❧❡ ❛♥❞ ❉♦♥❛❧❞ ●❡♠❛♥✳

✶✸



❙❛❞❞❧❡♣♦✐♥t ❆♣♣r♦①✐♠❛t✐♦♥s ❢♦r ❍❛✇❦❡s ❏✉♠♣✲❉✐✛✉s✐♦♥
Pr♦❝❡ss❡s ✇✐t❤ ❛♥ ❆♣♣❧✐❝❛t✐♦♥ t♦ ❘✐s❦ ▼❛♥❛❣❡♠❡♥t

❨❛❝✐♥❡ ❆✐t✲❙❛❤❛❧✐❛✱ Pr✐♥❝❡t♦♥ ❯♥✐✈❡rs✐t②

❆❜str❛❝t✿ ❲❡ ♣r♦♣♦s❡ ❛ st❛t✐st✐❝❛❧ ♠♦❞❡❧ ❜❛s❡❞ ♦♥ ❍❛✇❦❡s ♣r♦❝❡ss❡s ✐♥ ✇❤✐❝❤ ❧❛r❣❡

✜♥❛♥❝✐❛❧ ❧♦ss❡s ❝❛♥ ❛r✐s❡ ✐♥ ❝❧♦s❡ s✉❝❝❡ss✐♦♥ s❡r✐❛❧❧② ❛s ✇❡❧❧ ❛s ❝r♦ss✲s❡❝t✐♦♥❛❧❧②✳ ❲❡ ❞❡r✐✈❡ ✐♥

❝❧♦s❡❞✲❢♦r♠ s❛❞❞❧❡♣♦✐♥t ❛♣♣r♦①✐♠❛t✐♦♥s t♦ t❤❡ t❛✐❧s ♦❢ ♣r♦✜t ❛♥❞ ❧♦ss ❞✐str✐❜✉t✐♦♥s✱ ❜♦t❤

♠❛r❣✐♥❛❧ ❛♥❞ ❥♦✐♥t✱ ❛♥❞ ✉s❡ t❤❡♠ t♦ ❝♦♥str✉❝t ❡①♣❧✐❝✐t r✐s❦ ♠❡❛s✉r❡ ❢♦r♠✉❧❛❡ t❤❛t ❛❝❝♦✉♥t ❢♦r

t❤❡ ❢❛❝t t❤❛t ❛ ❣✐✈❡♥ ❜❛♥❦✬s ❧♦ss❡s ♠❛❦❡ ✐t ♠♦r❡ ❧✐❦❡❧② t❤❛t t❤❛t ❜❛♥❦ ✇✐❧❧ ❡①♣❡r✐❡♥❝❡ ❢✉rt❤❡r

❧♦ss❡s✱ ❛♥❞ t❤❛t ♦t❤❡r ❜❛♥❦s ✇✐❧❧ ❡①♣❡r✐❡♥❝❡ ❧♦ss❡s ❛s ✇❡❧❧✳ ❚❤❡s❡ ❝❧♦s❡❞✲❢♦r♠ r✐s❦ ♠❡❛s✉r❡s ❝❛♥

❜❡ ✉s❡❞ ❢♦r ❝♦♠♣❛r❛t✐✈❡ st❛t✐❝s✱ ♣❛r❛♠❡t❡r ❝❛❧✐❜r❛t✐♦♥✱ ❛♥❞ s❡tt✐♥❣ ❝❛♣✐t❛❧ r❡q✉✐r❡♠❡♥ts ❛♥❞

♣♦t❡♥t✐❛❧ s②st❡♠✐❝ r✐s❦ ❝❤❛r❣❡s✳ ✭❥♦✐♥t ✇♦r❦ ✇✐t❤ ❘♦❣❡r ❏✳❆✳ ▲❛❡✈❡♥✮

✶✹



❙❦❡❧❡t❛❧ ♠♦❞❡❧s ❢♦r t✇♦✲ ❛♥❞ t❤r❡❡✲❞✐♠❡♥s✐♦♥❛❧ s❤❛♣❡
✉♥❞❡rst❛♥❞✐♥❣

❑❛t❤r②♥ ▲❡♦♥❛r❞✱ ❖❝❝✐❞❡♥t❛❧ ❈♦❧❧❡❣❡✱ ▲♦s ❆♥❣❡❧❡s

❆❜str❛❝t✿ ❙❤❛♣❡ ✉♥❞❡rst❛♥❞✐♥❣ ✲ ❧♦♦❦✐♥❣ ❛t ❛ s❤❛♣❡ ❛♥❞ ✐♥t✉✐t✐✈❡❧② ✉♥❞❡rst❛♥❞✐♥❣ ✇❤✐❝❤

♣❛rts ❛r❡✱ ❡✳❣✳✱ ❜♦❞②✱ ❛r♠s✱ ❧❡❣s✱ t♦❡s✱ ❛♥❞ ❡❛rs ✲ ✐s ❛❧♠♦st ❡✛♦rt❧❡ss ❢♦r ❤✉♠❛♥s✳ ❚r❛✐♥✐♥❣ ❛

❝♦♠♣✉t❡r t♦ ✉♥❞❡rst❛♥❞ s❤❛♣❡s ✐♥ ❛ s✐♠✐❧❛r ✇❛②✱ ❤♦✇❡✈❡r✱ ♣r❡s❡♥ts s✉❜st❛♥t✐❛❧ ❝❤❛❧❧❡♥❣❡s✳ ❚❤✐s

t❛❧❦ ✇✐❧❧ ❞❡s❝r✐❜❡ ❛ ✉s❡❢✉❧ ♠❛t❤❡♠❛t✐❝❛❧ s❤❛♣❡ ♠♦❞❡❧✱ t❤❡ ❇❧✉♠ ♠❡❞✐❛❧ ❛①✐s ✭❇▼❆✮✱ ❛♥❞

♠❡t❤♦❞♦❧♦❣✐❡s ❜❛s❡❞ ♦♥ t❤❡ ❇▼❆ ❢♦r ❛✉t♦♠❛t✐❝❛❧❧② ❞❡❝♦♠♣♦s✐♥❣ ❛ s❤❛♣❡ ✐♥t♦ ❛ ❤✐❡r❛r❝❤② ♦❢

♣❛rts ❛♥❞ ❞❡t❡r♠✐♥✐♥❣ t❤❡ s✐♠✐❧❛r✐t② ❜❡t✇❡❡♥ t❤♦s❡ ♣❛rts✳ ■♥ ✷❉✱ ✇❡ ❝♦♠♣❛r❡ ♦✉r ❛✉t♦♠❛t❡❞

r❡s✉❧ts t♦ ❤✉♠❛♥ ♣❡r❝❡♣t✐♦♥ ❞❛t❛ ❣❛t❤❡r❡❞ ❢r♦♠ ❛ ♠❛ss✐✈❡ ✉s❡r st✉❞②✱ ❛♥❞ ❛❧s♦ ♣r♦✈✐❞❡ s♦♠❡

✉s❡❢✉❧ ❛♣♣❧✐❝❛t✐♦♥s✳ ❯♥❢♦rt✉♥❛t❡❧②✱ t❤❡ ❇▼❆ ✐s ♥♦t♦r✐♦✉s❧② s❡♥s✐t✐✈❡ t♦ ♥♦✐s❡✱ ✇❤✐❝❤ ✐s

✉♥❛✈♦✐❞❛❜❧❡ ✐♥ ❛♣♣❧✐❝❛t✐♦♥s✳ ❚♦ ❛❞❞r❡ss t❤✐s✱ ✇❡ ♣r♦♣♦s❡ ❣❡♦♠❡tr✐❝❛❧❧② ❝♦❤❡r❡♥t ❛♣♣r♦❛❝❤❡s t♦

❞❡♥♦✐s✐♥❣ t❤❛t ♣r♦✈✐❞❡ ❛♣♣r♦①✐♠❛t✐♦♥ ❣✉❛r❛♥t❡❡s ❢♦r t❤❡ s❤❛♣❡ ❜♦✉♥❞❛r②✳ ❋✐♥❛❧❧②✱ ❜❡❝❛✉s❡ t❤❡

❇▼❆ ❛❧s♦ ♣r♦✈✐❞❡s ❛♥ ✐♥t❡r❡st✐♥❣ ❡①❛♠♣❧❡ ♦❢ ❛ ❲❤✐t♥❡② str❛t✐✜❡❞ s❡t✱ ✇❡ ✇✐❧❧ ❡①♣❧♦r❡ s♦♠❡ ♦❢

t❤❡ r❡s✉❧t✐♥❣ ❡❧❡❣❛♥t ♠❛t❤❡♠❛t✐❝❛❧ ❝♦♥str✉❝t✐♦♥s✳

✶✺



❈♦♠❜✐♥❡❞ ♠✉❧t✐s❝❛❧❡ ♠♦❞❡❧✐♥❣ ❛♥❞ ❡①♣❡r✐♠❡♥t❛❧ st✉❞② ♦❢
r❡❣✉❧❛t✐♦♥ ♠❡❝❤❛♥✐s♠s ♦❢ s❤❛♣❡ ❛♥❞ str✉❝t✉r❡ ❢♦r♠❛t✐♦♥
❞✉r✐♥❣ t✐ss✉❡ ❞❡✈❡❧♦♣♠❡♥t

▼❛r❦ ❆❧❜❡r✱ ❯♥✐✈❡rs✐t② ♦❢ ❈❛❧✐❢♦r♥✐❛ ❘✐✈❡rs✐❞❡

❆❜str❛❝t✿ ❚❤❡ r❡❣✉❧❛t✐♦♥ ❛♥❞ ♠❛✐♥t❡♥❛♥❝❡ ♦❢ ❛♥ ♦r❣❛♥✬s s❤❛♣❡ ❛♥❞ str✉❝t✉r❡ ✐s ❛ ♠❛❥♦r

♦✉tst❛♥❞✐♥❣ q✉❡st✐♦♥ ✐♥ ❞❡✈❡❧♦♣♠❡♥t❛❧ ❜✐♦❧♦❣②✳ ❚❤❡ ❉r♦s♦♣❤✐❧❛ ✇✐♥❣ ✐♠❛❣✐♥❛❧ ❞✐s❝ s❡r✈❡s ❛s ❛

♣♦✇❡r❢✉❧ s②st❡♠ ❢♦r ❡❧✉❝✐❞❛t✐♥❣ ❞❡s✐❣♥ ♣r✐♥❝✐♣❧❡s ♦❢ t❤❡ s❤❛♣❡ ❢♦r♠❛t✐♦♥ ✐♥ ❡♣✐t❤❡❧✐❛❧

♠♦r♣❤♦❣❡♥❡s✐s✳ ❨❡t✱ ❡✈❡♥ s✐♠♣❧❡ ❡♣✐t❤❡❧✐❛❧ s②st❡♠s s✉❝❤ ❛s t❤❡ ✇✐♥❣ ❞✐s❝ ❛r❡ ❡①tr❡♠❡❧②

❝♦♠♣❧❡①✳ ❆ t✐ss✉❡✬s s❤❛♣❡ ❛♥❞ str✉❝t✉r❡ ❡♠❡r❣❡ ❢r♦♠ t❤❡ ✐♥t❡❣r❛t✐♦♥ ♦❢ ♠❛♥② ❜✐♦❝❤❡♠✐❝❛❧ ❛♥❞

❜✐♦♣❤②s✐❝❛❧ ✐♥t❡r❛❝t✐♦♥s ❜❡t✇❡❡♥ ♣r♦t❡✐♥s✱ s✉❜❝❡❧❧✉❧❛r ❝♦♠♣♦♥❡♥ts✱ ❛♥❞ ❝❡❧❧✲❝❡❧❧ ❛♥❞ ❝❡❧❧✲❊❈▼

✐♥t❡r❛❝t✐♦♥s✳ ❍♦✇ ❝❡❧❧✉❧❛r ♠❡❝❤❛♥✐❝❛❧ ♣r♦♣❡rt✐❡s ❛✛❡❝t t✐ss✉❡ s✐③❡ ❛♥❞ ♣❛tt❡r♥✐♥❣ ♦❢ ❝❡❧❧

✐❞❡♥t✐t✐❡s ♦♥ t❤❡ ❛♣✐❝❛❧ s✉r❢❛❝❡ ♦❢ t❤❡ ✇✐♥❣ ❞✐s❝ ♣♦✉❝❤ ❤❛s ❜❡❡♥ ✐♥t❡♥s✐✈❡❧② ✐♥✈❡st✐❣❛t❡❞✳

❍♦✇❡✈❡r✱ ❧❡ss ❡✛♦rt ❤❛s ❢♦❝✉s❡❞ ♦♥ st✉❞②✐♥❣ t❤❡ ♠❡❝❤❛♥✐s♠s ❣♦✈❡r♥✐♥❣ t❤❡ s❤❛♣❡ ♦❢ t❤❡ ✇✐♥❣

❞✐s❝ ✐♥ t❤❡ ❝r♦ss✲s❡❝t✐♦♥✳ ❇♦t❤ t❤❡ s✐❣♥✐✜❝❛♥❝❡ ❛♥❞ ❞✐✣❝✉❧t② ♦❢ s✉❝❤ st✉❞✐❡s ❛r❡ ❞✉❡ ✐♥ ♣❛rt t♦

t❤❡ ♥❡❡❞ t♦ ❝♦♥s✐❞❡r t❤❡ ❝♦♠♣♦s✐t❡ ♥❛t✉r❡ ♦❢ t❤❡ ♠❛t❡r✐❛❧ ❝♦♥s✐st✐♥❣ ♦❢ ♠✉❧t✐♣❧❡ ❝❡❧❧ ❧❛②❡rs ❛♥❞

❝❡❧❧✲❊❈▼ ✐♥t❡r❛❝t✐♦♥s ❛s ✇❡❧❧ ❛s t❤❡ ❡❧♦♥❣❛t❡❞ s❤❛♣❡ ♦❢ ❝♦❧✉♠♥❛r ❝❡❧❧s✳ ❘❡s✉❧ts ♦❜t❛✐♥❡❞ ✉s✐♥❣

✐t❡r❛t✐✈❡ ❛♣♣r♦❛❝❤ ❝♦♠❜✐♥✐♥❣ ♠✉❧t✐s❝❛❧❡ ❝♦♠♣✉t❛t✐♦♥❛❧ ♠♦❞❡❧❧✐♥❣ ❛♥❞ q✉❛♥t✐t❛t✐✈❡

❡①♣❡r✐♠❡♥t❛❧ ❛♣♣r♦❛❝❤ ✇✐❧❧ ❜❡ ✉s❡❞ ✐♥ t❤✐s t❛❧❦ t♦ ❞✐s❝✉ss ❞✐r❡❝t ❛♥❞ ✐♥❞✐r❡❝t r♦❧❡s ♦❢

s✉❜❝❡❧❧✉❧❛r ♠❡❝❤❛♥✐❝❛❧ ❢♦r❝❡s✱ ♥✉❝❧❡❛r ♣♦s✐t✐♦♥✐♥❣✱ ❛♥❞ ❡①tr❛❝❡❧❧✉❧❛r ♠❛tr✐① ✐♥ s❤❛♣✐♥❣ t❤❡

♠❛❥♦r ❛①✐s ♦❢ t❤❡ ✇✐♥❣ ♣♦✉❝❤ ❞✉r✐♥❣ t❤❡ ❧❛r✈❛❧ st❛❣❡ ✐♥ ❢r✉✐t ✢✐❡s✱ ✇❤✐❝❤ s❡r✈❡s ❛s ❛

♣r♦t♦t②♣✐❝❛❧ s②st❡♠ ❢♦r ✐♥✈❡st✐❣❛t✐♥❣ ❡♣✐t❤❡❧✐❛❧ ♠♦r♣❤♦❣❡♥❡s✐s✳ ❚❤❡ r❡s❡❛r❝❤ ✜♥❞✐♥❣s

❞❡♠♦♥str❛t❡ t❤❛t s✉❜❝❡❧❧✉❧❛r ♠❡❝❤❛♥✐❝❛❧ ❢♦r❝❡s ❝❛♥ ❡✛❡❝t✐✈❡❧② ❣❡♥❡r❛t❡ t❤❡ ❝✉r✈❡❞ t✐ss✉❡

♣r♦✜❧❡✱ ✇❤✐❧❡ ❡①tr❛❝❡❧❧✉❧❛r ♠❛tr✐① ✐s ♥❡❝❡ss❛r② ❢♦r ♣r❡s❡r✈✐♥❣ t❤❡ ❜❡♥t s❤❛♣❡ ❡✈❡♥ ✐♥ t❤❡

❛❜s❡♥❝❡ ♦❢ s✉❜❝❡❧❧✉❧❛r ♠❡❝❤❛♥✐❝❛❧ ❢♦r❝❡s ♦♥❝❡ t❤❡ s❤❛♣❡ ✐s ❣❡♥❡r❛t❡❞✳ ❚❤❡ ❞❡✈❡❧♦♣❡❞ ✐♥t❡❣r❛t❡❞

♠✉❧t✐s❝❛❧❡ ♠♦❞❡❧❧✐♥❣ ❡♥✈✐r♦♥♠❡♥t ❝❛♥ ❜❡ r❡❛❞✐❧② ❡①t❡♥❞❡❞ t♦ ❣❡♥❡r❛t❡ ❛♥❞ t❡st ❤②♣♦t❤❡s✐③❡❞

♥♦✈❡❧ ♠❡❝❤❛♥✐s♠s ♦❢ ❞❡✈❡❧♦♣♠❡♥t❛❧ ❞②♥❛♠✐❝s ♦❢ ♦t❤❡r s②st❡♠s✱ ✐♥❝❧✉❞✐♥❣ ♦r❣❛♥♦✐❞s t❤❛t

❝♦♥s✐st ♦❢ s❡✈❡r❛❧ ❝❡❧❧✉❧❛r ❛♥❞ ❡①tr❛❝❡❧❧✉❧❛r ♠❛tr✐① ❧❛②❡rs✳

✶✻



❚❤❡♦r✐❡s ♦❢ ❉❡❡♣ ▲❡❛r♥✐♥❣

❈❧❛②t♦♥ ❙❝♦tt✱ ❯♥✐✈❡rs✐t② ♦❢ ▼✐❝❤✐❣❛♥✱ ❆♥♥ ❆r❜♦r

❆❜str❛❝t✿ ❖✈❡r t❤❡ ♣❛st ❞❡❝❛❞❡✱ ❞❡❡♣ ♥❡✉r❛❧ ♥❡t✇♦r❦s ❤❛✈❡ ❜r♦✉❣❤t ❛❜♦✉t ♠❛❥♦r ❛❞✈❛♥❝❡s

✐♥ ❝♦♠♣✉t❡r ✈✐s✐♦♥✱ ♥❛t✉r❛❧ ❧❛♥❣✉❛❣❡ ♠♦❞❡❧✐♥❣✱ ♣r♦t❡✐♥ str✉❝t✉r❡ ♣r❡❞✐❝t✐♦♥✱ ❛♥❞ s❡✈❡r❛❧ ♦t❤❡r

❛♣♣❧✐❝❛t✐♦♥s✳ ❚❤❡s❡ ♥❡✉r❛❧ ♥❡t✇♦r❦s s✉❝❝❡❡❞ ❞❡s♣✐t❡ ❤❛✈✐♥❣ ❢❛r ♠♦r❡ ♠♦❞❡❧ ♣❛r❛♠❡t❡rs t❤❛♥

tr❛✐♥✐♥❣ ❞❛t❛✳ ❈❧❛ss✐❝❛❧ ♠❛❝❤✐♥❡ ❧❡❛r♥✐♥❣ t❤❡♦r② s✉❣❣❡sts t❤❛t ♦✈❡r♣❛r❛♠❡tr✐③❡❞ ♠♦❞❡❧s ✇✐❧❧

♦✈❡r✜t✱ ❛♥❞ ❝❛♥♥♦t ❡①♣❧❛✐♥ ❞❡❡♣ ♥❡t✇♦r❦s✬ ❧♦✇ ❣❡♥❡r❛❧✐③❛t✐♦♥ ❡rr♦r✳ ■♥ t❤✐s t❛❧❦ ■ ✇✐❧❧ s✉r✈❡②

r❡❝❡♥t t❤❡♦r❡t✐❝❛❧ ❞❡✈❡❧♦♣♠❡♥ts t❤❛t s❡❡❦ t♦ ❜❡tt❡r ❡①♣❧❛✐♥ t❤❡ ♣❡r❢♦r♠❛♥❝❡ ♦❢ ❞❡❡♣ ❧❡❛r♥✐♥❣

♠♦❞❡❧s✱ ❛♥❞ ♣r❡s❡♥t ♥❡✇ r❡s✉❧ts ♦♥ t❤❡ ❣❡♥❡r❛❧✐③❛t✐♦♥ ❛❜✐❧✐t② ♦❢ q✉❛♥t✐③❡❞ ♥❡✉r❛❧ ♥❡t✇♦r❦s ❛♥❞

✐♥t❡r♣♦❧❛t✐♥❣ ♣r❡❞✐❝t♦rs✳

✶✼



❈❧✉st❡r✐♥❣ ❛♥❞ ❈❧❛ss✐✜❝❛t✐♦♥ ✐♥ ◆❡t✇♦r❦s

P❡t❡r ▼✉❝❤❛✱ ❉❛rt♠♦✉t❤ ❈♦❧❧❡❣❡

❆❜str❛❝t✿ ❘❡❛❧✲✇♦r❧❞ ♥❡t✇♦r❦s ❛r❡ ♥❡✐t❤❡r ❝♦♠♣❧❡t❡❧② r❛♥❞♦♠ ♥♦r ❢✉❧❧② r❡❣✉❧❛r✱ ❢r❡q✉❡♥t❧②

❝♦♥t❛✐♥✐♥❣ ❡ss❡♥t✐❛❧ str✉❝t✉r❛❧ ❢❡❛t✉r❡s ✇❤♦s❡ ✐❞❡♥t✐✜❝❛t✐♦♥ ❝❛♥ ❤❡❧♣ ❜❡tt❡r ✉♥❞❡rst❛♥❞ t❤❡

♥❛t✉r❡ ❛♥❞ ♣✉r♣♦s❡ ♦❢ ❛ ♥❡t✇♦r❦✳ ❖♥❡ ❝♦♠♠♦♥ t❛s❦ ✐s t♦ s❡❡❦ ♦✉t ❝❧✉st❡rs ✐♥ t❤❡ ❞❛t❛✱

s♦♠❡t✐♠❡s ❞❡s❝r✐❜❡❞ ❛s ✏❝♦♠♠✉♥✐t② ❞❡t❡❝t✐♦♥✑✳ ■♥ ♦t❤❡r s❡tt✐♥❣s✱ ♦♥❡ ❛✐♠s t♦ ✐❞❡♥t✐❢② ❦❡②

♥❡t✇♦r❦ ❢❡❛t✉r❡s ✐♥ t❤❡ ❞❛t❛ t❤❛t ♠✐❣❤t ❜❡ ✉s❡❞ t♦ ❝❧❛ss✐❢② ✇❤♦❧❡ ♥❡t✇♦r❦s✱ ❧❛❜❡❧ ♥♦❞❡s✱ ♦r

♣r❡❞✐❝t ♠✐ss✐♥❣ ❡❞❣❡s✳ ❇✉t ♠❛♥② ♦❢ t❤❡s❡ t❛s❦s r❡q✉✐r❡ s❡❧❡❝t✐♥❣ ❢❡❛t✉r❡s ♦r ♣❛r❛♠❡t❡rs t❤❛t

❛r❡ ♥♦t ❛❧✇❛②s ♦❜✈✐♦✉s t♦ ❡①♣❡rts ✐♥ ♣♦ss✐❜❧❡ ❛♣♣❧✐❝❛t✐♦♥ ❞♦♠❛✐♥s✳ ❋♦r ❡①❛♠♣❧❡✱ t❤❡ ❜❡st ✉s❡

♦❢ ♠♦❞✉❧❛r✐t②✲❜❛s❡❞ ♠❡t❤♦❞s ✐♥❝❧✉❞❡s s❡tt✐♥❣ ❛ ♣❛r❛♠❡t❡r t♦ ❝♦♥tr♦❧ t❤❡ r❡s♦❧✉t✐♦♥ s❝❛❧❡✳ ■♥

t❤✐s t❛❧❦✱ ✇❡ ❞❡♠♦♥str❛t❡ ❛ ✈❛r✐❡t② ♦❢ ❛♣♣r♦❛❝❤❡s ❢♦r s✉❝❤ t❛s❦s✱ ✇✐t❤ ❡♠♣❤❛s✐s ♦♥ ❜❡st

♣r❛❝t✐❝❡s ✇✐t❤ r❡❛❞✐❧② ❛✈❛✐❧❛❜❧❡ s♦❢t✇❛r❡ ♣❛❝❦❛❣❡s✳

✶✽



◆❡t✇♦r❦ ❣❡♦♠❡tr②✿ ❢r♦♠ ♠✉❧t✐s❝❛❧❡ t♦ ✉❧tr❛ ❧♦✇
❞✐♠❡♥s✐♦♥❛❧ r❡♣r❡s❡♥t❛t✐♦♥s ♦❢ ❝♦♠♣❧❡① s②st❡♠s

▼✳ ❆♥❣❡❧❡s ❙❡rr❛♥♦✱ ❯♥✐✈❡rs✐t❛t ❞❡ ❇❛r❝❡❧♦♥❛

❆❜str❛❝t✿ ❘❡❝❡♥t ❛❞✈❛♥❝❡s ✐♥ ♥❡t✇♦r❦ s❝✐❡♥❝❡ ✐♥❝❧✉❞❡ t❤❡ ❞✐s❝♦✈❡r② t❤❛t ❤②♣❡r❜♦❧✐❝

❣❡♦♠❡tr② ❝❛♣t✉r❡s t❤❡ ❝♦♠♣❧❡① ❝♦♥♥❡❝t✐✈✐t② ♦❢ r❡❛❧ ♥❡t✇♦r❦s✳ ❲✐t❤✐♥ t❤✐s ♣❛r❛❞✐❣♠✱ ✇❡ ❤❛✈❡

❜❡❡♥ ❞❡✈❡❧♦♣✐♥❣ ♠♦❞❡❧✲❜❛s❡❞ ♠❡t❤♦❞s ❢♦r ❡①♣❧♦r✐♥❣ t❤❡✐r ♠✉❧t✐s❝❛❧❡ ♥❛t✉r❡ ❛♥❞ t❤❡✐r ✐♥tr✐♥s✐❝

❞✐♠❡♥s✐♦♥❛❧✐t②✳ ▼♦r❡ s♣❡❝✐✜❝❛❧❧②✱ ✇❡ ♣r♦❞✉❝❡❞ ❛ r❡♥♦r♠❛❧✐③❛t✐♦♥ ❣r♦✉♣ t❡❝❤♥✐q✉❡ t❤❛t

♣r♦❣r❡ss✐✈❡❧② ❝♦❛rs❡✲❣r❛✐♥s ❛♥❞ r❡s❝❛❧❡s ♥❡t✇♦r❦s✱ r❡✈❡❛❧✐♥❣ ❛ ❤✐❡r❛r❝❤② ♦❢ ❧❛②❡rs ❛t ❞✐✛❡r❡♥t

r❡s♦❧✉t✐♦♥s✳ ❲❡ ❢♦✉♥❞ t❤❛t t❤❡ ♠✉❧t✐s❝❛❧❡ s❤❡❧❧s ♦❢ r❡❛❧ ♥❡t✇♦r❦s✱ s✉❝❤ ❛s ❝♦♥♥❡❝t♦♠❡s ♦❢ t❤❡

❤✉♠❛♥ ❜r❛✐♥✱ ❡①❤✐❜✐t s❡❧❢✲s✐♠✐❧❛r✐t② ❛❝r♦ss ♠✉❧t✐♣❧❡ s❝❛❧❡s✳ ❚❤✐s s②♠♠❡tr② ✐s ❛❧s♦ ❡✈✐❞❡♥t ✐♥

t❤❡ ❣r♦✇t❤ ♦❢ s♦♠❡ r❡❛❧ ♥❡t✇♦r❦s✱ s✉❣❣❡st✐♥❣ t❤❛t ❡✈♦❧✉t✐♦♥ ❝❛♥ ❜❡ ♠♦❞❡❧❡❞ ❜② ❛ r❡✈❡rs❡

r❡♥♦r♠❛❧✐③❛t✐♦♥ ♣r♦❝❡ss✳ ■♥ ❛❞❞✐t✐♦♥✱ ❣❡♦♠❡tr✐❝ r❡♥♦r♠❛❧✐③❛t✐♦♥ ❤❛s ♣r❛❝t✐❝❛❧ ❛♣♣❧✐❝❛t✐♦♥s✱

❛❧❧♦✇✐♥❣ ✉s t♦ ♣r♦❞✉❝❡ s❝❛❧❡❞ ❞♦✇♥ ❛♥❞ s❝❛❧❡❞ ✉♣ r❡♣❧✐❝❛s ♦❢ r❡❛❧ ♥❡t✇♦r❦s✳ ❖✉r r❡s✉❧ts ✇❡r❡

♦❜t❛✐♥❡❞ ❜② ❡♠❜❡❞❞✐♥❣ r❡❛❧ ♥❡t✇♦r❦s ✐♥ t✇♦✲❞✐♠❡♥s✐♦♥❛❧ ❤②♣❡r❜♦❧✐❝ s♣❛❝❡✱ ❜✉t ✇❡ ❤❛✈❡ ❛❧s♦

❞❡✈❡❧♦♣❡❞ ❛ ♠❡t❤♦❞ t♦ ✐♥❢❡r t❤❡✐r ✐♥tr✐♥s✐❝ ❞✐♠❡♥s✐♦♥❛❧✐t② s✐♥❝❡ t❤❡r❡ ✐s ♥♦t ❢✉♥❞❛♠❡♥t❛❧

r❡❛s♦♥ t♦ ❜❡❧✐❡✈❡ t❤❛t ✐t ♠✉st ❜❡ t✇♦✳ ❖✉r ❛♥❛❧②s✐s ❤❛s r❡✈❡❛❧❡❞ ✉❧tr❛ ❧♦✇ ❞✐♠❡♥s✐♦♥❛❧✐t② ❛♥❞

✉♥❡①♣❡❝t❡❞ r❡❣✉❧❛r✐t✐❡s ❛❝r♦ss ❞✐✛❡r❡♥t ❞♦♠❛✐♥s✱ s✉❝❤ ❛s ❡①tr❡♠❡❧② ❧♦✇ ❞✐♠❡♥s✐♦♥❛❧✐t② ✐♥

t✐ss✉❡✲s♣❡❝✐✜❝ ❜✐♦♠♦❧❡❝✉❧❛r ♥❡t✇♦r❦s✱ ❝❧♦s❡✲t♦✲t❤r❡❡✲❞✐♠❡♥s✐♦♥❛❧ ❜r❛✐♥ ❝♦♥♥❡❝t♦♠❡s✱ ❛♥❞

s❧✐❣❤t❧② ❤✐❣❤❡r ❞✐♠❡♥s✐♦♥❛❧✐t② ✐♥ s♦❝✐❛❧ ♥❡t✇♦r❦s ❛♥❞ t❤❡ ■♥t❡r♥❡t✳
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❋❛st ❛♥❞ P♦✇❡r❢✉❧ ▼✐♥✐♣❛t❝❤ ❊♥s❡♠❜❧❡ ▲❡❛r♥✐♥❣ ❢♦r
❉✐s❝♦✈❡r② ❛♥❞ ■♥❢❡r❡♥❝❡

●❡♥❡✈❡r❛ ❆❧❧❡♥✱ ❘✐❝❡ ❯♥✐✈❡rs✐t②

❆❜str❛❝t✿ ❊♥♦r♠♦✉s q✉❛♥t✐t✐❡s ♦❢ ❞❛t❛ ❛r❡ ❝♦❧❧❡❝t❡❞ ✐♥ ♠❛♥② ✐♥❞✉str✐❡s ❛♥❞ ❞✐s❝✐♣❧✐♥❡s❀ t❤✐s

❞❛t❛ ❤♦❧❞s t❤❡ ❦❡② t♦ s♦❧✈✐♥❣ ❝r✐t✐❝❛❧ s♦❝✐❡t❛❧ ❛♥❞ s❝✐❡♥t✐✜❝ ♣r♦❜❧❡♠s✳ ❨❡t✱ ✜tt✐♥❣ ♠♦❞❡❧s t♦

♠❛❦❡ ❞✐s❝♦✈❡r✐❡s ❢r♦♠ t❤✐s ❤✉❣❡ ❞❛t❛ ♦❢t❡♥ ♣♦s❡s ❜♦t❤ ❝♦♠♣✉t❛t✐♦♥❛❧ ❛♥❞ st❛t✐st✐❝❛❧

❝❤❛❧❧❡♥❣❡s✳ ■♥ t❤✐s t❛❧❦✱ ✇❡ ♣r♦♣♦s❡ ❛ ♥❡✇ ❡♥s❡♠❜❧❡ ❧❡❛r♥✐♥❣ str❛t❡❣② ♣r✐♠❡❞ ❢♦r ❢❛st✱

❞✐str✐❜✉t❡❞✱ ❛♥❞ ♠❡♠♦r②✲❡✣❝✐❡♥t ❝♦♠♣✉t❛t✐♦♥ t❤❛t ❛❧s♦ ❤❛s ♠❛♥② st❛t✐st✐❝❛❧ ❛❞✈❛♥t❛❣❡s✳

■♥s♣✐r❡❞ ❜② r❛♥❞♦♠ ❢♦r❡sts✱ st❛❜✐❧✐t② s❡❧❡❝t✐♦♥✱ ❛♥❞ st♦❝❤❛st✐❝ ♦♣t✐♠✐③❛t✐♦♥✱ ✇❡ ♣r♦♣♦s❡ t♦

❜✉✐❧❞ ❡♥s❡♠❜❧❡s ❜❛s❡❞ ♦♥ t✐♥② s✉❜s❛♠♣❧❡s ♦❢ ❜♦t❤ ♦❜s❡r✈❛t✐♦♥s ❛♥❞ ❢❡❛t✉r❡s t❤❛t ✇❡ t❡r♠

♠✐♥✐♣❛t❝❤❡s✳ ❲❤✐❧❡ ♠✐♥✐♣❛t❝❤ ❧❡❛r♥✐♥❣ ❝❛♥ ❡❛s✐❧② ❜❡ ❛♣♣❧✐❡❞ t♦ ♣r❡❞✐❝t✐♦♥ t❛s❦s s✐♠✐❧❛r❧② t♦

r❛♥❞♦♠ ❢♦r❡sts✱ t❤✐s t❛❧❦ ❢♦❝✉s❡s ♦♥ ✉s✐♥❣ ♠✐♥✐♣❛t❝❤ ❡♥s❡♠❜❧❡ ❛♣♣r♦❛❝❤❡s ✐♥ ✉♥❝♦♥✈❡♥t✐♦♥❛❧

✇❛②s✿ ♠❛❦✐♥❣ ❞❛t❛✲❞r✐✈❡♥ ❞✐s❝♦✈❡r✐❡s ❛♥❞ ❢♦r st❛t✐st✐❝❛❧ ✐♥❢❡r❡♥❝❡✳ ❙♣❡❝✐✜❝❛❧❧②✱ ✇❡ ✇✐❧❧ ❞✐s❝✉ss

✉s✐♥❣ t❤✐s ❡♥s❡♠❜❧❡ str❛t❡❣② ❢♦r ❢❡❛t✉r❡ s❡❧❡❝t✐♦♥✱ ❝❧✉st❡r✐♥❣✱ ❛♥❞ ❣r❛♣❤ ❧❡❛r♥✐♥❣ ❛s ✇❡❧❧ ❛s ❢♦r

❞✐str✐❜✉t✐♦♥✲❢r❡❡ ❛♥❞ ♠♦❞❡❧✲❛❣♥♦st✐❝ ✐♥❢❡r❡♥❝❡ ❢♦r ❜♦t❤ ♣r❡❞✐❝t✐♦♥s ❛♥❞ ✐♠♣♦rt❛♥t ❢❡❛t✉r❡s✳

❚❤r♦✉❣❤ ❤✉❣❡ r❡❛❧ ❞❛t❛ ❡①❛♠♣❧❡s ❢r♦♠ ♥❡✉r♦s❝✐❡♥❝❡✱ ❣❡♥♦♠✐❝s ❛♥❞ ❜✐♦♠❡❞✐❝✐♥❡✱ ✇❡ ✐❧❧✉str❛t❡

t❤❡ ❝♦♠♣✉t❛t✐♦♥❛❧ ❛♥❞ st❛t✐st✐❝❛❧ ❛❞✈❛♥t❛❣❡s ♦❢ ♦✉r ♠✐♥✐♣❛t❝❤ ❡♥s❡♠❜❧❡ ❧❡❛r♥✐♥❣ ❛♣♣r♦❛❝❤❡s✳

✷✵



❙❡♠✐✲P❧❡♥❛r② ▲❡❝t✉r❡s





P❛rt✐❛❧ ❉✐✛❡r❡♥t✐❛❧ ❊q✉❛t✐♦♥s ♦❢ ◗✉❛♥t✉♠ ▼❡❝❤❛♥✐❝s

■sr❛❡❧ ▼✐❝❤❛❡❧ ❙✐❣❛❧✱ ❯♥✐✈❡rs✐t② ♦❢ ❚♦r♦♥t♦

❆❜str❛❝t✿ ■♥ t❤✐s t❛❧❦ ■ ✇✐❧❧ ❞❡s❝r✐❜❡ ❦❡② ♣❛rt✐❛❧ ❞✐✛❡r❡♥t✐❛❧ ❡q✉❛t✐♦♥s ♦❢ q✉❛♥t✉♠

♠❡❝❤❛♥✐❝s ❛♥❞ ❝♦♥❞❡♥s❡❞ ♠❛tt❡r ♣❤②s✐❝s✳ ■ ✇✐❧❧ r❡✈✐❡✇ ❜r✐❡✢② t❤❡ ♦r✐❣✐♥s ♦❢ t❤❡ ❡q✉❛t✐♦♥s✱

t❤❡✐r ♣r♦♣❡rt✐❡s ❛♥❞ s♦♠❡ ♦❢ t❤❡ r❡❝❡♥t r❡s✉❧ts✳ ■ ✇✐❧❧ ❛❧s♦ t♦✉❝❤ ✉♣♦♥ s♦♠❡ ♦♣❡♥ ♣r♦❜❧❡♠s✳ ◆♦

♣r❡❧✐♠✐♥❛r② ❦♥♦✇❧❡❞❣❡ ♦❢ q✉❛♥t✉♠ ♠❡❝❤❛♥✐❝s ✐s r❡q✉✐r❡❞✳ ❆❧❧ ♥❡❡❞❡❞ ❝♦♥❝❡♣ts ✇✐❧❧ ❜❡

✐♥tr♦❞✉❝❡❞ ✐♥ t❤❡ t❛❧❦✳

✷✸



▼❡❝❤❛♥✐st✐❝ ▼♦❞❡❧✐♥❣ ♦❢ ❈♦♠♣❧❡① ❙♦❝✐❛❧ ❙②st❡♠s

❍✐r♦❦✐ ❙❛②❛♠❛✱ ❇✐♥❣❤❛♠t♦♥ ❯♥✐✈❡rs✐t②✱ ❙t❛t❡ ❯♥✐✈❡rs✐t② ♦❢ ◆❡✇ ❨♦r❦

❆❜str❛❝t✿ ❉✐s❝♦✈❡r✐♥❣ ♣❛tt❡r♥s ✐♥ ❡①♣❡r✐♠❡♥t❛❧ ❛♥❞ ♦❜s❡r✈❛t✐♦♥❛❧ ❞❛t❛ ✐s ❛♥ ❡ss❡♥t✐❛❧ st❡♣

✐♥ ❛♥② s❝✐❡♥t✐✜❝ ❡♥❞❡❛✈♦r ❛♥❞ ❤❛s ❜❡❡♥ ❞r❛♠❛t✐❝❛❧❧② ❛❝❝❡❧❡r❛t❡❞ ❜② r❡❝❡♥t ❛❞✈❛♥❝❡s ✐♥ ❞❛t❛

s❝✐❡♥❝❡✱ ♠❛❝❤✐♥❡ ❧❡❛r♥✐♥❣✱ ❛♥❞ ❆■✳ ❍♦✇❡✈❡r✱ ♣❛tt❡r♥ ❞✐s❝♦✈❡r② ❛❧♦♥❡ ❝❛♥♥♦t ❝♦♠♣❧❡t❡ t❤❡ ❢✉❧❧

❝②❝❧❡ ♦❢ s❝✐❡♥t✐✜❝ r❡s❡❛r❝❤✳ ▼❡❝❤❛♥✐st✐❝ ♠♦❞❡❧✐♥❣ ❝♦♠♣❧❡♠❡♥ts ♣❛tt❡r♥ ❞✐s❝♦✈❡r② ❛♥❞ ♣❧❛②s ❛

❝r✐t✐❝❛❧ r♦❧❡ ✐♥ ❣❡♥❡r❛t✐♥❣ ❞❡❡♣❡r ✉♥❞❡rst❛♥❞✐♥❣ ♦❢ ❛♥❞ ✐♥s✐❣❤t ✐♥t♦ t❤❡ ❤✐❞❞❡♥ ♠❡❝❤❛♥✐s♠s

t❤❛t ♠❛② ❤❛✈❡ ♣r♦❞✉❝❡❞ t❤❡ ♦❜s❡r✈❡❞ ♣❛tt❡r♥s✳ ❲❤✐❧❡ ❝✉rr❡♥t tr❡♥❞s ♦❢ ❞❛t❛ s❝✐❡♥❝❡✴▼▲✴❆■

r❡s❡❛r❝❤ ❛♥❞ ❛♣♣❧✐❝❛t✐♦♥s ❢♦❝✉s ♣r✐♠❛r✐❧② ♦♥ t❤❡ ♣❛tt❡r♥ ❞✐s❝♦✈❡r② s✐❞❡ ✭❡✳❣✳✱ ❝❧❛ss✐✜❝❛t✐♦♥✱

❝❧✉st❡r✐♥❣✱ ♣r❡❞✐❝t✐♦♥✮✱ t❤❡r❡ ✐s ❛❧s♦ ❛ ❣r♦✇✐♥❣ ❞❡♠❛♥❞ ❢♦r ❦♥♦✇❧❡❞❣❡✱ s❦✐❧❧s✱ ❝❛♣❛❜✐❧✐t✐❡s✱ ❛♥❞

t♦♦❧s ❢♦r ♠❡❝❤❛♥✐st✐❝ ♠♦❞❡❧✐♥❣✳ ❚❤✐s ✐s ❜❡❝❛✉s❡ ♠❛♥② ♦❢ ♦✉r ❝♦♠♣❧❡① s♦❝✐❡t❛❧ ♣r♦❜❧❡♠s ❛r✐s❡

✇✐t❤ ❤✐❣❤ ✉♥❝❡rt❛✐♥t② ②❡t ✇✐t❤ ✈❡r② ❧✐♠✐t❡❞ ❞❛t❛ ❛✈❛✐❧❛❜❧❡✱ ❛♥❞ ♦❢t❡♥ r❡q✉✐r❡ t❤❡ ❡①♣❧♦r❛t✐♦♥

❛♥❞ t❡st✐♥❣ ♦❢ ♥✉♠❡r♦✉s ❤②♣♦t❤❡t✐❝❛❧ s❝❡♥❛r✐♦s✱ ♥♦t ❢♦r ♣r❡❞✐❝t✐♦♥✱ ❜✉t ❢♦r ♣r❡♣❛r❛t✐♦♥✳ ■♥ t❤✐s

t❛❧❦✱ ■ ✇✐❧❧ ✐❧❧✉str❛t❡ t❤❡ ✐♠♣♦rt❛♥❝❡ ♦❢ ♠❡❝❤❛♥✐st✐❝ ♠♦❞❡❧✐♥❣✱ ❡s♣❡❝✐❛❧❧② ✇❤❡♥ ❞❡❛❧✐♥❣ ✇✐t❤

❝♦♠♣❧❡① s♦❝✐❡t❛❧ ♣r♦❜❧❡♠s✱ ✉s✐♥❣ ❡①❛♠♣❧❡s ❢r♦♠ ♦✉r r❡❝❡♥t ✇♦r❦ ♦♥ ✭✶✮ ♣❛♥❞❡♠✐❝ r❡s♣♦♥s❡

♣❧❛♥♥✐♥❣ ✐♥ ❡❛r❧② ✷✵✷✵ ✇❤❡♥ ❈❖❱■❉✲✶✾ ❤✐t ♦✉r ❞❛✐❧② ❧✐✈❡s ❜✉t ♥♦ ♦♥❡ ❦♥❡✇ ♠✉❝❤ ❛❜♦✉t t❤❡

❞✐s❡❛s❡✱ ❛♥❞ ✭✷✮ s♦❝✐♦✲♣♦❧✐t✐❝❛❧ ♦♣✐♥✐♦♥ ❞②♥❛♠✐❝s ♠♦❞❡❧✐♥❣ t♦ ❡①♣❧♦r❡ ❛❧t❡r♥❛t✐✈❡ ♣❛t❤✇❛②s ❢♦r

s♦❝✐❡t② ♦t❤❡r t❤❛♥ t❤❡ ❝✉rr❡♥t❧② ❞♦♠✐♥❛♥t ❞✐✈✐❞❡ ❛♥❞ ♣♦❧❛r✐③❛t✐♦♥✳ ■ ✇✐❧❧ ❛❧s♦ ❛r❣✉❡ t❤❛t t❤❡r❡

✐s ❛♥ ✉r❣❡♥t ♥❡❡❞ ❢♦r ❡❞✉❝❛t✐♦♥ ❛♥❞ tr❛✐♥✐♥❣ ✐♥ ♠❡❝❤❛♥✐st✐❝ ♠♦❞❡❧✐♥❣✱ ✐♥ ✇❤✐❝❤ s②st❡♠s

t❤✐♥❦✐♥❣ ❛♥❞ ❝r❡❛t✐✈✐t② ♣❧❛② ❛ ❦❡② r♦❧❡✳

✷✹



❙✉♣❡rs✐♥❣✉❧❛r ✐s♦❣❡♥② ❣r❛♣❤s ❛♥❞ ♦r✐❡♥t❛t✐♦♥s

❑❛t❤❡r✐♥❡ ❙t❛♥❣❡✱ ❯♥✐✈❡rs✐t② ♦❢ ❈♦❧♦r❛❞♦✱ ❇♦✉❧❞❡r

❆❜str❛❝t✿ ❆ s✉♣❡rs✐♥❣✉❧❛r ✐s♦❣❡♥② ❣r❛♣❤ ✐s ❛ ❣r❛♣❤ ✇❤♦s❡ ✈❡rt✐❝❡s ❛r❡ s✉♣❡rs✐♥❣✉❧❛r

❡❧❧✐♣t✐❝ ❝✉r✈❡s ♦✈❡r Fp ✭✇❤❡r❡ p ✐s t②♣✐❝❛❧❧② ❛ ❧❛r❣❡ ♣r✐♠❡ ✐♥ ♦✉r ❝♦♥t❡①t✮✱ ❛♥❞ ✇❤♦s❡ ❡❞❣❡s

r❡♣r❡s❡♥t ✐s♦❣❡♥✐❡s ♦❢ ❞❡❣r❡❡ ℓ ✭t②♣✐❝❛❧❧② ❛ s♠❛❧❧ ♣r✐♠❡✮✳ ❍❛r❞ ♣r♦❜❧❡♠s ❝♦♥❝❡r♥✐♥❣ ♣❛t❤✜♥❞✐♥❣

✐♥ s✉♣❡rs✐♥❣✉❧❛r ✐s♦❣❡♥② ❣r❛♣❤s ❢♦r♠ ❛ ❜❛s✐s ❢♦r ♣♦st✲q✉❛♥t✉♠ ✐s♦❣❡♥②✲❜❛s❡❞ ❝r②♣t♦❣r❛♣❤②✳ ■♥

t❤✐s t❛❧❦✱ ■ ✇✐❧❧ ❞❡s❝r✐❜❡ t❤❡ str✉❝t✉r❡ ♦❢ ✐s♦❣❡♥② ❣r❛♣❤s ♦❢ ❈▼ ❝✉r✈❡s✱ ❛♥❞ ♦❢ ♦r✐❡♥t❡❞

s✉♣❡rs✐♥❣✉❧❛r ❝✉r✈❡s✱ ❛♥❞ t❤❡✐r r❡❧❛t✐♦♥s❤✐♣ t♦ t❤❡ str✉❝t✉r❡ ♦❢ s✉♣❡rs✐♥❣✉❧❛r ✐s♦❣❡♥② ❣r❛♣❤s✳ ■♥

♣❛rt✐❝✉❧❛r✱ t❤❡ ❡♥❞♦♠♦r♣❤✐s♠ r✐♥❣ ♦❢ ❛ s✉♣❡rs✐♥❣✉❧❛r ❡❧❧✐♣t✐❝ ❝✉r✈❡ ✐s ❛♥ ♦r❞❡r ✐♥ ❛ q✉❛t❡r♥✐♦♥

❛❧❣❡❜r❛✳ ❊♠❜❡❞❞✐♥❣s ♦❢ ✐♠❛❣✐♥❛r② q✉❛❞r❛t✐❝ ♦r❞❡rs ✐♥t♦ t❤✐s q✉❛t❡r♥✐♦♥ ♦r❞❡r ❛r❡ ❝❛❧❧❡❞

♦r✐❡♥t❛t✐♦♥s✳ ❊①♣❧✐❝✐t ❦♥♦✇❧❡❞❣❡ ♦❢ t❤✐s ❡♥❞♦♠♦r♣❤✐s♠ r✐♥❣ ❧❡❛❞s t♦ ✇❡❧❧✲❦♥♦✇♥ ♣❛t❤✜♥❞✐♥❣

❛❧❣♦r✐t❤♠s✳ ■♥ ❥♦✐♥t ✇♦r❦✱ ✇❡ ❞❡✈❡❧♦♣ ❝❧❛ss✐❝❛❧ ❛♥❞ q✉❛♥t✉♠ ❛❧❣♦r✐t❤♠s ❢♦r ♣❛t❤✲✜♥❞✐♥❣ ✉♥❞❡r

t❤❡ ❛ss✉♠♣t✐♦♥ t❤❛t ♦♥❧② ♦♥❡ ❡♥❞♦♠♦r♣❤✐s♠ ❢r♦♠ t❤✐s ♦r❞❡r ✐s ❦♥♦✇♥ ✭❡q✉✐✈❛❧❡♥t❧②✱ ♦♥❡

♦r✐❡♥t❛t✐♦♥✮✳ ■♥ r❡❧❛t❡❞ ✇♦r❦✱ ✇❡ ❞❡♠♦♥str❛t❡ ❛ ❜✐❥❡❝t✐♦♥ ❜❡t✇❡❡♥ t❤❡ ❝②❝❧❡s ✐♥ ❛ ✜①❡❞ ✐s♦❣❡♥②

❣r❛♣❤ ❛♥❞ t❤❡ ❝②❝❧❡s ✐♥ t❤❡ ✉♥✐♦♥ ♦❢ ❛❧❧ ❈▼ ❣r❛♣❤s ✇❤✐❝❤ ❝♦✈❡r ✐t✳ ❆s ❛ r❡s✉❧t✱ ✇❡ ❝♦✉♥t t❤❡

❝②❝❧❡s ✐♥ t❤❡ ✐s♦❣❡♥② ❣r❛♣❤ ✐♥ t❡r♠s ♦❢ ❝❡rt❛✐♥ ❝❧❛ss ♥✉♠❜❡rs ♦❢ ✐♠❛❣✐♥❛r② q✉❛❞r❛t✐❝ ♦r❞❡rs✳
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❆▼▼❈❙ Pr✐③❡✲❲✐♥♥✐♥❣ ▲❡❝t✉r❡
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❑♦❧♠♦❣♦r♦✈✕❲✐❡♥❡r Pr✐③❡ ❢♦r ❨♦✉♥❣ ❘❡s❡❛r❝❤❡rs

❚❤❡ ✐s♦♠❡tr✐❝ ✐♠♠❡rs✐♦♥s ♣r♦❜❧❡♠✿ ❢r♦♠ ♣❡rs♣❡❝t✐✈❡s ♦❢
P❉❊✱ ❣❡♦♠❡tr②✱ ❛♥❞ ♣❤②s✐❝s

❙✐r❛♥ ▲✐✱ ❙❤❛♥❣❤❛✐ ❏✐❛♦ ❚♦♥❣ ✫ ◆❡✇ ❨♦r❦ ❯♥✐✈❡rs✐t②
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Delays in nonlinear infectious disease models reflect an important latency effect that an individual can become infectious be-

fore developing symptoms. Quarantine measures were an important tool in preventing the spread of the coronavirus infection, which 
motivated the development of the nonlinear susceptible-exposed-infected-quarantine-recovered (SEIQR) model. Delays naturally 
appear when describing the influence of both susceptible and exposed populations. First, a nonlinear delayed coronavirus pandemic 
model is introduced. We show that it is well posed, and a solution stays in the non-negative domain. Next, we find the equilibria and 
study their stability using the Routh Hurwitz criterion, Volterra Lyapunov functions, and the Lasalle invariance principle. As usual, the 
basic reproduction number has a crucial effect on the model: if the number is less than one, the spread of the disease has been con-
trolled, while we get endemic for the reproduction number being greater than one. The effect of the quarantine component on the re-
production number is investigated. In the delayed analysis of the model, we proved that the disease's transmission dynamics depend on 
delay terms, which is also reflected in the basic reproduction number. Computer simulations illustrate this dependency on the delay in 
the system. The results were recently published in [1]. 
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A continuum space is the infinitely great
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Abstract  An infinitely small quantity is defined as a one-dimensional quantity of finite length without the sizes of space, 

while an infinitely great quantity is reached by the superposition or accumulation of infinitely many finite quantities, by 

the way of the change in direction. The change in direction indicates that there is a jump from a finite quantity to 

infinitely many finite quantities (infinitely great). The form of the manifestation of the infinitely great is one quantitative 

continuum that cannot be operated by any algorithms and all parts of space we see is this one quantitative continuum. 

.Any value are this single quantitative continuum that indicates the infinitely great and compresses any quantities outside 

of it to nothing. As a result, the infinite exact value of a circumferential length (π) has been obtained here.
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Droplet dynamics driven by electrowetting
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Even though electrowetting-on-dielectric (EWOD) is a useful strategy in a wide array of biological and en-
gineering processes with numerous droplet-manipulation applications, there is still a lack of complete theoretical
interpretation on the dynamics of electrowetting. In this paper, we present an effective theoretical model and use
Onsager variational principle to successfully derive general dynamic shape equations for electrowetting droplets
in both overdamped and underdamped regimes. It is found that the spreading and retraction dynamics of a droplet
on EWOD substrates can be fairly well captured by our model, which agrees with previous experimental results
very well in the overdamped regime. We also confirm that the transient dynamics of EW can be characterized
by a timescale independent of liquid viscosity, droplet size and applied voltage. Our model provides a complete
fundamental explanation of EW-driven spreading dynamics, which is important for a wide range of applications,
from self-cleaning to novel optical and digital microfluidic devices.
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Figure 1: Comparison of theoretical time-dependent (a) base radius Rb and contact angle θ , and (b) contact line velocity u with those

measured in Ref [1]. θY = 165.4◦ is used for calculation.
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A study of the effects of blood flow parameters in narrow arteries having multiple stenoses is discussed here. 
In this work, blood is considered as a non-Newtonian Kuang-Luo (K-L) fluid model, with no-slip conditions at 
the arterial wall. In fact, the main properties of K-L fluid mod- el are that the plasma viscosity and yield stress 
play a very important role. These parameters make this fluid remarkably similar to blood, however, when we 
change these parameters the flow characteristics change significantly. We have derived a numerical expression 
for the blood flow characteristics such as resistance to blood flow, blood flow rate, axial velocity, and skin 
friction. These numerical expressions have been solved by MATLAB 2021 software and dis- cussed graph-
ically. Furthermore, these results have been compared with Newtonian fluid and observation made that re-
sistance to blood flow and skin friction is decreased when blood is changed from non-Newtonian to Newtoni-
an fluid.  
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From the perspective of social choice theory, ranked-choice voting (RCV) is known to have many flaws. RCV
(also referred to as instant runoff voting, the Hare method, the plurality elimination rule, etc.) can fail to elect a
Condorcet winner and is susceptible to monotonicity paradoxes and the spoiler effect, for example. The theoretical
social choice literature has thoroughly investigated such flaws for many decades; the empirical literature has lagged
behind the theoretical, presumably because historically not much vote data has been available. RCV has seen a
recent surge in usage in the US and consequently much more vote data has become available, allowing for the
investigation of empirical failure rates of RCV’s various deficiencies. The deficiencies of RCV with which we are
concerned are:

• RCV can fail to elect the Condorcet winner.

• RCV is susceptible to the spoiler effect.

• RCV is susceptible to downward and upward monotonicity paradoxes.

• RCV is susceptible to the truncation paradox, the most extreme version of which is the no-show paradox.

• RCV is susceptible to compromise strategic voting.

• The RCV winner can fail to secure a majority of the total votes cast.

We use a database of 182 American ranked-choice elections for political office from the years 2004-2022 to
investigate empirically how frequently RCV’s deficiencies manifest in practice. The deficiencies listed above can
occur only in elections without a majority candidate, and thus our database consists only of such elections. Our
general finding is that RCV’s weaknesses are rarely observed in real-world elections, with the exception that ballot
exhaustion frequently causes “majoritarian failures” where the RCV winner does not secure a majority of the total
votes cast.
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A matrix is centrosymmetric if it is symmetric about its centre. This class includes a number of important types of
matrices that arise in a variety of applications in computational science and engineering. In this talk we propose
structure–preserving LU–type factorizations for centrosymmetric matrices and use them for the numerical solution
of linear systems. For direct solvers we build on and extend existing algorithms and show that the factorizations
along with equilibration and mixed precision arithmetic speed up the computation and increase the accuracy of
the solution. For iterative solvers we develop novel incomplete factorizations and use them as preconditioners for
Krylov subspace solvers. We apply these solvers to centrosymmetric linear systems arising from spectral methods
for PDEs.
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Merton portfolio management problem is studied in this paper within a stochastic volatility model and non constant
time discount rate framework. This problem is time inconsistent and the way out of this predicament is to consider
the subgame perfect strategies. The later are characterized through a value function. A two stage approach is
developed to find the value function: in a first step the utility weighted discount rate is introduced and characterized
as the fixed point of a certain operator; in the second step, given the utility weighted discount rate, the value
function is found through solving a parabolic linear equation. Numerical experiments explore the effect of the
time discount rate on the subgame perfect and precommitment strategies.
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Let c(x) is a monic integer polynomial with coefficients 0 or 1. Write c(x) = s(x)b(x) where s(x) and b(x)
monic polynomials with non-negative (not necessarily integer) coefficients. The 0–1 conjecture states that s(x)
and b(x) are necessarily integer polynomials with coefficients 0 or 1. Given a candidate s(x), this talk describes
an algorithm to either find a b(x) and c(x) such that b(x) has non-negative coefficients and c(x) has coefficients 0
or 1, or (often) shows that such a c(x) and b(x) do not exist. Using this algorithm and significant computational
effort, we provide support for the 0–1 conjecture.
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In this article, we examined the dynamics of interactions between predators and prey in the refuge and outside the
refuge, two distinct habitats. When the pressure of predation decreases, the prey emerges from its hiding place.
Predators interact with prey outside their protected refuge and may even kill them. Depending on how many
predators are there, the prey will shift to safe areas. It suggests that more prey will seek protection from predators
in the refuge region and that the prey will choose to stay outside the refuge areas when the number of predators
is reduced. By allowing predator density to influence prey velocity, we included predator and prey velocities as
well as anti-predator behavior. Prey can reduce their velocities to avoid being attacked. We looked at anti-predator
behavior and found that prey density rises with anti-predator behavior when either the predator or the prey velocity
increases. We demonstrated that, under specific circumstances, the coexisting equilibrium will be globally stable
and we discovered that there is saddle-node bifurcation at the coexisting equilibrium point.
Keywords: Predator-prey; Refuge; Fear; Velocities; Saddle node bifurcation.
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The Heston-Duprie model is a well-established stochastic local volatility model that offers a non-parametric rep-
resentation. This model is known to closely match the implied volatility surface of options observed in the market.
However, due to its non-parametric local component, Monte Carlo simulation is the only viable numerical method
for derivative pricing under this model. This paper proposes a novel willow tree method to replace Monte Carlo
simulation for pricing exotic options and VIX options under the Heston-Duprie model. We provide the conver-
gence rate of this method and conduct several numerical experiments to demonstrate its accuracy and efficiency.
Our proposed method offers an alternative numerical technique that can enhance the computational efficiency of
pricing derivatives under the Heston-Duprie model.
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Deep learning method for the complex system of American options
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The solution of the American options free boundary PDE model comprises the free (or moving) boundary, value
function and possibly, the Greeks. This options gives the holder of the option the right but not the obligation
to exercise the options before the expiration. The objective of this talk is to solve the American options model
with deep learning method which accounts for the value function, free boundary and the Greeks simultaneously
and more precisely. To this end, we first fix the free boundary and implement following transformation [2] as
described below

t∗ = T − t, x = ln

(
S

s f (t∗)

)
, V (S, t) =U(x, t∗). (1)

V (S, t) is the original option value and U(x, t∗) is the transformed option value. In general, solving free boundary
PDE models as a free boundary problem with deep learning is relatively new. For efficient implementation of the
deep learning method to the transformed American options model, we further normalize as follows:

y = x/xmax, τ = t∗/T, U(t∗,x) = P(τ,y). (2)

Hence, we present a normalized and non-linear fixed-free boundary PDE model with discontinuous co-efficient as
shown in (3)

∂P(τ,y)

T ∂τ
− σ2

2x2
max

∂ 2P(τ,y)

∂y2 − 1
xmax

(
r− σ2

2
+

s′f (τ)

T s f (τ)

)
∂P(τ,y)

∂y
+ rP(τ,y) = 0, y> 0; (3)

with (τ,y ∈ [τmin,1], [0,1]), τmin > 0, and τmin ≈ 0. Furthermore, σ is the volatility, r is the interest rate and
s′f (τ) is the derivative of the free boundary which is singular at pay-off. With the above normalization, we can
now efficiently implement our deep learning method. In this talk, we will discuss our proposed deep learning
method [1] which is based on implicit dual solution framework consisting of a novel auxiliary function and free
boundary equations. The auxiliary function enforces boundary conditions in approximate form due to the free
boundary, includes deep neural network output, and satisfies the governing differential equation at the extremes.
To approximate the free boundary, we take advantage of some linear relationship between the free boundary and
the value function at the left boundary and establish equations that we called free boundary equations. This
linear relationship represents the value matching condition in approximate form. Finally the validation of our
implementation and its further extensions are concluded.
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Ultrashort-pulsed lasers have been widely applied in biology, chemistry, medicine, physics, and optical 

technology due to their high efficiency, high power density, minimal collateral material damage, lower abla-

tion thresholds, high precision production ability, and high precision control of heating times and locations in 

thermal processing of materials [1]. Simulation of the micro/nanoscale heat conduction induced by ultrashort-

pulsed laser heating has been attracting great attention. Parabolic two-temperature energy transport model [2] 

is one of successful mathematical models for predicting phonon (lattice) temperature and electron temperature 

in metal at the micro/nanscale where energy is induced by ultrashort-pulsed laser heating. As we are moving 

towards the era of artificial intelligence, machine and deep learning techniques are becoming an important tool 

in engineering and science research.  

In this talk, I will present some recently obtained research results in my group, which has been published in 

International Journal of Heat and Mass Transfer [3]. We have obtained an artificial neural network (ANN) 

method for solving the parabolic two-temperature heat conduction equations in double-layered thin films ex-

posed to ultrashort-pulsed lasers. The ANN method is developed based on the PINN method, particularly the 

combination of the Adam optimization method and the L-BFGS iterative method for optimizing weights and 

biases. Note that the laser pulse duration is very short, only in the sub-picosecond/femtosecond domain and 

the non-equilibrium heating stage is usually in picoseconds. Thus, randomly sampling the learning points in 

the entire domain for the ANN method will not quickly capture the behavior during the pulse, which may 

cause the ANN solution to be inaccurate. To overcome this trouble, in this study we start at a small-time inter-

val to obtain the ANN solution and then use the solution at the end of that small-time interval as the initial 

condition for the next small-time interval to obtain the next ANN solution. We continue this procedure from 

one small time interval to another small-time interval until the entire desired time interval is completed. Con-

vergence of the ANN solution to the analytical solution is theoretically analyzed. Finally, the ANN method is 

used to predict the electron and lattice temperatures in a gold film padding on a chromium film when exposed 

to ultrashort-pulsed lasers, which is based on the parabolic two temperature heat conduction model. 
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The talk focuses on optimal error estimates of FEMs for problems involving multi-physics fields, which are
often described by nonlinear and strongly coupled parabolic/elliptic systems A question to be concerned is the
optimality of numerical approximations for each components involved in the physical system. For many popular
models, existing analysis may not be optimal for certain component. A typical example given in this talk is the
incompressible miscible flow in porous media which has been widely used in many engineering areas, such as
reservoir simulations and surface contaminant transport and remediation. The analysis done in the last several
decades shows that classical Galerkin FEMs provide the numerical concentration of the accuracy O(hr+1 + hs)
in L2-norm [1, 2, 3]. This analysis leads to the use of higher order finite element approximation to the pressure
than that to the concentration in various numerical simulations to achieve the best rate of convergence. However,
this error estimate is not optimal. In this talk, we introduce our recent work on new analysis of Galerkin-Galerkin
methods to establish the optimal L2 error estimate O(hr+1+hs+1) from which one can see that the best convergence
rate can be achieved by taking the same order (r = s) approximation to the concentration and pressure. Clearly
Galerkin FEMs with r = s are less expensive in computation and easier for implementation. Numerical results for
both two and three-dimensional models are presented to confirm our theoretical analysis. Finally, we extend our
analysis to Galerkin-mixed methods to obtain optimal error estimates for each components.
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In this manuscript, switched coupled system of nonlinear implicit impulsive Langevin equa-

tions with two Hilfer fractional derivatives is considered. Using the techniques of nonlinear functional 

analysis, we establish appropriate conditions and results to discuss existence, uniqueness and Ulam’s 

type stability results of our proposed model, with the help of Banach’s fixed point theorem. An example 

is provided at the end to illustrate our results. 
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Modelling transmission dynamics of Lassa fever transmission with

environmental transmissions

C. E. Madubueze1,2, J. M. Heffernan1

1 York University, Toronto, Canada,
2 University of Agriculture Makurdi, Nigeria

Lassa Fever (LF), caused by the Lassa virus, is an animal-borne disease endemic in some regions of Africa
with a rodent called a natal multimammate rat as a natural reservior. It occurs more during the dry season when the
bushes are dry and burned in preparation for the farming season, making the rodents move into human habitats for
food to survive. The rodents excrete their faeces and contaminate the environment making environmental transmis-
sion vital in Lassa fever transmission dynamics. Therefore, studying the contaminated environment’s impact on
Lassa fever is essential. This study used a deterministic model to examine the situation of Lassa fever transmission
incorporating environmental transmission. First, the model’s stability is established regarding the model’s basic
reproduction number, R0. Further, the model implements the sensitivity analysis to identify the parameters that
fuel the Lassa fever spread using the Partial Rank Correlation Coefficient (PRCC) technique based on the Latin
hypercube sampling (LHS).

Keywords: Natal Multimammate rat, Lassa fever, sensitivity analysis, contaminated environment.
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The lack of up-to-date, easily available flood risk data has slowed down Canadian attempts to mitigate flood 

damage, notwithstanding the substantial historical losses associated with frequent and devastating flood episodes. To 
address this problem, we present a novel flood risk estimation framework. The pipeline is extremely modular and consists 
of an advanced geographical pre-processing system, a probabilistic deep learning based marginal regional regression 
model, an advanced hydraulic model, and a web-interface based SaaS platform for zonal risk estimation and visualiza-
tion. The model is implemented on entire North America covering almost 14,000 network groups and 1.9 million catch-
ments. There are 2 flavors of the model coarse-resolution (30m) and high-resolution (1m where HRDEM is available). 
The geographic pre-processing system include creation of topology of the river and catchment network, DEM condition-
ing, LU/LC processing, for the hydraulic model. It also pre-processes the location of the station, soil parameters, topo-
graphic variables, climate parameters for the input to the hydrologic model. The deep learning based probabilistic region-
al regression models relates an almost 130 catchment specific and upstream aggregated co-variates with the distribution 
of the annual maximum discharge of almost 16,000 stations. This model is further used to infer the distribution and in 
turn 15 quantiles/return periods (2-1500) of the discharge at all the ungauged locations. These discharge return periods 
are then used as input to the volumetric manning’s equation based hydraulic model which estimates the corresponding 
flood maps for each catchment. The testing of the flood maps against observations and govt. studies indicated good per-
formance.   
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In this talk, we present high-order state redistribution methods on embedded boundary grids. State redistri-
bution relaxes the overly restrictive CFL condition that results from arbitrarily small cut cells when explicit time
steppers are used. We show how to stabilize both finite volume and discontinuous Galerkin spatial discretizations
and take time steps that are proportional to the size of Cartesian cells in the background grid. State redistribution
works by post-processing the numerical solution after each stage or step of an explicit time stepping method. The
advantage of this approach is that it does not require complex geometric manipulations. We solve a number of
test problems with smooth and shocked solutions that demonstrate the encouraging potential of this technique for
applications on embedded boundary grids.
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The typical pricing models studied in academic settings are simple models with generally a single time scale.
This has a consequence that the calculated volatility smiles are generic and actually never fit real events. One
example of a financial event introducing an additional time scale is earnings. More complicated situations are drug
announcements. The latter can involve multiple time scales, uncertain dates and asymmetric binary movement in
the underlying. Paradoxically, one consequence of the nature of biotech events is that they nevertheless can be
traded with ridiculously simple models. In this talk I will introduce and walk through a few illustrative examples
of biotech events and how they might be monetized.
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The use of stochastic regression to separate signal from noise produced by Bio-FETs will be discussed in
this talk. The noise realized by BioFETs interferes with quantitative and qualitative analysis, thus determining
optimal bandwidth associated with experimental Bio-FET data measurements is an important task. Presented
results suggest consistent across aspect rations and a choice of stochastic regression kernel function and yield what
appear to be good results.
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Shortcuts to adiabaticity provide fast protocols for quantum state preparation in which the use of auxiliary
counterdiabatic controls circumvents the requirement of slow driving in adiabatic strategies. While their develop-
ment is well established in simple systems, their engineering and implementation are challenging in many-body
quantum systems with many degrees of freedom. We show that the equation for the counterdiabatic term, equiva-
lently the adiabatic gauge potential, is solved by introducing a Krylov basis. The Krylov basis spans the minimal
operator subspace in which the dynamics unfolds and provides an efficient way to construct the counterdiabatic
term. We apply our strategy to paradigmatic single and many-particle models. The properties of the counterdia-
batic term are reflected in the Lanczos coefficients obtained in the course of the construction of the Krylov basis by
an algorithmic method. We examine how the expansion in the Krylov basis incorporates many-body interactions
in the counterdiabatic term.
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Dysregulation of potassium is a common and dangerous side effect of many pathologies and medications.
Potassium homeostasis is primarily mediated by (i) uptake of potassium into the cells via the sodium-potassium
pump and (ii) renal regulation of urinary potassium excretion. Due to the importance of potassium in cellular
function and the daily challenge of undergoing variations in potassium intake, mammals have evolved several
regulatory mechanism to ensure proper balance of potassium levels in the extra- and intracellular fluids. These
processes are complex and are not completely understood. In this project, we developed a compartmental model
of extra- and intracellular potassium regulation including known feedforward and feedback mechanisms. To in-
vestigate the impact of individual regulatory mechanisms on potassium homeostasis, we conducted and analyzed
simulations for a single meal and potassium loading or depletion over multiple days with and without different
feedback and feedforward mechanisms. Additionally, we investigated a hypothesized muscle-kidney crosstalk sig-
nal. Model simulations revealed that a muscle-kidney crosstalk signal is necessary for physiological homeostatic
recovery after a period of potassium loading or depletion. Using our mathematical model, we were able to unravel
the multi-factorial mechanisms involved in potassium regulation by studying individual impacts of the feedforward
and feedback mechanisms on potassium homeostasis.

K+ Intake
(Meal)

GI K+

Amount
Plasma K+

Amount

Interstitial
K+ Amount

K+ ICF
Amount

[K+ plasma]

[K+

Interstitial]
[K+ ICF]

[K+ ECF
(total)]

ICF volume
Interstitial
volume

Plasma
volume

Filtered
K+ Load

Proximal
Tubule K+

Reabsorption

Macula
Densa

K+ Flow

Distal
Tubule
K+ Flow

Distal
Tubule K+

Secretion

Collecting
Duct K+

Reabsorption

Urine
K+ Flow

Collecting
Duct K+

Secretion

ALD

GFR

Insulin

Figure 1: Flow chart depicting the compartments of our mathematical models of potassium regulation. Pointed arrows intdicate stimula-

tion, blunted arrows indicate inhibition. GI: gastrointestinal, Interstitial: interstitial fluid, ICF: intracellular fluid, ECF: extracellular fluid
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Quantum experiments are performed in noisy platforms. In NISQ devices [1], realistic setups can be described
by open systems or noisy Hamiltonians. Starting from a generic noisy Hamiltonian, Ht = Ĥ0 +

√
2γ ξt L̂, we go

beyond the noise-averaged density matrix by introducing the concept of stochastic operator variance (SOV) of
an observable Â, namely ∆Â2

t = 〈Â2
t 〉− 〈Ât〉2. The SOV [2] is an operator that characterizes the deviation of any

operator Ât from the noise-averaged operator in a stochastic evolution governed by the Hamiltonian, as illustrated
in Fig. 1. As such, it is relevant in the quantum simulation of open systems using NISQ devices, e.g., to engineer
a given dissipative evolution.

Surprisingly, we find that the evolution of the noise-averaged variance, ∆Â2
t = eL †t [Â2

0]− (eL †t [Â0])
2, relates

to an out-of-time-order correlator (OTOC), which connects fluctuations of the system with scrambling. Indeed,

1
N

dTr(∆Â2
t )

dt
=−2γ

N
Tr([L̂,〈Ât〉]2)∼ eλ t . (1)

where the exponential behavior holds only in systems with scrambling over the appropriate period. Importantly
this connection may allow computing the Lyapunov exponent and experimentally access OTOCs without the need
to invert the sign of the Hamiltonian. We illustrate the SOV-OTOC relation in a stochastic generalization of
the Lipkin-Meshkov-Glick (sLMG) model undergoing energy dephasing, where the action of noise changes the
stability region compared to the noiseless LMG [3]. Our results can be used to elucidate quantum chaos in noisy
systems and benchmark NISQ devices.

Figure 1: left: The SOV-OTOC relation. Illustration of the connection between the stochastic operator variance
(SOV) and the out-of-time-order correlator (OTOC). right: Lyapunov exponent of the classical sLMG model at the
saddle point (a) for different values of the noise strength γ and (b) over the phase diagram.
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In this talk, we consider a plant virus propagation model with vector preference and latent periods in both
the plant host and insect vector populations. We assume that the virus affects the behavior and movement of
the insect vectors, and that there are time lags to become infectious that occur both within the plant host and
insect vector after exposure to viruses. Hence, the resulting model is a system of delay differential equations with
Beddington-DeAngelis type incidence rate and two discrete time delays to reflect, respectively, the insect vector
preference and the latent periods. We first compute the basic reproduction number [1] of the system and provide
existence conditions of the disease-free equilibrium and the endemic equilibrium in terms of this number. Our
results show that only the disease-free equilibrium exists when the reproduction number is less than one, while the
endemic equilibrium only exists when the reproduction number is greater than one. Using the time delays as main
parameters, in the former case, the disease-free equilibrium is shown to be absolutely stable. That is, it is locally
asymptotically stable for any positive values of the time delays. Meanwhile, in the latter case, we show that the
endemic equilibrium can switch stability, possibly multiple times, when Hopf bifurcation occurs. We then illustrate
these results in the two-parameter space using numerical continuation [2] to gain more insights on how the latent
periods affect the dynamics of the system. We also examine the effects of one of the saturation-rate parameter
which is not considered in previous works [3]. This saturation constant due to healthy plant hosts is inversely
related to the reproduction number, and so the intuitive approach is to increase the value of this parameter in order
to lower the reproduction number. Our analysis in the two-dimensional parameter space shows a better perspective
on the dynamical behavior of the system when we vary the value of this saturation constant but the reproduction
number remains larger than one.
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Genetic mutations play an important role in the evolution and spread of viruses. These genetic variations can
lead to the emergence of new variants, thereby posing significant challenges in formulating effective preventive
measures, therapies, and vaccines. Influenza is caused by a spectrum of respiratory infectious viruses that undergo
constant mutations, resulting in different strains every year. Consequently, developing a new vaccine each year
becomes an absolute necessity. Here we utilize a SIR-type indexed by strains in a discrete circular space to examine
the temporally recurrent strain-specific prevalence patterns as a consequence of genetic drift, due to the evolution
through point mutations in the viral genome. We use a finite-dimensional ring-shaped antigenic strain space and
consider the existence of rotating waves of influenza strains using bifurcations with symmetry.
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Brown and Myers studied the family of curves y2 = x3 − x+m2, and proved that any such curve with |m|> 1 has
rank at least 2. We will discuss how this starting point has led to an ongoing investigation into a much larger class
of curves with rank at least 2, along with the existence of curves in this family with remarkably large rank over
the rationals. In the second part of the talk, we will describe a method to compute sets of four coprime powerful
numbers in arithmetic progression using elliptic curves, settling a question of Erdös.
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Compressible fluid flows in permeable media have broadly been experienced in numerous computational simu-
lations in science and engineering regions, e.g., seawater interruption into coastal aquifers, groundwater pollution,
environmental assurance, dangerous waste dumping, and oil recuperation within the supply. The reason for reen-
acting fluid flow in permeable media is to evaluate contamination transport, seawater interruption and control,
contamination expectation, subsurface toxin transport and remediation, and in numerous other applications. It is
imperative to completely recognize the overseeing physical behavior of stream and transport in permeable media to
plan effective remediation procedures. In this work, we develop an optimization control of groundwater pollution
subject to the nonlinear multi-component pollution flows in porous media. The optimization objective function
is considered as the overall effects due to pollution at observation sites and the costs of emission reductions at
the source piece’s locations. The system of nonlinear flow and multicomponent transport PDEs are solved by the
improved-upwind splitting finite difference method. Then the simulated results are used in the optimization prob-
lem which is solved by the differential evolution (DE) optimization algorithm. The main purpose of the pollution
optimal control problem is to find optimal injection rates which minimize the difference between the simulated
concentrations and allowable observed concentrations at observation sites and the overall abatement cost. Numer-
ical experiments will be given to show the performance of the developed model and algorithm.
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Let E be an elliptic curve over the rationals, and let χ be a Dirichlet character of order ℓ for some odd prime
ℓ. Heuristics based on the distribution of modular symbols and random matrix theory have led to conjectures
predicting that the vanishing of the twisted L-functions L(E,χ,s) at s = 1 is a very rare event (David-Fearnley-
Kisilevsky [1, 2] and Mazur-Rubin [5, 6]). In particular, it is conjectured that there are only finitely many characters
of order ℓ > 5 such that L(E,χ,1) = 0 for a fixed curve E.

We investigate the case of elliptic curves over function fields. For Dirichlet L-functions over function fields,
Li [4] and Donepudi-Li [3] have shown how to use the geometry to produce infinitely many characters of order
ℓ≥ 2 such that the Dirichlet L-function L(χ,s) vanishes at s = 1/2, contradicting (the function field analogue of)
Chowla’s conjecture. We show that their work can be generalized to constant curves E/Fq(t), and we show that
if there is one Dirichlet character χ of order ℓ such that L(E,χ,1) = 0, then there are infinitely many, leading to
some specific examples contradicting (the function field analogue of) the number field conjectures on the vanishing
of twisted L-functions. Such a dichotomy does not seem to exist for general curves over Fq(t), and we produce
empirical evidence which suggests that the conjectures over number fields also hold over function fields for non-
constant E/Fq(t).
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Bounds on Codes from Fiber Products of Curves with Many Points

C. Brantner1, P. Tan1, M. West1,2

1 University of Wisconsin-Eau Claire, Eau Claire, USA,
2 westmr@uwec.edu

In an attempt to explore the possibilities of parameters produced through the construction in [1] and [3], the
authors constructs codes from fiber products of curves that appear in [2]. The construction is as follows:

Given an equation f (x,y) = 0 defining a curve over the finite field Fq, consider the curves Y1 and Y2 defined
by f (y0,y1) = 0 and f (y2,y0) = 0 respectively. These curves both have projections onto the y0 coordinate. We
then take the fiber product of the curves above this projection Y = Y1 ×y0 Y2. Let B ⊆ Y (Fq) be the set of points
unramified over the projections onto the y1- and y2-coordinates. The data being encoded under this construction is
polynomials in y0,y1,y2 whose degrees are limited so that the evaluation map along B is injective and the degrees
of y1 and y2 are limited so that polynomial interpolation can be used to restore them if a value is lost. The encoding
is similar to that in the Reed-Muller code, this time limiting the evaluation points to those in B.

The purpose of this construction is that there are two axes along which restoration of a value can be done. If F
is an encoded polynomial and P ∈ B such that the value of F(P) is lost or corrupted, then the sets

Bi,P = {P′ ∈ B : yi(P) ̸= yi(P
′) and y j(P) = y j(P

′) ∀ j ̸= i} (1)

for i = 1,2 can both act as recovery sets for the missing data. Thus if two pieces of data in the same recovery set
are lost, they can be restored by their other recovery sets.

For these codes, often the dimension relative to their size is beyond the useful complexity, as of now. In an
effort to further understand possible dimensions and rate, we explore more examples of these objects. In many
cases the dimension and size parameters are slightly better for the new codes in comparison to the old ones when
comparing across fixed base fields.
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Simulation based exploration of the effect of ultrasound-induced mechanical 
stress on biofilm response to antibiotics   
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Bacterial biofilms can lead to chronic infections, increase tolerance to antibiotics and disinfectants, re-

sistance to phagocytosis, and other components of the body's immune system. Biofilm formation is implicated 
in the persistence of staphylococcal infections and chronic Pseudomonas aeruginosa lung infections in cystic 
fibrosis (CF) patients (which can result from biofilm-growing mucoid strains). Conventional treatments utilize 
aggressive antibiotic prophylaxis/therapy to prevent/eliminate biofilms, followed by chronic suppressive ther-
apy. Recently, the use of enzymes to dissolve the biofilm matrix was investigated, in addition to quorum sens-
ing inhibitors to increase biofilm susceptibility to antibiotics. In this study, we propose a novel strategy, utiliz-
ing ultrasound-induced inertial cavitation, to increase antibiotic efficacy. The wall shear stress at the biofilm 
interface is calculated, and viscoplastic constitutive equations are used to examine the biofilm response to the 
mechanical stress. Our simulations suggest that the maximum biofilm detachment occurs at high pressure/low 
frequency, and the mechanical disruption can affect the biochemical processes inside the biofilm resulting in 
vulnerability to antibiotics. 

 
 
 

✻✶



❚❤❡ ❱■ ■♥t❡r♥❛t✐♦♥❛❧ ❆▼▼❈❙
■♥t❡r❞✐s❝✐♣❧✐♥❛r② ❈♦♥❢❡r❡♥❝❡
❲❛t❡r❧♦♦✱ ❖♥t❛r✐♦✱ ❈❛♥❛❞❛

Generic Properties of Mean Field Games

A. Bressan1 and K. T. Nguyen2
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We consider a class of first order Mean Field Games, where the state associated with each player evolves according
to an ODE which is linear w.r.t. the control. Existence, uniqueness, and stability of solutions are studied from
the point of view of generic theory. Within a suitable topological space of dynamics and cost functionals, it is
proved that, for “nearly all" mean field games (in the Baire category sense) the best reply map is single valued
for a.e. player. As a consequence, the mean field game admits a strong (not randomized) solution. Examples are
given of open sets of games admitting a single solution, and other open sets admitting multiple solutions. Further
examples show the existence of an open set of MFG having a unique solution which is asymptotically stable w.r.t.
the best reply map, and another open set of MFG having a unique solution which is unstable. Finally, an example
is given of a MFG with terminal constraints which does not have any solution, not even in the mild sense with
randomized strategies.
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Exponentially decaying solutions for models with delayed and advanced

arguments: nonlinear effects in linear differential equations
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We consider a scalar linear mixed differential equation with several terms, both delayed and advanced argu-
ments and a bounded right-hand side

ẋ(t)+
m

∑
k=1

bk(t)x(hk(t)) = f (t).

Assuming that the deviations of the argument are bounded, we present sufficient conditions when there exists a
unique bounded solution on the positive half-line. Explicit tests for a bounded solution of a homogeneous equation
to decay exponentially are obtained. Existence of exponentially decaying solutions for this class of differential
equations is studied for the first time, and we illustrate sharpness of the results with examples. We show that the
standard approach when convergence of all solutions is stated does not work for mixed equations; in addition to an
exponentially decaying, there may be a growing solution. All the coefficients and the mixed arguments are assumed
to be Lebesgue measurable functions, not necessarily continuous. Though the equation is linear, some properties,
as well as the methods applied, are more typical for nonlinear models, for example, fixed-point theorems are used
in the proofs. The results are to appear in [1].
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Metaheuristics and Neural Network Approaches
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The Hodgkin-Huxley (HH) model is a well-known mathematical model for the generation and propagation of
action potentials in neurons. However, determining certain parameters of the model involves a tedious combination
of experiments and data tuning, and there is often significant uncertainty in their values. Parameter estimation of
the HH model has been an active research for several decades, and various optimization techniques have been
used including metaheuristic algorithms. These methods have been successful in finding parameter values that fit
experimental data well, but they can be computationally expensive and may require significant expertise to tune.
More recently, Artificial Neural Networks (ANN) have been applied to parameter estimation of mathematical
models, and it has the advantage of being able to handle noisy and incomplete data, which can often provide faster
and more accurate results than traditional optimization methods. In this research, we propose an ANN-based
approach for parameter estimation in the HH model, which employs a deep learning architecture that is trained
on a large voltage-clamp type dataset with corresponding HH model parameters. We intend to demonstrate that
the ANN can efficiently estimate the HH model parameters for a given set of data with minimal computation
effort after completion of the training process. We focus primarily on the ANN method and aim to demonstrate its
superiority over the metaheuristic approaches such as Genetic Algorithms, Differential Evolution and Simulated
Annealing, in terms of computational efficiency and accuracy.
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The Impact of Time Delays on Synchrony in a Neural Field Model
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We consider a neural field model which consists of a network of Wilson-Cowan nodes with homeostatic ad-
justment of the inhibitory coupling strength and time delayed, excitatory coupling:

τE
dEi
dt = −Ei +φ(∑N

j=1W EE
i j

∫ ∞
0 g(τ)Ei(t − τ)dτ −W EI

i Ii) ,

τI
dIi
dt = −Ii +φ(W IEEi),

τW
dW EI

i
dt = Ii(Ei − p),

(1)

Here Ei is the activity of the excitatory population, Ii is the activity of the inhibitory population, and W EI
i is the

homeostatically adjusted inhibitory to excitatory weight, in the ith node. WIE is the fixed excitatory to inhibitory
weight, W EE

i j > 0 are the (fixed) excitatory weights, p > 0 is the set-point for the excitatory weights and the τ j > 0
are the population time constants. The function φ(.) is the activation function which we take to be logistic. The
function g(.) is a delay distribution kernel which is positive and normalized to 1.

Without time delay, the system has been show to exhibit rich dynamics including mixed-mode oscillations and
chaos. We show that small delays can be either synchronizing or desynchronizing, depending on the structure of the
connectivity matrix. To study this further, we explore the Hopf bifurcations induced by the excitatory coupling, the
connectivity structure and the delay. We show that these can lead to different patterns of phase-locked oscillations,
either synchronized or desynchronized. Finally, we show how interaction between different Hopf bifurcations can
lead to complex solutions, such as intermittent desynchronization. See Figure 1.

0

0.2

0.4

0.6

0.8

1

Ei

0 50 100 150 200 250 300
t

0

0.2

0.4

0.6

0.8

1

Ei

230 240 250 260 270 280 290 300
t

Figure 1: Solution exhibiting intermittent desynchronization. Colours correspond to excitatory activity in different nodes.
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The time-dependent advection-diffusion equation on deforming domains is given by

∂tu+a ·∇u−ν∇
2
u = f , x := (x1, ...,xd) ∈ D(t), t ∈ (0,T ], (1)

where u is the quantity of interest, for example, a concentration or a temperature, a is a d-dimensional flow field,
which we assume is such that ‖a‖L∞(D) = O(1), ν a positive diffusion parameter, ∇ = (∂x1 , ...,∂xd ), and D(t)⊂ Rd

is a time-dependent domain in d-dimensions (d = 2,3).

To facilitate the discretization of eq. (1), it is useful to introduce the space-time formulation of the advection-
diffusion equation. This is done by introducing the space-time domain E := {(t,x) : x ∈ D(t), 0< t < T} ⊂ Rd+1,
the space-time flow field a = (1,a), and space-time gradient ∇ = (∂t ,∇). We can re-formulate eq. (1) then as:

a ·∇u−ν∇
2
u = f , (t,x) ∈ E . (2)

This equation resembles a “stationary” advection-diffusion problem in (d + 1)-dimensions which we discretize,
simultaneously in space and time, by a hybridizable discontinuous Galerkin (HDG) method [1].

We first introduced the space-time HDG method for eq. (2) in [1]. The well-posedness and error analysis of
this discretization was presented in [[3] for sufficiently large diffusion parameter ν . In this talk I will present a
new analysis that demonstrates that the space-time HDG method is also suitable for advection dominated (ν ≪ 1)
flow problems.
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Multiple solutions to the 2-dimensional Euler equations

A. Bressan

Department of Mathematics, Penn State University, axb62@psu.edu

For hyperbolic systems of conservation laws in one space dimension, a general existence-uniqueness theory is
now available, for entropy weak solutions with bounded variation. In several space dimensions, however, it seems
unlikely that a similar theory can be achieved.

For the 2-D Euler equations, various numerical simulations will be presented, for incompressible as well as
compressible flow, indicating the existence of two distinct solutions for the same initial data. These appear to be
“simplest possible" examples of Cauchy problems admitting multiple solutions. Typically, one of the solutions
contains a single spiraling vortex, while the other solution contains two vortices.

Some theoretical work, aimed at validating the numerical results, will also be discussed.
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Let

F(x,y) =
n

∏
k=1

(δkx− γky)

be a binary form of degree n ≥ 1, with complex coefficients, written as a product of n linear forms in C[x,y]. Let

hF =
n

∏
k=1

√
|γk|2 + |δk|2

denote the height of F and let AF denote the area of the fundamental region DF of F :

DF =
{
(x,y) ∈ R2: |F(x,y)| ≤ 1

}
.

We prove that h
2/n
F AF ≥

(
21+(r/n)

)
π , where r is the number of roots of F on the real projective line RP1, counting

multiplicity. In the case when r = 0 this inequality is sharp and can be attained by the form Fn,0(x,y) = (x− iy)n.
However, as F varies over all forms of degree n with r > 0 roots on RP1, we believe that it can be improved.
We present a conjecture about the correct lower bound and provide computational evidence in support of this
conjecture.
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DSTree: A spatio-temporal indexing data structure for distributed networks
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The widespread availability of tools to collect and share spatial data enables us to produce a large amount of
geographic information on daily bases. This enormous production of spatial data requires scalable data man-
agement systems. Geospatial architectures have changed from clusters to cloud architectures and more parallel
and distributed processing platforms to tackle these challenges. Peer-to-peer (P2P) systems as a backbone of the
distributed systems have been established in several application areas such as web3, blockchains, and crypto-
currencies. Unlike centralized systems, data storage in P2P networks is distributed across network nodes, pro-
viding scalability and no single point of failure. However, managing and processing queries on these networks
have always been challenging. In this work, we propose a spatio-temporal indexing data structure, DSTree (See
Figure 1), that works on top of the distributed InterPlanetary File System network. DSTree does not require ad-
ditional Distributed Hash Trees to perform multi-dimensional range queries. Inserting a piece of new geographic
information can only cause an update of only a portion of the tree structure and does not impact the entire data
graph. For example, for time-series data, such as storing sensor data, the DSTree performs better. Despite the
advantages of our proposed framework, challenges remain. We conclude that more significant research effort from
GIScience and related fields in developing decentralized applications is needed. One requirement is the need for
the standardization of different geographic information when sharing data on the IPFS network.

Temporal Level (T)

Interval Tree Quad Tree

[GI Object]

Figure 1: An example of DSTree Constructed from a set of sample points. Each DSTree has a temporal (Interval-tree) component and a

spatial (quad-tree) component. The final graph will be a stack of quad-trees on top of each other.

Keywords: spatio-temporal indexing, temporal topology, query processing, IPFS, distributed systems, smart
contracts, blockchain
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Many-body State Preparation in a Jaynes-Cummings Lattice
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Preparing quantum many-body states is a challenging task in engineered systems like quantum simulators and
adiabatic quantum computers. Despite significant progress in developing various approaches such as adiabatic
quantum evolution, quantum shortcut methods, quantum phase estimation, variational quantum eigensolvers, and
open system approaches, generating the desired many-body states with high fidelity remains difficult. This is due
to barriers such as the lack of prior knowledge of the energy spectrum and the rapid decrease of the energy gap with
system size. Additionally, many-body states in strongly correlated systems are often highly entangled, making it
impossible to create them using preprogrammed quantum logic gates.

Our objective is to examine various methods for generating many-body ground states in a Jaynes-Cummings
(JC) lattice and compare their effectiveness. In JC lattices, strongly correlated polaritons can undergo quantum
phase transitions between Mott-insulating and superfluid phases when the filling factor is an integer [1, 2, 3,
4, 5, 6]. However, to observe these transitions, it is necessary to inject polariton excitations into the JC lattice
and prepare them in the appropriate ground states. JC lattices can be implemented in practical devices such as
superconducting quantum devices and defects in optical cavities, making them ideal for testing different methods
for many-body state preparation. We focus on two approaches: an optimized adiabatic method and a quantum
optimal control method. The optimized adiabatic method [7] employs a Landau-Zener-like estimation to find
the optimized ramping index during an adiabatic process. Meanwhile, the quantum optimal control method [8]
uses the CRAB algorithm to optimize the time-dependent system parameters. Ultimately, we compare the results
obtained from both approaches.
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Event-Triggered Stabilization for Linear Time-Delay Systems
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Event-triggered control provides an effective way to update the control signals at a sequence of discrete-time
moments determined by a certain execution rule, often referred to as an event. The main advantage is to improve
the efficiency of control implementations while still guaranteeing the desired performance levels of closed-loop
systems. There are two main challenges in this study. First, the control algorithms for delay-free systems cannot
be applied to time-delay systems directly. Another challenge, which is also the main difficulty of this research, is
to exclude the Zeno behavior from the proposed event-triggered control algorithms.

This talk focuses on event-triggered control for the stabilization of linear time-delay systems. Based on two
new Halanay-type inequalities, the global asymptotic stability of the event-triggered control system can be guaran-
teed, and a lower bound of the inter-event times, the intervals between successive control updates, can be derived
to ensure the practical implementation of the proposed event-triggering condition. Two examples are given to
demonstrate the suggested control method.
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   Emulation of exotic quantum  systems using ultracold atoms has been attracting considerable attention. As is 
known, magneto-optical (MO) effects are generated when the lights pass through certain kinds of magnetic 

medium, but the effects may be quite weak for experimental detection sometimes. In this talk, we will address 

an arresting theoretical scheme for emulating the famous MO Faraday effect in ultracold atomic gases. We 
will elaborate that an artificial MO Faraday effect is readily signalled by the spin imbalance of atoms, with the 

setup of laser fields offering a high controllability for quantum manipulation. In addition, with the underlying 

polarization state being extracted in the synthetic dimension,  the artificial MO effect can emerge under an 

entirely different mechanism from the conventional picture, and the MO rotation is particularly related to the 
bulk topology in synthetic dimensions, providing an unambiguous evidence for the desired topological MO 

effect. At last, we will also discuss a possible experimental scheme for simulating the violation of Fermion 

doubling phenomenon emergent in non-Hermitian topological semimetals based on cold atomic systems. 
 

    

   The work was done in collaboration with Z. Zheng, W.B. Rui, and C. J. Wang. Z. D. Wang has been sup-

ported by the the	CRF	(Grant	No.	C6009-20G)	and	GRF	(Grant	No.	17300220)	of	Hong	Kong,	and	the	
NSFC/RGC	JRS	Grant	No.	N_HKU774/21.	The		support	from	Guangdong-Hong	Kong	Joint	Laboratory	of	Quan-
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This presentation has two main objectives. The first part will focus on the area of space-time spectral methods
for solving stream function formulation of Navier-Stokes and Magnetohydrodynamics equations numerically for
high Reynolds numbers using the nonlinear preconditioning method RASPEN [2]. In the second part, we focus on
solving PDEs in irregular domains using space-time spectral collocation methods. Space-time spectral methods
provide the basis for our research in achieving the two objectives thereof. When a solution for a PDE is analytic,
the rate of convergence of the numerical solution is exponential; that is, the error decays exponentially. In time-
dependent PDEs, low-order finite difference schemes and spectral schemes are traditionally being used for the time
and spatial derivatives, respectively. However, applying spectral schemes in both space and time has been thought
of recently [4]. These methods have spectral convergence in both spatial and temporal domains.

We implemented the Navier-Stokes equation for the well-known regularized driven cavity flow using the
RASPEN method for high Reynolds numbers and secondary vortices were observed [6]. Further, we are plan-
ning to present Hopf-bifurcation results for Navier-Stokes and MHD at high Reynolds numbers. To observe
Hopf-Bifurcation, we start with a steady flow and try to find the critical Re at which bifurcation appears. Beyond
some critical Re, a steady solution loses stability and we get a time-periodic solution. That means fluid flow will
oscillate and energy is no longer constant with time.

One major drawback of spectral methods is their inability to handle irregularly shaped domains, which is
why these methods have only been used sparingly in many engineering problems. However, there have been
attempts to use spectral methods in irregular domains. S. Orszag presented some new techniques that permit the
efficient application of spectral methods for solving problems in (nearly) arbitrary geometries [5]. Also, the papers
[1] and [3] proposed extensions of the spectral method to enable it to solve PDEs on complex geometries. We
propose a numerical method to approximate the solution of PDEs in irregular domains using space-time spectral
collocation methods. The main idea of here is to embed the irregular domain in a regular one and apply the
Fourier continuation method [1]. We have implemented the 2D Poisson equation, Heat equation, steady and
unsteady Stokes equations, and Navier-Stokes equations defined in irregular domains. Spectral error convergence
was observed in each instance and the results are presented.
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Fractional Differential Equations (FDEs) play an important role in the modeling of evolution of a system due to
their ability to model complex phenomena. Moreover, a large class of dynamical systems are associated with delays
as their natural components. The vitality and suitability of a mathematical model in describing several phenomena
can be improved by introducing a delay into it. It is unfortunate that most differential equations with delay often
defy analytical methods for finding their solutions. This study considers the use of Sumudu iterative methods for
obtaining the solutions of delayed FDEs. The study presents a technique that blends Sumudu transform method
with a new iterative method. The technique solves the equations directly and produces reliable results. The graphs
of the solutions that this technique produces show that they are in good agreement with the exact solutions.
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In supersingular isogeny-based cryptography, the path-finding problem reduces to the endomorphism ring
problem. Can path-finding be reduced to knowing just one endomorphism? It is known that a small endomorphism
enables polynomial-time path-finding and endomorphism ring computation (Love-Boneh [1]). An endomorphism
gives an explicit orientation of a supersingular elliptic curve. In this paper, we use the volcano structure of the
oriented supersingular isogeny graph to take ascending/descending/horizontal steps on the graph and deduce path-
finding algorithms to an initial curve. Each altitude of the volcano corresponds to a unique quadratic order, called
the primitive order. We introduce a new hard problem of computing the primitive order given an arbitrary endo-
morphism on the curve, and we also provide a sub-exponential quantum algorithm for solving it. In concurrent
work (Wesolowski [2]), it was shown that the endomorphism ring problem in the presence of one endomorphism
with known primitive order reduces to a vectorization problem, implying path-finding algorithms. Our path-finding
algorithms are more general in the sense that we don’t assume the knowledge of the primitive order associated with
the endomorphism. This is joint work with Sarah Arpin, Kristin E. Lauter, Renate Scheidler, Katherine E. Stange
and Ha T. N. Tran.
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The impact of endoplasmic reticulum morphology on IRE1 protein clustering
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The endoplasmic reticulum (ER) is a cell-spanning organelle composed of a single connected network of sheets
and tubes. As an important location for protein synthesis and folding, the ER membrane and lumen harbour many
unfolded proteins. The presence of excess unfolded proteins in the ER can lead to protein aggregation and oth-
erwise disrupt cell activities. The unfolded protein response (UPR) directs the cellular response to high levels
of unfolded proteins in the ER, acting to return the ER to a healthy homeostatic level of unfolded proteins. Un-
folded proteins in the ER activate the transmembrane signaling protein IRE1, which subsequently forms dimers,
oligomers, and clusters with signaling activity that ultimately modifies gene expression to initiate the UPR. Exper-
iments have shown that IRE1 clusters have complex shapes, including wrapping around ER tubes, and dynamics
consistent with coarsening behaviour. However, the influence of ER tube and network geometry on IRE1 cluster
dynamics is largely unexplored. We quantitatively modeled IRE1 protein cluster dynamics on a tubular surface as a
lattice gas, simulated using a kinetic Monte Carlo algorithm. We show that ER tube geometry — tube diameter —
controls whether clusters can undergo a transition from an approximately round conformation to a conformation
that ‘wraps’ around the tube. These wrapped clusters can grow without further energy-penalizing increases in in-
terface length. Narrower tubes enable cluster wrapping at smaller cluster sizes. Our simulations show that wrapped
clusters on narrow tubes grow more rapidly, evaporate more slowly, and are stable at lower protein concentrations
compared to equal-sized round clusters on wider tubes. Our results suggest that cluster wrapping, facilitated by
narrower tubes, could be an important factor in the growth and stability of IRE1 clusters, impacting the persis-
tence of the UPR. This work may tie into cell and human health, as UPR signaling persistence and dysfunction is
associated with pathologies such as cancer and neurodegeneration.
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Snow Water Equivalent (SWE), the amount of water that would be yielded if a given snow-pack melted, is 

a useful surrogate for understanding the impacts of climate change on the Winter season’s length in cold re-
gions. Previous studies have been conducted using time series of historical temperatures to highlight the im-
pact of warming temperatures on the duration of the Winter Season and Outdoor Skating in Canada [1]. How-
ever, given that SWE and Snow Extent are a function of both diurnal temperature change and deposi-
tion/accumulation processes, integrating temperatures analysis with spatially explicit pattern comparison 
methods would likely provide a wealth of information on the impact of global warming on the Earth System 
across space and time.  

In this study, the GlobSnow SWE Maps over the cold regions of Canada and parts of the Arctic were used 
to train a UNET-Siamese convolutional neural network model. The model was developed using training data 
(4000 SWE Maps) from 1980 – 2001. The training and validation splits were 75% and 25%, respectively. We 
used the binary cross-entropy loss function instead of the widely recommended contrastive loss function as 
this yielded the best results. To assess the generalizability of the model, independent validation data were 
drawn between 2002 – 2013 SWE Maps to test the model’s performance. Our model predicted similarity be-
tween a pair of SWE Maps that were drawn randomly from 2002 – 2013 with a similarity confidence score as 
high as 77% for SWE Maps that were not perceptually distinguishable. As shown in earlier studies, computer 
vision metrics hold the potential to detect subtle changes in SWE Maps [2]. For SWE Map pairs that could be 
easily distinguished perceptually to be dissimilar, the model’s confidence score ranged between 0 – 25%.  

To illuminate the potential impact of climate change and global warming on the dynamics of Snow cover 
and the duration of the Winter season, we compared SWE Maps in the months in which Snow cover in Canada 
is expected to be at the optimum level – January, February, March, and April. We then built similarity confi-
dence plots from 2002 – 2013 to represent temporal variability in the patterns of SWE Maps similarity be-
tween successive days and months. The model similarity confidence plots depict high variability in daily and 
monthly SWE. Daily SWE similarity showed an increasing trend for the months of January and February; 
contrarily, SWE similarity portrayed a declining trend for March and April. While the daily variability in SWE 
turns out to be less predictable, we discovered low similarity confidence scores (0 – 15%) for monthly SWE 
Maps compared between 2010 – 2013. This suggests a potential shift in climate regime (e.g., arrival and re-
treat of snow) and warming trends due to climate change events. 

 
Keywords: Spatial pattern comparison, UNet-Siamese network, convolutional neural networks, snow water 
equivalent, climate change 
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Research coupling social influence-based opinion dynamics with disease dynamics has recently emerged to
understand feedback loops between the distribution of opinions on costly prophylactic behaviors and disease evo-
lution. In this regard, Tyson et al. [1] have examined how the distribution of opinions at disease introduction
and the relative rates of opinion and disease dynamics affect the severity of an epidemic using an SIR-Opinion
model where the susceptible population is structured into four opinion groups with different prophylactic behav-
iors and thus different susceptibilities to disease. In this model, interactions between individuals from different
opinion groups lead to opinion-changing processes with rates governed by social influences (persuasive powers)
which vary with disease incidence. The SIR-Opinion model assumes that demographic changes (births and natural
death) are negligible in the target time period, and social influence is homogeneous in the absence of disease.

In this paper we consider a model where the susceptible population is structured into three opinion classes (S−1

for the most prophylactic class, S1 for the least prophylactic class, and S0 for an intermediate group with moderate
prophylactic behaviors) and demographic changes are allowed. We notice that in such a model, the assumption
of homogeneous social influence in disease-free conditions is inconsistent with the expectation that most of a
population does not adhere to costly prophylactic behaviors in the total absence of disease.

Considering the epidemiology of a COVID-19 like disease and prophylactic behaviours such as hand washing,
face-mask wearing, and social distancing, we introduce the first compartmental model allowing for heteroge-
neous social influence in the absence of disease in addition to demographic rates, differentiated infectious states
(asymptomatic/symptomatic), testing effort and the related incomplete disease prevalence information available
to individuals. In this setting, we investigate how heterogeneity in social influence under disease-free conditions
determines not only the distribution of opinions at disease introduction, but also the course of an epidemic (e.g.
waves, peak sizes, reproductive number). This provides some insights on how measuring differences between the
persuasive powers of holders of various prophylactic behavior-related opinions might help assess the severity of
an epidemic after a potential outbreak.
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Consider the Cauchy problem for a strictly hyperbolic system of conservation laws in one space dimension

ut + f (u)x = 0, u(0,x) = ū(x).

Assuming small total variation, it is well known that there exists a unique entropy-weak solution, depending
continuously on the initial data. A priori estimates on the L1 distance between an approximate solution and the
exact solution have been obtained in connection with (i) front tracking approximations, (ii) the Glimm scheme,
and (iii) vanishing viscosity approximations. However, no a priori estimate is yet known for approximate solutions
obtained by fully discrete schemes, such as the Lax-Friedrichs or the Godunov scheme. Therefore we focus on a
posteriori error estimates. The result we show is the following.
Let uapprox be an approximate solution produced by a conservative scheme which dissipates entropy, and assume
that

(i) the total variation of uapprox(t, ·) is uniformly bounded,

(ii) outside a finite number of narrow strips in the domain [0,T ]×R, the local oscillation of uapprox remains
small.

Then the L1 distance
‖uapprox(T, ·)−uexact(T, ·)‖L1(R) .

is small. Our estimates do not require any regularity of the exact solution. We provide an error bound which can
be applied to a wide class of approximation schemes.

References

[1] A. Bressan, M.T. Chiri and W. Shen, A posteriori Error estimates for numerical solutions to hyperbolic conservation laws. Arch. Rat.
Mech. Anal. , 241 (2021), 357–402

✼✾



The VI International AMMCS
Interdisciplinary Conference
Waterloo, Ontario, Canada

Controlling the spread of invasive biological species

A. Bressan1, M.T. Chiri2, N. Salehi3

1 Penn State University, University Park, US, axb62@psu.edu
2 Queen’s University, Kingston, Canada, maria.chiri@queensu.ca
3 Saint Mary’s College, Notre Dame, US, nsalehi@saintmarys.edu

We consider a controlled reaction-diffusion equation, motivated by a pest eradication problem, and derive a
simpler model, describing the controlled evolution of a contaminated set.
The controlled spreading of a population, in a simplest form, can be described by a semilinear parabolic equation

ut = f (u)+∆u−g(u,α),

where u = u(t,x) denotes the population density at time t, at a location x ∈ R2, the function f represents the re-
production rate, while α = α(t,x) is a distributed control. One may think of α(t,x) as the quantity of pesticides
sprayed at time t at location x, while g(u,α) describes the amount of population eliminated by this strategy.
We first analyze the optimal control of 1-dimensional traveling wave profiles. Using Stokes’ formula, explicit
solutions are obtained, which in some cases require measure-valued optimal controls. Then we introduce a family
of optimization problems for a moving set and show how these can be derived from the original parabolic prob-
lems, by taking a sharp interface limit. In connection with moving sets, we show some results on controllability,
existence of optimal strategies, and necessary conditions.
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Portfolio optimization in the family of 4/2 stochastic volatility models
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The state-of-the-art 4/2 stochastic volatility model was recently proposed in [1] and has gained great attention
ever since. This model is a superposition of a Heston (1/2) component and a 3/2 component, bringing the best of
the two nested models.

dX(t) = µX(t)dt +

(
a
√

v(t)+
b√
v(t)

)
X(t)dW (t), (1)

dv(t) = κ(θ − v(t))dt +σ
√

v(t)dB(t), (2)

〈dB(t),dW (t)〉 = ρdt (3)

This talk gives an overview of recent progress in the application of the model (see [2], [4], [3]), as well as a
multivariate generalization (see [5]), to portfolio optimization, in particular within expected utility theory.

The work includes the study of CRRA and HARA utilities, the presence of consumption, as well as consid-
erations about complete/incomplete markets and ambiguity-aversion. All is complemented with the analysis of
wealth-equivalent losses to gain insight into popular embedded suboptimal strategies.
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Variational phase-field models of fracture [1, 2] have established themselves as a powerful and efficient com-
putational approach in fracture mechanics. They are based on a regularization of Francfort and Marigo variational
energy [3], where the crack geometry and discontinuous displacements are represented by smooth functions The
most common implementations are based on finite element discretization via continuous finite elements, and a
staggered minimization scheme.

In this talk, we present a new discretization scheme where displacements are discretized using discontinuous
Lagrange elements and the phase field variable by Crouzeix-Raviart elements [4]. We compare this scheme to the
classical continuous Galerkin scheme and highlight how it leads to a better approximation of the fracture energy.
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In the last few years Digital Global Grid Systems (DGGS) have emerged as an alternative new approach to storing
and analysing spatial data. Benefits of this technology include, consistent toplogical neighbourhoods for spatial
dependence calculations, inherent data uncertainty modelling via the grid resolutions, and the ability to model
hierarchical spatial structure among other features. Existing implementations of this approach generally comprise
a hierarchical tiling of regular polygons (often hexagons) projected to common coordinate sytems.

In this paper we propose an alternative basis for DGGS wherein starting from a truncated icosahedron base
solid, modified recursive chamfering operations create a hierarchy of Goldberg polyhedra GP{2n,2n} (or c . . .ctI in
Conway notation) of increasing spatial resolution via decreasing polygonal face size. In the paper we describe the
geometric operations and provide some diagnostic evaluations of the properties of the hexagon faces created. These
include analysis of variations in hexagonal face areas and regularity in the hexagonal faces via a Full Procrustes
distance measure of each hexagonal face against one of the 20 basis faces generated at the centre of the original
truncated icosahedron faces and propagated as regular hexagons in each succeeding generation of GP.

Further, we propose that in addition to storing floating point coordinate points to aid in visulization, we also
store the coordinate information exactly via an algebraic representation stored in a spatial database. This process
starts with the algebraic (exact) coordinates being created in the computer algebra software then converted into
latex and then stored as BLOBs in a Sqlite database structure. We demonstrate some preliminary results for this
with the base truncated icosahedron.
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Multiscale modeling of biofilm communities with flux balance analysis
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The microbial community structure and its surrounding environment are often intimately connected. Most
environments outside of the lab are physically and chemically heterogeneous. On one hand, spatial variations
introduce physics such as diffusive and advective transport of nutrients and byproducts. On the other hand, micro-
bial metabolic activity can affect the environment. Hence it is important to link metabolism at the cellular level to
physics and chemistry at the community level.

To introduce metabolism to community-scale population dynamics, many models rely on large numbers of
reaction kinetics parameters that are either unmeasured or unmeasurable, also making detailed metabolic informa-
tion mostly unusable. The bioengineering community has addressed this difficulty by implementing kinetics-free
formulations at the cellular level, known as flux balance analysis. To combine the two scales, we propose to replace
classical kinetics functions in community scale models with cell-level metabolic models, and predict metabolism
and its interaction with the environment. Furthermore, our methodology permits assimilation of many types of
measurement data. We will discuss the background and motivation, model development, and some numerical
simulation results. Some modeling equations and simulation results are given in equations (1) - (3) and fig. 1.

S( j)v( j) = 0, j = 1,2, . . . ,N (1)

∂
∂ t X j +∇ · (uX j) = Y (h j(v

( j))−d j)X j, j = 1,2, . . . ,N (2)

Dk∇2Ck =−∑N
j=1 e jkX j, k = 1,2, . . . ,M (3)

Figure 1: Simulated flux magnitude and metabolite concentration in growing biofilm.
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There is a growing interest in the joint modeling of the dynamics of disease and health-related beliefs and
attitudes. For example, we know that risk tolerance varies in populations, including non-pharmaceutical responses
such as mask-wearing and other prophylactic behaviors. However, the decision to, e.g., wear a mask is not a
mere combination of risk tolerance and perceived prevalence of a disease; mask wearing is also informed by
the aggregate behaviors of others. In-group norms can influence how people interpret the behavior in relation
to disease prevalence. There are few, if any, models that explore the dynamics of a system in which behavior
contributes to and is a function of both perceived disease prevalence and a social domain. Consequently, we do not
yet understand how feedback loops between risk heterogeneity and in-group behaviour are contributing factors to
patterns in disease dynamics, such as epidemic waves.

To study potential impacts of risk heterogeneity and in-group behaviour on disease dynamics, we explore a
behaviour-disease model. Our model of study can be described in two parts. The first part is a standard Susceptible-
Exposed-Infectious-Recovered (SEIR) compartmental model, but with the infectious class broken into three: the
asymptomatic, the sympotmatic, and the detected. The detected class serves as the primary source of disease-
related information on which different susceptible populations, Si, will decide to be prophylactic. I.e., disease
prevalence, P, and relative change in new positive cases, Q, make up an information aggregate, ηi:

ηi = apiP+upiP
2 + viPQ+uqiQ

2 +aqiQ (1)

where api, aqi, upi, uqi, and vi are weights of linear, quadratic, and interaction components of P and Q for Si.

The second part governs the dynamics of prophylactic behavior. Here the susceptibles are broken into two
populations with different standards of evidence based on their sensitivities to P and Q (e.g. small vs large api).
The evolution (increase or decrease) of the proportion of mask-wearers mi in each Si is also a function of the
proportion already engaging in prophylactic behavior. This is achieved using a modified Richards growth equation.
Accordingly, the proportion m of prophylactic individuals in susceptible group i evolves in time (t) through the
differential equation:

∂mi

∂ t
=

[
mi

1−mαi
i

αi

]
∂ηi

∂ t
(2)

where αi expresses the dependence of mi on the aggregate behavior of other in-group individuals.

Using simulation experiments we find that risk heterogeneity has a complicated impact on disease dynamics.
In particular, the level of protection that prophylactic behaviour provides has an unexpected impact: at a medium
level of 50% we see decreased disease severity but otherwise a single wave; at a high level of 95% we see the
emergence of multiple epidemic waves, but only if the delay of information to η is neither too short nor too long.
Our results provide insights into the conditions under which we might expect secondary waves of infections and
the importance of knowing how effective a prophylactic behaviour is (or should be).
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A classical electrochemistry problem related to the polarization of a graphene electrode immersed in an aque-
ous solution and subjected to a small external ac voltage is revisited. The Poisson-Nernst-Planck equations with
proper boundary conditions are linearized and normalized, leading to an analytical formula for the impedance of
the electrochemical system containing a graphene-metal electrode pair. Electrochemical impedance spectroscopy
is utilized to compare the impedance behavior of the graphene-metal electrode pair with the standard metal-metal
electrode pair for a range of ion concentrations in the electrolyte. Also studied is the electrochemical capacitive
spectroscopy to provide a detailed analysis related to the effects of the quantum capacitance of graphene on the
total capacitive properties of the system.
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Spatially distributed modelling of lake ice thickness involves simulating the ice cover as a continuous sur-

face, which accounts for variations in physical and environmental factors across the lake basin. This is im-
portant for predicting the impact of climate change on freshwater resources and ensuring ice safety during 
winter travel for northern communities. The increasing warming in climate is detrimental to lake ice since air 
temperature impacts ice phenology and ice cover duration on lakes. Ménard et al. (2002) assert that a one-
degree increase or decrease in air temperature leads to a 6-day almost linear change in ice cover duration. 
Therefore, monitoring these changes and the factors influencing their evolution for safety and planning is es-
sential. However, relying on a single data source to monitor lake ice proves challenging due to the difficulty in 
continuous in-situ monitoring and gaps in remote sensing data (Beckers et al., 2017). Furthermore, methods 
adopted to monitor lakes, such as one-dimensional thermodynamic lake ice models, rely on weather station 
input data, which are sparse, especially at high latitudes. This study adopts a multimethod monitoring ap-
proach to address these limitations by using remote sensing data coupled with a spatially distributed 1-D ther-
modynamic lake ice model to study the trends and spatial distribution of lake ice thickness and phenology. 

Ice thickness was modelled for predominantly small to medium lakes in the Northwest Territories. A re-
trieval algorithm was adapted and applied to Landsat satellite series to generate a lake surface temperature 
dataset (North Slave LST). Input model variables, such as wind speed (m s-1), mean air temperature (°C), 
relative humidity (%), snow depth (m) and cloud cover (0-1), were compiled from 1984 to the present using 
reanalysis gridded data from European Centre for Medium-Range Weather Forecasts Reanalysis v5 ECMWF 
(ERA5) in addition to generated North Slave LST. The model was run on each 30 m pixel to estimate ice 
thickness and phenology. Model outputs include daily lake ice thickness for each pixel over the lake and the 
yearly freeze-up and break-up dates. The model was validated using collected in-situ field data by Ground-
penetrating Radar and manually drilling and measuring ice thickness on various locations of several lakes, as 
well as time series of ice thickness measured by an automated Snow and Ice Mass Balance Apparatus (SIM-
BA). Outputs derived from the model effectively estimated lake ice thickness and highlighted the spatial varia-
tion of ice thickness and its extent over the lake. Preliminary results from the model on selected lakes showed 
a root mean square deviation of ice thickness from 3 cm to 7 cm compared to measured data.  

Further analysis of model results shows decreasing trends in ice cover duration (-0.28 day/year to -0.35 
day/year) and ice thickness (-0.12 cm/year to -0.14 cm/year) on lakes surrounding Yellowknife from 1984 to 
the present. Additionally, later freeze-up (0.08 day/year to 0.22 day/year) and earlier break-up (-0.16 day/year 
to -0.21 day/year) was observed. Information on lake ice thickness and phenology are provided to neighbour-
ing communities, researchers, and stakeholders, helping reduce uncertainties on lake ice. 
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On the effects of suitably designed space microstructures in the propagation of

waves in time modulated composites
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The amplitude of a pulse that propagates in a homogeneous material whose properties are instantaneously
changed periodically in time will undergo an exponential increase, due to the interference between the reflected
and transmitted pulses generated at each sudden switch. Here we resolve the issue by designing suitable recipro-
cal PT-symmetric space-time microstructures both in the one-dimensional and two-dimensional case, so that the
interference between the scattered waves is such that the overall amplitude of the wave will be constant in time
in each constituent material. Remarkably, for the geometries here proposed, a pulse will propagate with constant
amplitude regardless of the impedance between the constituent materials, and for some, regardless of the wave
speed mismatch. Given that the energy associated with the wave will increase exponentially in time, this creates
the possibility to exploit the stable propagation of the pulse to accumulate energy for harvesting.
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Many processes in material science involve entropic contributions from packing – the constraints imposed by volume 

occupied by other material.  Diblock polymers offer a rich environment to study the packing of soft materials as gradient 

flows of a system energy. Ideas from G-convergence provide powerful tools to extract simplified models in certain 

singular limits. We present examples of packing dichotomies in which limiting problems may be more complex. We start 
with an alternate random phase reduction of self-consistent mean field models that leads to density functional energies 

with stronger nonlocality. We identify regimes in which the energies reduce to a functionalized Cahn-Hilliard energy and 

examine a strong segregation limit. For the latter, computational results motivate a sharp interface reduced energy for 

interfaces that balances a classical Canham-Helfrich formulation against a longer-range adhesion term that induces self-

stacking behavior observed in various cellular organelles. 
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We say an integer n is y-smooth if every prime divisor of n is ≤ y. Let Ψ(x,y) count the number of y-smooth
integers ≤ x.

We present a new algorithm that will generate an integer n ≤ x uniformly at random, with known prime
factorization, such that n is y-smooth. In particular, the algorithm accepts a real input r, with 0 ≤ r < 1, such
that asymptotically, n is at position rΨ(x,y)(1+o(1)) in the list of y-smooth integers ordered lexicographically by
prime factorization.

The running time of our algorithm depends on algorithmic choices for prime testing [5], search [4], and es-
timating Ψ(x,y) for various x,y pairs [6, 3]. For a particular choice of such algorithms, we show that under
the assumption of the Extended Riemann Hypothesis, our algorithm produces the desired output with probability
1−o(1) with a running time of

O

(
(logx)3

log logx

)
(1)

arithmetic operations on average.

The central organizing structure of our algorithm is Buchstab’s identity,

Ψ(x,y) = 1+ ∑
p≤y

Ψ(x/p, p), (2)

which decomposes Ψ(x,y) by its largest prime divisor [7, §5.3]. After reviewing this identity, we present a recur-
sive algorithm that enumerates all y-smooth integers ≤ x in lexicographic order based on their prime factorizations.
We then show how to prune this algorithm to obtain our main result.
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In [1] we proposed an approximation to Einstein’s field equations in the case of low velocities and weak
gravitational fields. Essentially, we still assume a notion of simultaneity, and a flat space. This approximation
was based on a finite propagation speed of the (Newtonian) gravitational force, which leads to the modification of
Newton’s equation by a state-dependent delay. The positions and velocities of the gravitational masses constitute
the state variables. A mass distribution due to a unit point mass in motion, prescribed by a trajectory, ~rp(t) is
described by a three-dimensional Dirac-delta mass density ρ(~r′, t ′) = δ (~r′ −~rp(t ′)). The resulting gravitational
potential at the fixed point and time, (~r, t), in such a post-Newtonian (pN) theory is then

φ(~r, t) = G
∫

R3

δ (~r′−~rp(tb))

|~r−~r′|
dV (~r′) (1)

where tb = t − τ(~r′) is the backward or retarded time satisfying cτ(~r′) = |~r−~r′|.
In this paper we present a new proof, which is somewhat more streamlined than the one in [1] for:
Theorem 1

The gravitational potential at the observation point,~r, at time, t, due to a unit point mass at ~rp in motion is given
by

φ(~r, t) =
Gc∣∣c|~r−~rp(tb)|− (~r−~rp(tb))⊤~̇rp(tb)

∣∣ .

The proof is analogous to the derivation of the Liénard-Wiechert potentials in electrodynamics, which is based
on a reduction of a three-dimensional Dirac impulse to a one-dimensional one. (See [2]). We deduce the:
Theorem 2

The pN-gravitational force exerted by a unit mass in motion on a unit-mass test particle at~r is directed towards the
predicted position based on a uniform motion given by the delayed information (i.e., delayed position and velocity)
and given by

∇rφ(~r, t) =− G(~r−~̂rp(t))⊤

|~r−~rp(tb)||1⊤~r−~rp(tb)
(~r−~̂rp(t))|2

. (2)

where delay, τ , and backward time, tb, are related by cτ(tb) = |~r−~rp(tb)|, and the predicted position for time t

~̂rp(t) =~r(tb)+ τ(tb)~̇r(tb).

We then apply this result to predict the kinematics of gravitating binaries, to find that Newton’s results for the
orbital speeeds hold if the masses are replaced by the relativistic ones

mrel =
m√

1− v2
orb
c2

.
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Multiple imaging sensors are being used in surveillance, medical imaging, and machine vision. To effectively
combine the information from multiple imaging sensors, image fusion techniques have emerged to produce an
improved single image.
We propose that the widely used Euclidean distance in the fusion process, which is considered a poor measure of
visual quality [1, 2, 3, 4], can be replaced with the structural similarity index measure (SSIM), which is known to
be one of the most effective measures of visual proximity.

Since image fusion integrates complementary information from multiple images to produce a higher-quality
image of the scene compared to any of the individual images alone, the SSIM-Mean would be a suitable choice for
fusion. We formulate image fusion as an optimization problem and propose a general mathematical framework for
image fusion using SSIM-Mean.

Problem: Given {y1,y2, . . . ,yn} a set of n images in vector format of size n× 1, {p1,p2, . . . ,pn}, a set of
associated weights, {H1,H2, . . . ,Hn} a set of degradation operators of size n×m , g(x) a regularization term, and
λ its corresponding regularization parameter, find x of size m×1 that maximizes

n

∑
i=1

pi SSIM(Hix,yi)+λg(x). (1)

This problem will be solved numerically using gradient-based approaches.

The greatest advantage of the proposed formulation compared to Brunet’s work in [5] is that it is flexible by
allowing various types of degradation operators Hi and regularization terms g(x). We apply the proposed method
for both denoising and resolution enhancement of a set of given degraded images, where SSIM-Mean is used as
data fidelity. The results will be evaluated both qualitatively and quantitatively.
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Wound angiogenesis refers to the process of new blood vessel formation that occurs in response to 
tissue injury or damage. This process is a critical component of the body's natural healing response, 
as it helps to supply the injured tissue with oxygen and nutrients, and remove waste products. During 
wound angiogenesis, specialized cells called endothelial cells proliferate and migrate to the site of the 
injury, where they form new blood vessels. Angiogenesis is a complex process that is regulated by a 
variety of factors, including growth factors, cytokines, and extracellular matrix components. Disrup-
tions in this process can lead to delayed or impaired wound healing, as well as the formation of ab-
normal blood vessels. In this paper, we simulate angiogenesis in cutaneous wound by using a variant of 
the Eden model for cluster aggregation to recreate a healing process where capillary blocks are laid be-
hind moving capillary sprouts within the wound region. The regeneration process is orchestrated by plant-
ing seeds along the wound edge and allowing them to grow as sprouts into the wound space. Capillary 
blocks are formed when the tips of two sprouts converge. We present simulations illustrating different 
healing strategies, including bacterial infection for several wound geometries. 
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This work focuses on the application of symbolic discovery of differential operators in situations where ex-
perimental data is sparse, specifically in biology. The small data regime in machine learning can be made more
manageable by incorporating prior knowledge about the underlying dynamics. Physics Informed Neural Networks
(PINNs) [1] have been extremely successful in reconstructing entire ODE or PDE solutions using only a single
point or a few measurements of the initial condition. The Universal PINN approach (UPINN) further enhances
the power of PINNs by adding a neural network that learns the representation of unknown hidden terms in the
differential equation or the entire equation. The algorithm outputs a surrogate solution to the differential equation
and a black-box representation of the hidden terms. These hidden term neural networks can then be converted into
symbolic equations using symbolic regression techniques like AI Feynman [2]. The algorithms are provided with
noisy measurements of the initial condition and synthetic experimental data obtained at later times. The UPINN
demonstrates strong performance in identifying drug action in chemotherapeutics, Lotka-Volterra predator-prey
interactions, and interactions within a model of cell apoptosis, even when provided with limited measurements of
noisy data.
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This paper investigates the impact of time delays on the macroscopic dynamics of large-scale neural networks
through exact mean-field reductions.

The brain can be seen as a network with a large number of synaptically coupled neurons. Whether the brain can
perform its function depends on the network’s emerging macroscopic dynamics. Time delays plaguing communi-
cation between neurons are an essential factor that cannot be ignored. They are comparable to the characteristic
time scales of the system in most situations and have a significant influence on collective dynamics, such as os-
cillation and synchronization. The analysis of the large-scale neural network has either relied on heuristic models
motivated by biophysical data, e.g., the Wilson-Cowan model, or involved substantial computational costs. Exact
mean-field reductions recently developed by statistical physics, known as the Ott-Antonsen and Watanabe-Strogatz
approaches, allow one to obtain low-dimensional dynamical systems for population-averaged variables by bridging
the microscopic properties of individual neurons and macroscopic dynamics of the neural network.

This paper follows the theoretical framework of the Ott-Antonsen reduction and employs the Lorentzian ansatz
to arrive at a mean-field model for the network of quadratic integrate-and-fire (QIF) neurons with the standard
synaptic expression. We also incorporate fixed, homogeneous delays and heterogeneous delays with a distribution
function. The correspondence is exact in the thermodynamic limit.

Bifurcation analysis allows us to identify the regions in the parameter space where the network exhibits macro-
scopic dynamics, including the transition between states where the individual neurons exhibit asynchronous tonic
firing and synchronous bursting. More importantly, our mean-field system reveals significantly different bifurca-
tion structures than the system using the simplified synaptic model, including a novel mechanism for the emergence
of population bursting behaviours not previously observed in the excitatory network of QIF neurons. Our results
will provide insights into the model-based inference of neurological mechanisms and the impact of time delays
on the macroscopic dynamics that underpin brain function and dysfunction from the perspective of theoretical
neuroscience.

✾✺



The VI International AMMCS
Interdisciplinary Conference
Waterloo, Ontario, Canada

Convolution Quadrature solutions of 3D scattering problems in the time domain

Catalin Turc1, Peter Petropoulos1,

1 New Jersey Institute of Technology (NJIT), 23 DR Martin Luther King Jr Blvd Ste B, Newark, NJ 07102, USA. cct21@njit.edu
1 New Jersey Institute of Technology (NJIT), 23 DR Martin Luther King Jr Blvd Ste B, Newark, NJ 07102, USA.
peter.p.petropoulos@njit.edu

We investigate high-order Convolution Quadratures methods for the solution of the wave equation in unbounded
domains in three dimensions that rely on high-order discretizations of the BIE solution of the ensemble of associ-
ated Laplace domain modified Helmholtz problems. Two classes of CQ discretizations are employed, one based on
linear multistep methods and the other based on Runge-Kutta methods and two classes of Nystrom discretizations
are considered for the discretization of the BIE formulations for modified Helmholtz scattering problems—one
based on Alpert quadratures and another based on QBX. A variety of accuracy tests are presented that showcase
the high-order in time convergence (up to and including fifth order) that the Nystrom CQ discretizations are capa-
ble of delivering.

Keywords: Wave equation, Convolution Quadratures, Boundary Integral Equations.
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The Basel Revisions and the Fundamental Review of the Trading Book are taking effect in Canada this year.
The new regulations will result in large impacts on the regulatory capital requirements of Canadian banks. The
increased focus these regulations have on standardized approaches presents new challenges for practitioners in
finance and risk management departments large banks, along with their business lines. This talk will include an
overview of Basel Revisions and the Fundamental Review of the Trading Book with a focus on trading products.
Also, some of the practical implications that these regulations have on banks will be presented.
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We propose a deep Recurrent neural network (RNN) framework for computing prices and deltas of American
options in high dimensions. Our proposed framework uses two deep RNNs, where one network learns the con-
tinuation price and the other learns the delta for each timestep. Our proposed framework yields prices and deltas
for the entire spacetime, not only at a given point (e.g. t = 0). The computational cost of the proposed approach
is linear in N, which improves on the quadratic time seen for feedforward networks that price American options.
The computational memory cost of our method is constant in N, which is an improvement over the linear memory
costs seen in feedforward networks. Our numerical simulations demonstrate these contributions, and show that
the proposed deep RNN framework is computationally more efficient than traditional feedforward neural network
frameworks in time and memory.
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L2 theory for compressible Euler equations
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Compressible Euler equations are a typical system of hyperbolic conservation laws,whose solution forms shock
waves in general. It is well known that global BV solutions of system of hyperbolic conservation laws exist, when
one considers small BV initial data. As a major breakthrough for system of hyperbolic conservation laws in 1990’s,
by Bressan and etc, solutions have been proved to be unique among BV solutions verifying either the so-called
Tame Oscillation Condition, or the Bounded Variation Condition on space-like curves.

In this talk, I will discuss the recent works with Krupa and Vasseur. In these works, for systems with two
unknowns and the non-isentropic Euler equations with three unknowns, we established an L2 stability theory using
the method of relative entropy. As an application, we proved all BV solutions must statisfy the Bounded Variation
Condition, hence showed the uniqueness of BV solution without any additional condition.

If time is permitted, I will briefly introduce the recent progress on the vanishing viscosity limit from Navier-
Stokes equations to the BV solution of compressible Euler equations. This is a collaboration work with Kang and
Vasseur.
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Shocks interaction for the Burgers-Hilbert Equation
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In 2009 J. Biello and J. Hunter derived a balance law modeling nonlinear waves with constant frequency, obtained
from Burgers’ equation by adding the Hilbert transform as a source term [1]. For a general initial data ū ∈ L2(R),
the global existence of entropy weak solutions was proved in [2], together with a partial uniqueness result. More-
over, piecewise continuous solutions with a single shock and the shock formation have been recently studied in
[3, 5]. This talk will describe a further type of local generic singularities for solutions, namely, points where two
shocks interact [4]. The solution is obtained as the sum of a function with H2 regularity away from the shocks plus
a corrector term having an asymptotic behavior like |x| ln ln|x| close to each shock. A key step in the analysis is
the construction of piecewise smooth solutions with a single shock for a general class of initial data
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We speculate on the distribution of primes in exponentially growing, linear recurrence sequences (un)n≥0 in the
integers. By tweaking a heuristic which is successfully used to predict the number of prime values of polynomials,
we guess that either there are only finitely many primes un, or else there exists a constant cu > 0 (which we can
give good approximations to) such that there are ∼ cu logN primes un with n ≤ N, as N → ∞. We compare our
conjecture to the limited amount of data that we can compile.
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Winning the coin toss at the end of a tied soccer game gives a team the right to choose whether to kick 

either first or second on all five rounds of penalty kicks, when each team is allowed one kick per round. There 
is considerable evidence that the right to make this choice, which is usually to kick first, gives a team a signif-
icant advantage. To make the outcome of a tied game fairer, we suggest a rule that handicaps the team that 
kicks first (A), requiring it to succeed on one more penalty kick than the team that kicks second (B). We call 
this the m - n rule and, more specifically, propose (m, n) = (5, 4): For A to win, it must successfully kick 5 
goals before the end of the round in which B kicks its 4th; for B to win, it must succeed on 4 penalty kicks be-
fore A succeeds on 5. If both teams reach (5, 4) on the same round—when they both kick successfully at (4, 
3)—then the game is decided by round-by-round “sudden death,” whereby the winner is the first team to score 
in a subsequent round when the other team does not. We show that this rule is fair in tending to equalize the 
ability of each team to win a tied game in a penalty shootout. We also discuss a related rule that precludes the 
teams from reaching (5, 4) at the same time, obviating the need for sudden death and extra rounds.       
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Surfaces with maximal Picard number
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A variety V has maximal Picard rank if the rank of its Néron-Severi group is equal to the dimension of H1,1(V ).
This property is interesting in part because the Galois representation on the transcendental lattice H2(V )/H1,1(V )
should be related to a modular form of a well-understood type, rather than a mysterious automorphic form.

The K3 surfaces of this type that are defined over Q were fully described by Elkies and Schütt. Shioda
constructed many elliptic surfaces with this property, and Persson and others have described some that are of
general type. In this talk we will describe a new construction of such surfaces and discuss the modularity properties
of existing and new examples and the correspondences that they suggest.
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This study presents a switched SQEIAR-based epidemic model that considers the variability of the contact 

rate, which is the average number of contacts between individuals in a population per unit of time, during an 
outbreak in the real world. Specifically, the period of infection is divided into multiple subsystems or modes, 
each representing a phase of the disease based on its severity. The severity of the disease is determined by the 
contact rate, which can be high, medium, or low, depending on the level of contact in society. The basic re-
production number (R0), which indicates the ability of a disease to spread in a susceptible population, is calcu-
lated for the proposed model. If R0 is greater than one, the disease is likely to spread in society, and the sub-
system is considered unstable. Conversely, if R0 is less than one, the disease is eradicated and the subsystem is 
stable. The equilibria of the proposed model are calculated, and their stabilities are analyzed. Furthermore, the 
qualitative analysis of the model is conducted through two theorems, including the invariance property of the 
solutions and their positivity. To control the spread of the disease, a mode-dependent average dwell time 
(MDADT) strategy is proposed, which determines the amount of time the system remains in each subsystem 
based on the contact rate of the disease. The goal is to spend less time in unstable subsystems and more time in 
stable ones, resulting in globally uniformly exponential stability (GUES) of the entire switched system. This 
approach is supported by a Lyapunov function, and sufficient conditions are derived in terms of linear matrix 
inequalities (LMIs) to ensure stability. Finally, the effectiveness of the proposed strategy is validated with a 
numerical example, which enables policymakers to optimize budget allocation. Additionally, this method 
eliminates the need for constant quarantine and government interventions.  
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Simulating spin qubit control in realistic semiconductor quantum dot devices
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Electron spin qubits in gate-defined semiconductor quantum dots (QDs) are a promising platform for scalable
universal quantum processors. In a proposal for a scalable processor based on gated Si/SiO2 QDs [1], we combine
a global magnetic field for electron spin resonance (ESR), ~BESR, with the voltage-controlled electronic g-factors
gi(~V ) and exchange couplings Ji j(~V ) to realize locally addressable quantum operations. The complex, nonlin-
ear dependency of the QD spin and charge states on the device geometries and voltage configurations motivates
research towards high-fidelity qubit control in realistic device models. In this talk, we describe the simulation
of gate-defined QD arrays based on the construction of effective spin and charge models, as well as an efficient
algorithm for voltage and ESR pulse design that yields high-fidelity quantum logic operations.

An open-source Python software we developed, QuDiPy [2], takes as input the electrostatic potentials of real-
istic QD devices modeled in the nextnano++ [3] finite element simulation tool. We modify the Linear Combination
of Harmonic Orbitals – Configuration Interaction (LCHO-CI) algorithm [4] to efficiently calculate many-electron
spectra for a large ensemble of voltage configurations. Constructing effective Heisenberg and Hubbard Hamiltoni-
ans based on these spectra enables simulating the evolution of spin states and predicting charge stability diagrams.

In addition, we propose a novel unitary pulse design method to handle the nonlinear voltage control of the
spin interaction parameters and the effects of cross-talk in QD arrays. We prove that if all the nonzero effective
parameters are proportional to the same normalized, dimensionless shape function S(t):

gi(t)−g0

〈gi(t)−g0〉
=

Ji j(t)− J0〈
Ji j(t)− J0

〉 = BESR(t)

〈BESR(t)〉
= S(t), ∀i, j, (1)

the gate voltage pulses ~V (t) can be determined uniquely for any chosen shape S(t) with only one numerical
integration of a system of ODEs of type d~V/dS = ~F(~V ,S). In particular, this method enables a global ESR field to
address qubits individually, even under a very restricted range of local g-factor control in silicon (∆g/g ∼ 10−5 −
10−4). We also leverage the time-orderedness of the spin Hamiltonian guaranteed by this approach to construct
nontrivial quantum gates, e.g. the Control-Z (control-phase) gate realized by simultaneous modulation of g-factors
and exchange couplings. Finally, we demonstrate the simulated control of a 4-qubit array by implementing a
Variational Quantum Eigensolver for the ground state of the hydrogen molecule using the Unitary Coupled Cluster
algorithm. We expect these results to facilitate the experimental design and control of silicon quantum processors.
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The convolution plays an important role in various fields, such as solving integral and differential equations
and design of filters in signal processing. Different convolutions are as much important as many properties and
applications they will be able to exhibit. Therefore, it is worthwhile and interesting to investigate convolution and
associated theorems continually for its high potential in exhibiting new properties and concrete applications.

During the past years, the discrete Fourier cosine convolution (x ∗
FcDT

y)(n) [1] and the discrete Fourier sine

convolution (x ∗
FsDT

y)(n) [2] of two series x(n) and y(n) on N0 were defined as follows

(x ∗
FcDT

y)(n) = ∑∞
m=1 x(m)[y(n+m)+ y(|n−m|)]+ x(0)y(n), n ≥ 0

(x ∗
FsDT

y)(n) = ∑∞
m=1 x(m)[y(|n−m|)− y(n+m)], n ≥ 0

(1)

respectively. And the following two convolution theorems fulfills

FcDT{( ∗
FcDT

)(n)}(w) = 2FcDT{x(n)}(w)FcDT{y(n)}(w)
FsDT{(x∗ y)(n)}(w) = 2FsDT{x(n)}(w)FcDT{y(n)}(w)

(2)

respectively, where FcDT and FsDT denotes the Fourier cosine series and he Fourier sine series

FcDT x(n)(ω) = x(0)
2 +∑∞

n=1 x(n)cos(nω), ω ∈ [0,π]
FsDT x(n)(ω) = ∑∞

n=0 x(n)sin(nω), ω ∈ [0,π]
(3)

In recent years, the convolution equation has important applications in various fields such as engineering
mechanics and digital signal processing [3], how to obtain solution of the convolution equation is one of the
meaningful issues of equation theory. However, the signal analysis capability of the Fourier transform is limited
by the time-frequency domain. Therefore, it is imperative to find a more flexible tool than the Fourier transform.

In this paper, we extend the Fourier sine series and the Fourier cosine series to the fractional domain. The frac-
tional sine series (FRSS) and the fractional cosine series (FRCS) is defined. Several kinds of discrete convolution
operations for FRSS and FRCS are presented, and the corresponding discrete convolution theorems are derived.
The relationship of these discrete convolution operations is further discussed. In addition, two types of discrete
convolution equations are studied based on the proposed convolution theorems, and the explicit solutions for these
discrete convolution equations are obtained.

References

[1] N. X. Thao, V. K. Tuan and N. A. Dai, Discrete-time Fourier cosine convolution, Integral Transform Spec. Funct., 29, 11, pp. 866-874
(2018).

[2] N. X. Thao, V. K. Tuan and N. A. Dai, A discrete convolution involving Fourier sine and cosine series and its applications, Integral
Transform Spec. Funct., 31, 3, pp. 243-252 (2020).

[3] D. O. E. Silva and R. Quilodran, Smoothness of solutions of a convolution equation of restricted-type on the sphere, Forum. Math.
Sigma., 9, 12, pp. 1-40 (2021).

✶✵✻



The VI International AMMCS 

Interdisciplinary Conference

Waterloo, Ontario, Canada

Understanding Phage-Antibiotic Treatment of Biofilms in Mathematical Framework
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Biofilm formation within host can be extremely problematic if left untreated. Certain lung diseases
such as cystic fibrosis can cause biofilms formation in the lungs. With antibiotic-resistant bacteria,
the  use  of  phage  therapy  has  been  introduced  as  an  alternative  or  an  additive  to  the  use  of
antibiotics in order to combat biofilm growth. The aim of using phage treatment is to reduce biofilm
growth or completely eradicate biofilm from the host. There are several factors that still need to be
understood  during  this  process,  e.g  the  role  of  burst  size,  dosage  and  application  time.  This
presentation  will  introduce  the  use  of  mathematical  models  and  data  assimilation  to  determine
several factors that could lead to controlling biofilm growth or eradicate it  using phage-antibiotic
combined therapy.
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Agent-based models of interacting microbial populations: model calibration

A. Ahmadi1, A. Yip1, B. Ingalls1

1 University of Waterloo, Waterloo, Canada, bingalls@uwaterloo.ca

Microbial populations play a wide array of roles in systems of interest, impacting health, agriculture, manu-
facturing, waste water treatment, and environmental remediation. The activity of these populations is driven by
ecological interactions among the many microbial species that make up microbiome populations. Current efforts
toward manipulation of these communities span the range from direct interactions with environmental populations
(top-down) to characterization of simple communities in idealized laboratory settings (bottom-up) [1].

Our group is developing frameworks for predictive modelling of bacterial populations interacting in mono-
layer, captured with time-lapse fluorescence microscopy. We are currently focused on communities consisting of
two populations interacting via antagonism, cross-protection, or horizontal gene transfer. Our modelling pipeline
begins with image processing [2], allowing us to collect spatio-temporal data on cell position, length, growth rate,
and genetic state.

We implement agent-based models of these systems using the CellModeller platform [3]. Calibration of agent-
based models is generally challenging. Both the underlying system and the simulations are stochastic. Conse-
quently, rather than assess model quality by simulation of specific experimental runs, best-fit parameterizations
can be determined by accurately capturing spatio-temporal patterns in system behaviour. We surveyed relevant
patterns, or summary statistics [4], prior to selecting those that best represent our systems of interest. We infer
model parameter values by Approximate Bayesian Computation [5], which provides insight into uncertainty of the
inference. Finally, we validate model calibration against training data that was not used for training.
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The pipeline externalities game
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We consider a set of agents who are located along a pipeline with a single source. These agents consume
discrete units of flow, where their utility from successive units exhibits diminishing marginal returns. Additionally,
flows along each edge in the pipeline create negative externalities, which are non-decreasing as a function of
flow. The agents cooperate toward obtaining group welfare maximization. In this environment we first provide an
algorithm that yields the sequence of flows to maximize net surplus for the agent set. Next, we develop cooperative
games to determine how best to share the damages from the flows. Using optimistic and pessimistic formulations
for the characteristic function, we study, respectively, the anti-core and core of the cooperative game and show
that the core of the pessimistic game is nonempty. We develop a marginal damage as well as an average damage
allocation method, and show that they are elements of the core. In addition, we provide a partial characterization of
the core and also propose a procedure to compensate agents who are left out of the optimal solution but nevertheless
have blocking power in the pipeline.

Example

Suppose that we have 3 agents, with agent 1 closest to the source, followed by agent 2, with agent 3 furthest from
the source. All agents are interested in at most one unit of good, to be delivered from the source. The value of that
unit is 18 for agent 1, 56 for agent 2 and 12 for agent 3. Flows create damages locally. We suppose here that the
first unit of flow does not create damage, but additional units do. The second unit of flow on the edge to agent 1
creates a damage of 6. The third unit creates a damage of 30. On the edge from agent 1 to agent 2, the second unit
creates 6 of damage.

We can check that the optimal utilization of the pipeline is to send 2 units of flow to the node of agent 1, and
one to the node of agent 2, thus allowing 1 unit of consumption for agents 1 and 2. This creates a net benefit of
18+56-6=68.

The paper first proposes a greedy algorithm to determine the optimal flows. We then study how to share that
net benefit among the agents. The marginal damage allocation method simply uses the algorithm: at each stage it
determines an agent that receives an additional unit of flow. We then assign to that agent the marginal net benefit
of that unit. Here, it assigns 12 to agent 1, 56 to agent 2 and 0 to agent 3. The average damage allocation method
assigns to each unit of flow the average damage on the edges it goes through. Here it implies that agents 1 and 2
equally split the damage of 6 on the edge to the node of agent 1, for an allocation of 15 to agent 1, 53 to agent 2,
and 0 to agent 3.

We define proper coalitional games from the pipeline externalities game and show that these allocations are
in the core of these games. We then describe core allocations that allow to compensate agents that are crowded
out of consumption, like agent 3 in our example. One such way is to take the Shapley value of the so-called
optimistic coalitional game, in which each coalition supposes that outside agents are not consuming, but most be
compensated for the externalities they suffer.

A preliminary draft is available at: ❤tt♣s✿✴✴✇✇✇✳❞r♦♣❜♦①✳❝♦♠✴s✴✺s①✻❧✸q♦✸❞❣✇❦❛✉✴♣✐♣❡❧✐♥❡❴❡①t❡r♥❛❧✐t②❴
♣❛♣❡r❴✈✹✳♣❞❢❄❞❧❂✵
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Annealing a Genetic Algorithm for Constrained Optimization
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Genetic algorithms (GAs) are a class of optimization algorithms that take inspiration from biological evolution.
They are a form of directed random search, using a population of potential solutions in this search and updating this
population by applying both a mutation and a recombination operation. Like many global optimization algorithms,
GAs suffer from the problem of niching, or getting stuck in sub-optimal states. However, the randomness used in a
GA will guarantee that eventually the population will wander away and will (under reasonable assumptions) visit
the optimal states with probability one.

Mathematically, since the next population is only based on the current population, a GA is an instance of a
Markov Chain with state space the set of all possible populations. As such it (usually) has an invariant distribution
and the random walk induced by the GA will be recurrent.

In this talk, we will discuss the application of GAs to constrained optimization problems. A natural way
of implementing a GA for a constrained problem is to initialize the population with some randomly generated
feasible states and then structure the mutation and recombination operations to ensure that only feasible states are
generated. However, this is usually completely impractical as often it is difficult to even generate one feasible
state. An alternative is to use a penalty function to steer the algorithm away from infeasible states.

In this talk we discuss using a dynamic penalty which we view as a type of “annealing” (in analogy with
Simulated Annealing). We give two very general and different ways of doing this and prove that in the limit the
random process will only be supported on the set of optimal populations.
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Title: Recent results on the stability of solitons and kinks
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Abstract: We will some recent results on nonlinear evolution equations with potentials, and applications to the
stability of solitons and kinks, as well as to the phenomenon of “radiation damping”. Our approach to this class
of problems is based on the use of the distorted Fourier transform and the development of multilinear harmonic
analysis in this setting. This talk is based on joint works with P. Germain (Imperial), A. Soffer (Rutgers), T. Leger
(Princeton), Gong Chen (Georgia Tech), Zhiyuan Zhang (NYU) and Adilbek Kairzhan (U of Toronto); see list of
references.
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The phenomena of El Nino Southern Oscillations (ENSO) is modeled by coupled atmosphere-ocean mecha-
nism together with sea surface temperature (SST) budget at the equatorial Pacific and has a significant impact on
the global climate. We consider a modeling framework that was originally developed by Majda and co-workers in
[1, 2], which is physically consistent and amenable to detailed analysis. The coupled model is mainly governed
by the equatorial atmospheric and oceanic Kelvin and Rossby waves and it is shown that stochastic forcing gives
rise to the model anomalies and unpredictable behavior. The purpose of our work is to investigate the influence
of randomness on the model dynamics, construct the appropriate model components with stochastic noise and
calculate the statistical properties. We also provide analytical and numerical solutions of the model to prove the
convergence of the numerical scheme developed in our work.

We use Wiener-Chaos Expansion (WCE) to study stochastic ENSO models. The WCE method is based on
reducing stochastic partial differential equations (SPDEs) into an infinite hierarchy of deterministic PDEs called
propagators-Fourier modes [3] and represents the stochastic solution as a spectral decomposition of deterministic
components with respect to a set of random Hermite bases. We solve the WCE propagators, which are forced by a
set of complete orthonormal bases, by applying numerical integration and finite-difference methods. We compare
WCE-based results with Monte Carlo simulations of SPDEs.

Our results depict that the mean and variance of the solutions obtained from the WCE method provide remark-
ably accurate results with a reasonable convergence rate and error range. We first test the WCE-based method on
the ocean model with white noise and show that 10-Fourier modes are able to approach the theoretical variance
values. We also show that the OU process with a specific noise strength and dissipation over a one-time period can
be recovered with less than 50-Fourier modes for the ENSO model. To illustrate the particular weight of variance,
we also generate the ensembles of solutions by using different stochastic bases.
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The event-triggered of linear systems has been studied by many scholars, but the event-triggered stability of
stochastic systems is not particularly well investigated, mainly because of the difficulty in dealing with stochastic
systems to eliminate Zeno phenomena, which cannot be replicated for linear systems. Due to the existence of
random effects, the state of the system is difficult to predict and control, and the behavior of the system changes
over time, even when the test is conducted under the same initial conditions. This presented significant challenges,
particularly in determining sampling/execution times and evaluating closed-loop performance, which led us to
develop powerful and complex approaches to analyze and design random event-triggered controls. The corre-
sponding closed-loop stability analysis remains challenging and will certainly be substantially different from the
analysis in Refs. [1, 2, 3] due to differences in execution/sampling mechanisms. This article addresses the dynamic
event-triggered stability for delayed stochastic systems, which including some input-to-state stability characteris-
tics. To avert Zeno behavior in each sample path, our event-triggered mechanisms force a pause time after each
successful execution, which will lead to intermittent detection of system status, thus greatly saving communication
resources. One utilizes the Hanalay-type inequality to obtain the less conservative stability criterion. In addition,
a collaborative design method of event-triggered mechanism and linear controller is proposed. Ultimately, an
paraphrastic example is shown to indicate the availability of the mentioned collaborative design process.
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Automated highway systems (AHS) and intelligent vehicle highway systems have been extensively studied in
recent years in an effort to reduce traffic congestion, traffic accidents, and environmental pollution through vehicle
platoon movements. Specifically, the fundamental objective of vehicle platoon control is to ensure the stability of
the desired lane configuration with respect to the platoon leader, so that adjacent vehicles can maximize highway
capacity by maintaining close tracking distances. According to Refs. [1], the dynamics of each vehicle can be
described by

ṗi = vi, v̇i = ai, ȧi = fi(vi,ai)+gi(vi)bi, ∀i (1)

In the meantime, in order to compensate for unknown intrinsic dynamics fi(vi,ai) of the system, we employ
the radial basis function neutral networks (RBF NNs), which is a trending strategy for dynamic approximation
satisfying

fi(vi,ai) =W T
i ϕi(vi,ai)+ εi (2)

where Wi stands for the desired weight matrix, ϕ(.) is the Gaussian basis function vector, and εi is a bounded
approximation error. Moreover, it differs from most existing works, such as Refs. [2, 3] utilizing fully continuous
control schemes, we developed our tracking control protocol by using an impulsive mechanism that is capable
of generating abrupt changes in system states at some predefined time instants. Through this approach, we can
efficiently reduce control costs, overcome transmission limitations, and enhance data security. Therefore, based on
the above setup, this paper proposes a distributed hybrid impulsive control scheme to achieve the string stability of
vehicle platoons; in particular, we apply the Lyapunov-Razumikhin technique along with relative state information
transmission and the design of an overall topological structure, such that the tracking mismatch of the desired
spacing, velocity and acceleration can be maintained in a compact error bound. Finally, the effectiveness and
performance of our proposed control protocol are validated using numerical simulation examples.
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The desire to more accurately model and predict cancer patient response to treatment has lead to more and more
complex mathematical models, such as those replacing ordinary differential equations with fractional differential
equations. The Caputo fractional derivative incorporates an initial condition and a singular kernel[1], making it
suitable for real-world applications, including tumour growth modelling. The definition of the Caputo fractional
derivative is

Dµ f (t) =
1

Γ(1−µ)

t∫

0

1
(t −ξ )µ

d f

dξ
dξ . (1)

In this talk, I will discuss the advantages and disadvantages of replacing an ordinary derivative (OD) with a
fractional derivative (FD) when modelling cancer radiotherapy. We compare three ODE models of tumour growth
and the corresponding three FDE models for exponential, 2, logistic, 3, and exponential-linear, 4, growth. The
order of the fractional derivative satisfies µ ∈ (0,1] with µ = 1 corresponding to the ordinary derivative.

Dµv = av, (2)

Dµv = av
(
1− v

K

)
, (3)

Dµv = λ0v
(

1+
(

λ0
λ1

v
)ψ)− 1

ψ

. (4)

Due to the nature of fractional derivatives, we must replace the typical impulsive model for radiotherapy treat-
ment with a continuous death rate term. Using hyperbolic tangent to continuously approximate the Heaviside func-
tion, we can simulate radiation induced cell death over a defined treatment window time interval. The continuity
of this death rate term preserves the history dependence of the fractional derivative. It also improves computation
time for both ODE and FDE models, providing a speed-up that would benefit large scale computations such as
parameter fitting with stochastic algorithms or virtual clinical trials.

Our work shows that for the clinical data application we explored, the fractional derivative provided no addi-
tional benefit to the model. In fact, fractional orders below 1 showed unphysiological regrowth following treat-
ments. Model comparisons through information criterion confirm the fractional order was not well exploited for
this application. The best model for our clinical dataset was found to be the simplest one, the ODE model for
exponential growth.
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For given positive integers m and n with m < n, the Prouhet–Tarry–Escott problem asks if there exist two
disjoint multisets of integers of size n having identical kth moments for 1 ≤ k ≤ m; in the ideal case one requires
m = n−1, which is maximal. We describe some searches for ideal solutions to the Prouhet–Tarry–Escott problem,
especially solutions possessing a particular symmetry, both over Z and over the ring of integers of several imaginary
quadratic number fields. Over Z, we significantly extend searches for symmetric ideal solutions at sizes 9, 10, 11,
and 12, and we conduct extensive searches for the first time at larger sizes up to 16. For the quadratic number field
case, we find new ideal solutions of sizes 10 and 12 in the Gaussian integers, of size 9 in Z[i

√
2], and of sizes 9

and 12 in the Eisenstein integers.
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Calibration of mathematical models in systems and synthetic biology is typically carried out as an inverse
problem: observations of system behaviour are compared against model simulations in an attempt to infer the
values of model parameters. Accurate parameterization is required to ensure confidence in model predictions for
use in investigation of existing phenomena and in model-based design of constructed or modified systems.

The collection of experimental data to support model calibration (e.g. precise measurements of dynamic
behaviour) often consumes considerable resources. Consequently, it is worthwhile to pay careful attention to
the design of these experiments. The theory of optimal experimental design (OED) provides theoretical tools
for identifying experiments and data collection procedures that will most efficiently contribute to a given model
calibration objective.

When working with linear, static, systems there is a well-established literature on optimal experimental design,
dating back to the work of Fisher in the 1920s [1]. However, when working with nonlinear, dynamic models, the
theory is much less robust, with specific tools having been developed for particular model types and application
domains. Here we present our recent work on the development of OED tools for use in the area of systems and
synthetic biology – for calibration of dynamic models of biomolecular networks.

In particular, we introduce the opportunities for model-based OED in molecular biology [2] and present a
case study on investigating the effect of growth rate on physiological parameters in bacteria [3]. We then present
a novel reinforcement-learning based approach to OED, illustrated by application to the task of characterizing
growth characteristics of a culture in chemostat conditions [4], and close by introducing a novel software tool
(NLoed) for easy access to efficient OED techniques [5]. The package’s capabilities are illustrated by application
to an optically controlled gene regulatory network in an engineered E. coli strain.
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The Great Slave Lake (GSL) experiences seasonal variation in long-term temperature trends and ice phenology,
which are influenced by changes in Slave River inflow due to the factors such as climate change, upstream water
management, and water extraction (see Refs. [1, 2]). The Slave River flows through Lake Athabasca and the Slave
River Delta (SRD) before reaching GSL, bringing a rise in temperature that triggers the ice break-up process in
the lake (see Refs. [3, 1]). Therefore, monitoring the SRD break-up processes and trend can serve as indicator of
the overall break-up trend in GSL.

This research aims to develop a tool for mapping the SRD ice break-up processes, using machine learning
(ML) techniques. Among ML methods, Random Forest (RF) has shown strong potential in lake ice mapping (see
Refs. [4]). To achieve this goal, a combination of satellite images with optical sensors at high spatial resolution,
including Landsat-5, Landsat-8, Sentinel-2a, and Sentinel-2b, are used. The RF model was trained using manually
selected training pixels to classify ice, open water, and cloud within the SRD. In addition to Landsat and Sentinel-2
bands, two indexes, including the Water and Ice Classification Index (WICI) and a texture-based variable, the local
average gradient of the red band, have been added to improve the model’s performance (see Refs. [5]). Testing
with independent scenes shows accuracies of 90% and 97% for the Sentinel2 and Landsat models, respectively.

Break-up dates are identified based on the proportion of the ice versus water pixels in images with less than
20% cloud coverage. The break-up start period is defined by minimum and maximum thresholds of 60% and 90%
on ice fraction, which is a trade-off between maximizing the available images and not including images captured
after the break-up period. The results show a statistically significant trend from 1984 to 2020 with a magnitude of
0.7 using the Mann-Kendall test and Sen’s Slope estimator. These findings can inform policymakers and resource
managers in making decisions that support the needs of northern communities in Canada.
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Abstract: Nonlinear networked connected systems, like multi-agent systems, intelligent transportation sys-

tems, and communication systems, mostly suffer from time delay, due to the transferred data either in system states 

or in input signals, which may cause ineffective control and instability. On the other hand, based on the system 

specifications, the control gain may consist of the delayed state, which results in singularity in control procedures. 

Moreover, practical systems are inevitably exposed to external disturbances. On the other hand, in real applications 

there are hardware constraints, such as throttling saturations in intelligent transportation systems, or software lim-

itations, such as packet drop probability in networks, which leads the control procedures to be designed specifically 

to satisfy the system restrictions. 

To this end, a general format of nonlinear system description is assumed as below: 𝑋 𝑡 𝑁 𝑔 𝑋 𝑡 ,𝑋 𝑡 𝜏 , 𝑡 𝑢 𝑡 𝜏 𝑑 𝑡  , 𝑋 𝑡 𝐴𝑋 𝑡 𝑁 𝑑 𝑡  , 𝑋 𝑡 𝜑 𝑡 ,∀𝑡 ∈ 𝜏, 0  , 𝑋 𝑡 𝜑 𝑡 ,∀𝑡 ∈ 𝜏, 0 , 

(1) 

where 𝑋 𝑡 ∈ ℝ  and 𝑋 𝑡 ∈ ℝ  are system states, 𝑔 𝑋 𝑡 ,𝑋 𝑡 𝜏 , 𝑡 ∈ ℝ  represents a nonlinear 

matrix function, 𝑢 ∈ ℝ  is the input signal vector in which 𝑙 is the number of input signals, 𝜏 is a known constant 

time delay, 𝑁 ∈ ℝ  and 𝑁 ∈ ℝ  are constant vectors, 𝐴 ∈ ℝ  is a constant matrix, 𝑑 𝑡  and 𝑑 𝑡  are 

disturbances with the appropriate dimensions, 𝜑 𝑡 ∈ 𝐶 𝜏, 0 ,𝑅  and 𝜑 𝑡 ∈ 𝐶 𝜏, 0 ,𝑅  are vector-

valued initial-condition functions. 

Therefore, it is imperative to propose a robust procedure to tackle the impacts of external disturbances and 

input delay as well as to be implementable in constrained systems with singular control gain. To this end, an 

adaptive robust procedure is proposed based on fractional order predictive sliding mode method through which, 

1) The stability of the nonlinear system with both input- and state-delay is ensured via Lyapunov theorem. 

2) The control objectives are achieved despite there exists singularity in the control gain. 

3) Input delay is compensated. 

4) The input signal saturation is achieved by a systematically designed procedure, but not by limiting the control 

parameters. 

5) The procedure is robust against external disturbances. 

The prevalent procedures generally ignore input delay and rely on parameter design to address system limita-

tions, which leads to a highly restricted feasibility of the method. Furthermore, singular control gains are usually 

ignored by simplifying approximations, which results in inappropriate control methods. However, this study takes 

a different approach. It first develops a predictor to mitigate the effects of input delay and then proposes a com-

pensated system to address input signal limitations and singular control gain. Furthermore, the designed method 

incorporates a fractional-order sliding mode approach to ensure robustness, with adaptive laws designed to allevi-

ate chattering phenomenon, as an unavoidable aspect of sliding mode procedures. Finally, simulation results of an 

application are presented to illustrate the effectiveness of the theoretical advancements. 

Keywords: Adaptive fractional-order control, Input delay compensation, Nonlinear delayed systems, Saturated 

input, Singular control gain, Sliding mode procedure. 
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Virtual levels, also known as threshold resonances, admit several heuristic characterizations:

(1) there are corresponding “virtual states” from L2 or a space “slightly weaker” than L2;

(2) there is no limiting absorption principle (LAP) in their vicinity (e.g., no weights such that the “sandwiched”
resolvent is uniformly bounded);

(3) an arbitrarily small perturbation can produce an eigenvalue bifurcating from z0.

We generalize the classical approach by Jensen–Kato [1] and Jensen–Nenciu [2] to the case of general Banach
spaces and provide applications to Schrödinger operators with nonselfadjoint potentials and in any dimension.
We describe a construction which allows us to derive optimal LAP estimates on the resolvent near a point of the
spectrum which is not a virtual level. In particular, the construction applies to the Laplacian in dimension 2 (where
the estimates were not known even in the selfadjoint case).

In our framework [3, 4], A ∈ C (X) is a closed operator in the Banach space X. We pick Banach spaces E and

F with continuous embeddings E
ε→֒X

ϕ→֒F (not necessarily dense). We assume that A is closable in F.

Definition. Let Ω ⊂ ρ(A) be a subset of the resolvent set of A ∈ C (X). We say that a point z0 ∈ σess(A)∩ ∂Ω

is a point of the essential spectrum of rank r ∈ N0 relative to (Ω ,E,F) if it is the smallest nonnegative integer for
which there is an operator b ∈B00(F,E) of rank r such that Ω ∩Dδ (z0)⊂ ρ(A+B), where B = ε ◦b◦ϕ ∈B00(X)
and δ > 0, and such that there exists the following limit in the weak operator topology of B(E,F):

(A+B− z0IX)
−1
Ω ,E,F := w-lim

z→z0,z∈Ω∩Dδ (z0)
ϕ ◦ (A+B− zIX)

−1 ◦ ε : E → F. (1)

If r = 0, so that in (1) one can take B = 0, we say that the resolvent of A satisfies LAP at z0 relative to (Ω ,E,F).
If r ≥ 1, then we say that z0 is a virtual level of rank r relative to (Ω ,E,F).

If Ψ ∈ Range
(
(A+B− z0IX)

−1
Ω ,E,F

)
(where B = ε ◦ b ◦ϕ , b ∈ B00(F,E) is such that the limit (1) exists), Ψ ̸= 0,

and (A− z0IF)Ψ = 0, then Ψ is called a virtual state of A relative to (Ω ,E,F) corresponding to z0.

In the application to Schrödinger operators, we prove, in particular, that for V : L2(R2,C)→ L2(R2,C) which is
∆-compact, there is the following dichotomy:

• Either there is nonzero Ψ ∈ L∞(R2,C) such that (−∆+V )Ψ = 0 (“z0 = 0 is a virtual level”);

• Or for any s > 1 the mappings (−∆+V − zI)−1 : L1(R2,C) → L2
−s(R

2,C) and L2
s (R

2,C) → L∞(R2,C) are
bounded uniformly for |z|< δ , z ̸∈ [0,+∞), with some δ > 0 (“resolvent satisfies LAP at z0 = 0”).
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Mutational processes in human cancer differ across cancer types. Understanding these processes can 

yield insight into the development of malignancy, and thus there is increasing interest in genome sequencing 
of cancer cells and detailed analyses of cancer mutations. It is well-known in asexual populations that in-
creased mutation rates can be advantageous by giving more access to beneficial mutations.  We have recently 
demonstrated that having the "right" mutation spectrum can also improve access to beneficial mutations, while 
having the “wrong” mutation spectrum counters this effect.  Since cancer cells reproduce asexually, we test 
this idea in cancer by finding the Cancer Driver Mutation Spectrum (CDMS), and comparing it to mutation 
spectra in different cancer types. We find that spectra in hyper-mutator cancer types (skin and colon) are mod-
erately positively correlated with the CDMS, while spectra of most other non-hyper-mutator cancer types are 
almost perfectly correlated with it. This indicates that non-hyper-mutator cancers may be favoured to develop 
due to their spectrum, while the elevated mutation rates alone for skin and colon cancers give a sufficient in-
flux of cancer-driving mutations. 
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This talk explores a little-studied property of apportionment methods that captures how allocations scale as
the house size scales: specifically, if for a fixed population distribution, a house size and allocation can be scaled
down within the set of integers, then the apportionment should be correspondingly scaled down. We analyze
this property, which Balinski and Young [1] identify, along with weak proportionality, as among the fundamental
requirements for “reasonable” apportionment methods. We argue that this property is better understood as a
consistency requirement since quota-based apportionments that are less proportional meet this requirement while
others that are more proportional do not. We also show that the family of quotatone methods based on stationary
divisors (including the Quota Method [1]), do not meet this requirement.
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Magnesium (Mg2+) plays an important role in several physiological functions and its deficiency has been 
associated with neurological and heart disorders, hypertension, and type 2 diabetes. The kidneys play a central 
role in maintaining serum Mg2+ within a narrow range (0.70–1.10 mmol/L). To understand the mechanisms 
involved in Mg2+ reabsorption in the kidney, we integrated Mg2+ transport to our previously developed epithe-
lial cell-based computational model of solute transport along male and female rat nephron [1] (Fig. 1). Mg2+ 
transport along the nephron is strongly coupled to active sodium (Na+) transport. Different antihypertensive 
diuretics inhibit Na+ transporters that facilitate Mg2+ reabsorption along the thick ascending limb (TAL) and 
distal convoluted tubule (DCT). In this study, we investigated the effect of acute inhibition of three such Na+ 
transporters on Mg2+ excretion: (1) Na-K-2Cl cotransporter (NKCC2) (bounded by the green box in Fig. 1(A)) 
which is inhibited by loop diuretics, (2) Na-Cl cotransporter (NCC) (bounded by the blue box in Fig. 1(A)) 
which is inhibited by thiazide diuretics, and (3) epithelial Na channel (ENaC) (bounded by the pink box in Fig. 
1(A)) which is inhibited by K-sparing diuretics. Our model simulations show that acute inhibition of NKCC2 
and NCC cause significant increase in Mg2+ excretion, whereas ENaC inhibition decreases Mg2+ excretion 
compared to the baseline values (Fig. 1(B)). Also, female rats have higher increase in Mg2+ excretion with 
NKCC2 inhibition compared to male rats (~10% higher), whereas for the other cases, the increase is similar. 

 

 
 
Figure 1:  (A) Schematic diagram of Mg2+ transport along a nephron and (B) Mg2+ excretion in the baseline case and on 

NKCC2, NCC, and ENaC inhibition in male and female rats. Nephron image adopted from [2]. 
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In this paper, a command filter-based prescribed performance controller is designed for a class of nonlinear
systems subject to mismatched disturbances.

A general strict-feedback nonlinear system can be represented by a family of equations of the form





ẋi(t) = xi+1(t)+ fi(x̄i)+di(t), i = 1,2, . . . ,n−1,

ẋn(t) = u(t)+ fn(x̄n)+dn(t),

y(t) = x1(t),

(1)

where x(t) = [x1(t), . . . ,xn(t)]T ∈ Rn denotes system state, u(t) denotes control input and y(t) denotes system
output, fi, i = 1, · · · ,n are continuous nonlinear functions, di(t), i = 1, · · · ,n are mismatched external disturbances.

In the design of intermediate control signal, disturbance estimations are introduced to compensate the effects
caused by external disturbances.

The disturbance di(t) can be expressed by the following exogenous system

ω̇i(t) = Biωi(t)

di(t) = Eiωi(t)
(2)

where ωi ∈ Rm is the state vector of exogenous system, Bi ∈ Rm×m and Ei ∈ R1×m are the known matrices.

The so-called "explosion of complexity" problem in traditional backstepping procedure is solved by command
filter technique. To enhance the control performance further, a prescribed performance function (PPF) character-
izing transient and steady-state performance is used for the tracking error transformation. The proposed controller
can ensure that the output tracking error converges to a predefined arbitrarily small residual set, and all the signals
of the closed-loop system can be bounded. Theoretical results are validated and illustrated via simulation example.
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It is now well-understood that the Master Equation in mean field game theory is a non-standard nonlinear
transport equation on the space of probability measures, whose “characteristics" are a forward/backward system of
Hamilton-Jacobi/Fokker-Planck equations. It turns out that, when the coupling occurs only in the terminal cost for
the game, one can write instead solve the mean field game through a transport equation that has a more standard
structure.

We can study classical solutions to such equations by taking “monotone" data, in the sense derived from the
classical study of balance laws. It turns out this condition corresponds neither to Lasry-Lions nor to displacement
monotonicity.

In addition, in the case where this balance law becomes conservative, it turns out a dimension reduction occurs
that allows us to view it as a classical (finite-dimensional) conservation law. Then we can study entropy solutions,
and in particular we can see whether and in what sense these solutions correspond to Nash equilibria. In some cases
it they can be shown to select among multiple equilibria in a natural way. In other cases, due to well-understood
phenomena in the theory of conservation laws, entropy solutions do not always give us equilibria, even when such
equilibria exist!

Figure 1: The AMMCS Conference is organized in cooperation with SIAM and AIMS.
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A fundamental challenge in the numerical solution of multidimensional partial differential equations (PDEs)
is the exponential increase of the number of unknowns as the number of dimensions increases; on an isotropic
grid with d dimensions and n unknowns in each dimension, the number of unknowns is O(nd). This exponential
increase is known as the curse of dimensionality, which creates difficulties in obtaining accurate solutions for even
moderate-dimension problems. In the context of computational finance, multidimensional PDEs arise from the
pricing of multiasset options or options with multiple risk factors considered, as each option/risk factor leads to
a spatial variable. We use a sparse grid combination method to alleviate the curse of dimensionality and present
computationally efficient results for multidimensional pricing problems for European and American options in the
Black-Scholes model.
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This report investigates a stabilization method for the first order hyperbolic differential equations of traffic flow.
The Lighthill-Whitham-Richards (LWR) model utilizes the continuity equation to model the behavior of traffic
[1]. We use the LWR model in conjunction with the Greenshield’s model, resulting in (1),

∂ρ

∂ t
+

(
v f −

2v f

ρm
ρ

)
∂ρ

∂x
= 0, (1)

Where ρ(x, t) represents the density, v f is the free flow speed, and ρm is the maximum jam density. It is known that
the usual unstabilizaed finite element method contains spurious oscillations for non-smooth solutions. To stabilize
the finite element method the authors consider adding a Vreman filter based stabilization term in space used in [2].
Numerical analysis of the stabilized finite element algorithms and computations describing a traffic settings are
studied herein.
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The unprecedented growth of demand in aviation industry has caused over-capacity flight scheduling by 

most commercial airlines leading to congestion and scarcity of resources in many airports. A major drawback 

of such developments is increasing flight delays, especially when a major disruption occurs. The execution of 

the airline operation is often deviated from the original schedule due to some unexpected disruptions, such as 

aircraft breakdowns and severe weather conditions. Any delay related to resources of upstream flights will 

further impact its connected downstream flights. In this situation, a recovery plan is needed to get the irregular 

operation back to normal. During the last decade, considerable attention has been given to producing proactive 

schedule recovery plans to limit the impact of flight delays in the network. 

Because of the interdependencies of different resources such as aircrafts, crews, and passengers, the delay 

of an earlier flight can propagate across multiple downstream flights. Analysis of delay propagation is a com-

plex task and is not fully understood, especially if the scarcity of airport resources is also considered. Recent-

ly, researchers have paid more attention on how both airline and airport-related capacity limitations influence 

delay propagation across a network. This research is motivated by exploring the interdependencies between 

flight scheduling and airport operations to make better resource allocation. In this on-going research, we are 

trying to develop a simple approach to quantifying delay propagation caused by prioritizing and rescheduling 

the flights in a hub airport. A congested airport may propagate delays to its connecting airports through the 

delayed flights. However, we do not consider delays caused by congestions at other airports downstream in the 

network and only trace the propagated delays caused by flight schedule displacements. Studies like [1] fo-

cused on predicting delay as a result of recovery decisions made by an airline. However, we intend to evaluate 

the downline impact of an airport operational decisions to reschedule the flights based on priority setting and 

its constrained resources. The study in [2] assumes that the reference airline has some influence on flight pri-

oritization when deciding on flights’ departure times at a hub airport. The study in [3] investigated the rela-

tionship between planned schedules and delay propagation on sequential flights. They created a propagation 

tree representing the set of all downstream flights that could potentially be delayed as a result of the root de-

lay. However, impacts through cabin crew and passengers as well as recovery options are excluded in their 

study. Propagation tree is a useful tool for tracking the delay originated from a single flight through the net-

work. The TREE modelling approach in [4] considers both limited airport capacity and flight connections as 

mechanisms for delay propagation. 
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The identification and quantification of (bio)molecules and their metabolism, formation, degradation and 
persistence are important features of forensic evidence; and are particularly useful in time series estimation 

approaches to date evidence. For example, estimating the time since deposition (TSD) of a bloodstain can 

provide important medicolegal information for crime scene investigation (e.g., answering the question, “When 

did the bloodshed occur?”). Most TSD research to-date focuses on investigating either hemoglobin or genetic 
material degradation over time, and a clear analytical strategy for forensic casework is not yet established. We 

propose a holistic approach to developing TSD models, as forensic scenarios inherently lend themselves to 

variability in factors surrounding the crime (e.g., environment, target substrate, initial blood properties). Sup-
port for this idea comes from our meta-analysis [1], where we determined that from 25 research studies that 

contained usable summary statistics there was an overall strong effect size across studies (Fisher’s Zr = 1.5, r 

=0.91), and generally we found that the type of biomolecule (e.g., hemoglobin, DNA) analyzed has equal ef-
fect sizes for TSD estimation. We did find that significant differences exist between the analytical technique 

used, porosity of the substrate and environment. In this talk I will describe new and collaborative approaches 

housed in analytical chemistry and other analytical sciences that we are taking to develop more robust TSD 

methods useful for crime scene investigation. Pending time, beyond the meta-analysis, I will present novel 
approaches in mass spectrometry, XPS and/or fluorimetry for TSD estimation. The goal of future work is to 

develop robust and likely combined approaches that can one day be used in crime scene investigation.  
 

 
Figure 1:  Forest plots of bloodstain TSD effect sizes for class of defined biomolecules and the analytical techniques used to analyze 

them. The pie chart divides the 25 studies retained for the meta-analysis according to number of summary statistics that contributed to 
each class of biomolecule. Diamonds indicate the mean effect size of that biomolecule or technique, horizontal lines represent the 95% 

confidence interval, red dashed line represent an effect size of 0, and grey dashed line and the overall mean effect size [1]. 
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I will present a new approach to finding the asymptotic states of Nonlinear Wave Equations with general initial
data. In particular we find for a large class of equations that all asymptotic states are linear combinations of
free wave, localized part(solitons, breathers..) and a possibility of self-similar solutions as well in some cases.
These results hold for initial data for which the H1Sobolev norm (the energy norm) is uniformly bounded in time.
This answers the question of Asymptotic Completeness to a large class of equations, including for the first time,
equations with time dependent potentials. These are joint works with Baoping Liu (Peking Univ) and Xiaoxu
Wu(Rutgers).
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Thermal transport in nanosystems is difficult to understand: simple diffusive models do not capture the nuances
of vibrations in systems that are on a fundamentally small scale. Scattering mechanisms must be considered
when the transit lengths of vibrational quanta, phonons, are large compared to characteristic system sizes. In this
work, we seek to compare classical solutions of the heat equation with the result of an up-and-coming method for
phononic thermal transport: the Lattice Boltzmann Method [1]. This generalized method uses a discretized lattice
to model the Boltzmann Transport Equation and takes into account flow and scattering of arbitrary carriers. In the
case of thermal transport, phonons are used as carriers to model heat. We apply these two calculation methods to
models of nanosystems in order to examine both surface and size effects.

Serpentine nanowires (nanowires with 90-degree bends) are an interesting field of study, due to their significant
thermal transport suppression and unique phenomena such as phonon-blocking and corner cutting [2, 3]. This
work examines kinked nanowires, where a bend is applied at the center of the wire, obstructing phonon transit. We
compare the results of classical solutions of the heat equation and the Lattice Boltzmann method, and use these to
study the difference between heat transfer in classical systems and nanosystems.
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This work is concerned with a class of nonlinear interconnected systems undergoing input disturbance and im-
pulsive effects. The disturbance is time-varying with bounded amplitude and impulses are viewed as jump distur-
bances to the system.

Some sufficient conditions are given for input to state stability (ISS), a stability notion that deals with the
impact of the input disturbance to the exponential (or asymptotic) stability of the equilibrium solution of the
unforced system. To achieve ISS, the system is decomposed into two cascaded impulsive subsystems, namely
the derived subsystem with the input disturbance and driven subsystem with input being the state of the derived
subsystem. Then, the ISS for each impulsive subsystem is developed. We observed that the cascade of two
ISS impulsive subsystems is ISS and, as a special case, the cascade of exponentially stable unforced impulsive
subsystem and ISS impulsive driven subsystems is exponentially stable.

The above ISS result is carried further to establish the integral-output to state stability (iOSS) for the cascade
of an integral-input to integral-output stable impulsive subsystem that is stabilized by an H∞ controller and an ISS
impulsive subsystem. iOSS is a characterization of ISS where the available output of the derived subsystem is
cascaded to the driven system.

The Lyapunov method is used to achieve ISS and iOSS where each subsystem admits an ISS-Lyapunov func-
tion. Then, the full system is ISS or iOSS with a Lyapunov function being the composite of the aforementioned
ISS functions.

Numerical examples and simulations are presented to clarify the findings of this work.
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Shear wave elastography is a technique used to estimate the mechanical properties of tissue from measurements
of its deformation [3]. These mechanical properties can be used to noninvasively diagnose and help with the
treatment of various diseases like cancer, and liver fibrosis. To compute the mechanical properties, one needs to
solve an inverse problem governed by a differential equation model [2]. I present a modified error in constitutive
equations (MECE) formulation to solve the elastodynamics inverse problem. This formulation is a variant of the
least squares method that has been widely used in the inverse problems field. Some advantages of the MECE
formulation include the fact that it is robust in dealing with noisy or missing measurements, and it does not require
boundary conditions in the forward model [1]. I explain some of these mathematical properties and show some
computational experiments with simulated and measured data.
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In this study the energy loss method (ELM) within the self-consistent transport theory is used to investigate the
mobility of carriers in a single-layer of doped Phosphorene that is supported with a substrate. It is assumed that the
main limiting process for the mobility of carriers is the Coulomb interaction between them and charged impurities
that are randomly distributed in the substrate. These charged impurities are distributed in a two-dimensional
(2D) plane inside the supporting material, and a hard-disk model for the charged impurities is used to investigate
impurity structures with large packing fractions. To obtain the dc mobility of carriers in Phosphorene using the
ELM, the polarization function of doped Phosphorene is obtained from the Lindhard function of a 2D electron
gas in the zero-temperature limit, and an appropriate transformation is applied to take the anisotropic effects of
Phosphorene into account. It is shown that the dependence of Phosphorene’s mobility on its charge carrier density
is strongly affected by the Phosphorene-dielectric gap and the precise position of the 2D distribution of charged
impurities. The anisotropy in the mobilities in the zigzag and armchair directions is also strongly affected by the
structure of the randomly distributed charged impurities and the carrier concentration. The investigation also takes
into account the impact of different structures of charged impurities such as 2D and 3D uniform distributions on
the mobility of carriers. Finally, the results obtained from the ELM are compared with those obtained from the
Boltzmann transport theory, which requires a non-linear integral equation to be solved to find the zero-temperature
momentum relaxation times. It is shown that the two sets of results are in excellent agreement.
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We study new structural credit risk models that provide flexible alternatives to the well-known Black–Cox
model. The defaults within our models are characterized in accordance with Chapter 7 (a liquidation process)
and Chapter 11 (a reorganization process) of the U.S. Bankruptcy Code. There are three possible regimes: the
firm value is above a reorganization barrier (normal state), below a liquidation barrier (default state), in between
the two barriers (danger state). Firms have lower default rates in the normal state while having higher default
rates in the danger state. Firms are forced to liquidate as soon as they enter the default state. The risk-neutral
default probabilities hence involve joint probability distributions of the underlying firm value with imposed killing
at the liquidation barrier and its occupation time with respect to the reorganization barrier. Occupation times are
powerful tools in credit risk modelling as they correctly measure the cumulative time spent in each regime.

An analytical method is used to find the no-arbitrage value of credit derivatives. The joint probability distri-
butions are expressed as spectral series expansions which allow us to write pricing formulas explicitly as infinite
series that converge rapidly. The spectral methodology works for solvable diffusion, such as the geometric Brow-
nian motion (GBM) and the state-dependent volatility diffusion based on the squared Bessel process. We also
calibrate our models to market credit default swap (CDS) spreads. Our calibration results show that the computa-
tions are done in efficient manner and the fit is near-perfect.
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One of the goals of tandem mass spectrometry experiments is to identify the presence of peptides or proteins
in a complex biology sample. Applications of proteomics studies include the detection of biomarker proteins for
the early detection of cancer. In practice, peptide-level and protein level identification experiments do not always
yield perfect results. For the purpose of interpreting experimental results and designing follow-up experiments,
biologists benefit from the availability of statistical scores to measure the accuracy of these experiments. As a
result, many methods have been developed in literature to compute statistical scores associated with peptide-level
and protein-level identification experiments. This work presents a review of recently developed parametric and
non-parametric probability methods used to analyze data for peptides and proteins from tandem mass spectrometry.
We highlight limitations for some of these methods and explore possible extensions for future research.
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We have powerful tools for the algebraic analysis of finite state automata (FSA) and their associated transfor-
mation semigroups [1, 2]. However, constructing an automaton meeting the requirements for a given computa-
tional problem may cause some difficulty. We can consider FSA as a low-level programming language, similar
to Turing-machines, where one can write programs for this mathematical definition of a computer. Unfortunately,
FSA are even further away from high-level programming languages, since a Turing-machine has at least its tape as
a dedicated memory device, while the FSA need to implement memory structure in their state sets. Thus, FSA can
be truly horrible as a programming paradigm to solve arbitrary problems requiring finite memory. On the other
hand, they can have more exotic and efficient memory handling tailored for a given task.

We define a computational task as a list of input-output pairs. The goal here is to have a faithful finite state
automaton representation realizing the behaviour specified by the set of word-symbol pairs. We require that the
synthesized FSA are able to reproduce the same output symbols as specified by the pairs in the course of processing
any given input word. This is similar to machine learning, but the process is exact and not statistical. One
envisioned application is to create FSA to play a perfect strategy in a game.

In this paper we describe how to use relational (logic) programming [4, 3] to solve the FSA construction
problem and compare that to other algorithms.
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We describe a new notation for finite transformations. This compact notation extends the orbit-cycle notation
for permutations and builds upon existing transformation notations. It gives insight into the structure of transfor-
mations and reduces the length of expressions without increasing the number of types of symbols.

In this paper, we review previously proposed notations, define our compact notation by a grammar and give a
canonical form.

1 2 3 46

5

7

8

9

Figure 1: Digraph for an example transformation with a ‘conveyor belt’ trajectory [4,3,2] and a branch-
ing tree [[8,9|5],6,7|1] collapsing into a transposition (1,2). In compact notation this is denoted
([[8,9|5],6,7|1],[4,3,2])
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We describe an extension of the Bayesian Additive Regression Trees (BART) model to model spatial data
that has been aggregated into small regions (e.g. census tracts, neighborhoods, etc.). Default implementations
of BART would represent these areas using several binary indicators, one for each region. Regression trees built
with these indicators partition the regions using a “remove one a time strategy.” Unfortunately, the vast majority
of partitions of the levels cannot be built with this strategy, severely limiting BART’s ability to “borrow strength”
across areas. We overcome this limitation with a new class of regression tree and a new decision rule prior
that can assign multiple levels to both the left and right child of a decision node. Our decision rule prior that
partitions the areas into spatially contiguous regions by deleting edges from random spanning trees of a suitably
defined network. We implemented our new regression tree priors in the flexBART package, which, compared to
existing implementations, often yields improved out- of-sample predictive performance without much additional
computational burden. We demonstrate the efficacy of flexBART using an example about the spatiotemporal
modeling of crime.
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Gene regulation plays a crucial role in cell metabolism, signal transduction, and disease in biological growth and
reproduction. In this process, genes are mutually regulated by each other[1, 2]. Genetic regulatory networks is a
powerful tool to reveal the internal mechanisms. Considering the non-ignorability of the random perturbations[3],
temporal variation of environmental parameters[4] and impulsive effects caused by subsystem switching[5], the
dynamical behavior of stochastic switched genetic regulatory networks (1) with impulsive effects is modeled:

{
dX = (Gσ(t) fσ(t)(X)−Kσ(t)X)dt +hσ(t)(X)dW (t), t ̸= tk,

∆X(t) = Pσ(t)X , t = tk.
(1)

Here, X(t) = [x1(t),x2(t), · · ·xn(t)], xi(t) is the concentration of the protein transcribed by the ith gene. The
switching rule σ(t) is a piecewise constant function about time. Gσ(t) = diag{g1σ(t),g2σ(t), · · · ,gnσ(t)} is produc-
tion rate. Kσ(t)= diag{k1σ(t),k2σ(t), · · · ,knσ(t)} represents degradation rate. fσ(t)(X)= diag{ f1σ(t), f2σ(t), · · · , fnσ(t)}
and fiσ(t) is shifted Hill function,hσ(t)(X) is the noise intensity matrix. W (t) denotes a n-dimensional independent
standard Brownian motions. ∆X(t) = Pσ(t)X = X(t+)−X(t−) is the impulse.

Then, based on the Itô formula and inequality techniques, several new sufficient conditions are established
to ensure the stochastic stability in the mean square. Finally, numerical examples and computer simulations are
provided to confirm the validity of the theoretical results.
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Childhood absence epilepsy (CAE) is an idiopathic generalized epilepsy disorder which affects children be-
tween the ages of 4-12 years. It is characterized by sudden brief periods of impaired consciousness occurring
several times a day. One of the most confounding features of CAE is its ability to spontaneously resolve in adoles-
cence in roughly 80% of cases, while in others it can progress into more severe types of epilepsy. There remains an
inadequate understanding of some of the factors involved in remission that can inform early intervention practices.
According to some functional connectivity studies, there exist pre-treatment connectivity differences between pa-
tients who ultimately experience remission and those who do not, namely increased frontal cortical connections at
the time of diagnosis. There is also substantial evidence on the effect of sex steroids on human (and animal) brain
rhythmic discharges, particularly the effect of progesterone metabolite allopregnanolone on the action of gamma-
Aminobutyric acid (GABA), an inhibitory neurotransmitter. We have developed a computational model of the
thalamocortical network to study the role of allopregnanolone on network behaviour in the eventual resolution of
CAE. The results from this research can possibly better inform therapeutic decisions relating to early interventions
tailored to intrinsic network connectivity arrangements, which can be evaluated prior to the start of treatment and
at the time of diagnosis.
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Event-Triggered Impulsive Stabilization for Nonlinear Systems
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Impulsive control is a control paradigm that uses impulses that are state abrupt changes over negligible time
periods to control dynamic systems. Most of the existing results on impulsive control problems focus on time-
triggered control strategies. More specifically, the moments when the impulses happen, normally called impulse
times, are pre-scheduled which makes time-triggered control strategies simple to implement. To improve impulsive
control efficiency, event-triggered impulsive control has been successfully developed recently, the idea of which is
to determine the impulse times or the instants of updating the control signals by a certain event that occurs only
when the system dynamics violates a well-designed triggering condition.

This talk focuses on the impulsive stabilization of nonlinear systems. We propose two types of event-triggering
algorithms to update the impulsive control signals with actuation delays. The first algorithm is based on continuous
event detection, while the second type makes decisions about updating the impulsive control inputs according to
periodic event detection. Sufficient conditions are derived to ensure asymptotic stability of the impulsive control
systems with the designed event-triggering algorithms. Lower bounds of the time period between two consecutive
events are also obtained so that the closed-loop impulsive systems are free of Zeno behavior.
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The study of emergent dynamics in complex neuronal networks has been a topic of great interest in neuro-
science. Two fundamental components, coupling and noise, have been identified as key factors that contribute to
the emergence of these dynamics. While the roles of equal coupling and symmetric noise have been extensively
studied, the mechanisms behind unequal coupling strength and asymmetric noise, and their respective effects on
neural dynamics, are still not well understood, despite their apparent relevance.

Moreover, this study aims to investigate the simultaneous interplay of these two components in the simplest
network motif: two bi-directionally coupled excitable neuronal oscillators, each subject to its own intrinsic noise.
Our results indicate that the synchronization of neuronal oscillators can be maximized through noise-induced
synchrony when one oscillator (source) with weak intrinsic noise is strongly coupled to another oscillator (receiver)
with strong intrinsic noise.

Importantly, we also found that the level of asymmetry in respective coupling and noise applied to the two
neural oscillators has a profound influence on the level of synchrony. In other words, the degree of asymmetry
between the two components affects the synchronization of the oscillators, and thus the emergence of complex
dynamics in the network. We further extended these findings to a three-coupled neural oscillator in a feed-forward
schematic.

These results shed new light on the intricate interplay between coupling and noise in neural networks and offer
insights into the emergence of complex dynamics that arise as a result of this interaction. By optimizing the levels
of coupling and noise, we may be able to induce and optimize network synchrony, which has implications for
the treatment of neurological disorders such as epilepsy and essential tremors. Overall, this study contributes to a
more comprehensive understanding of the mechanisms behind emergent dynamics in complex neuronal networks.

✶✹✸



❚❤❡ ❱■ ■♥t❡r♥❛t✐♦♥❛❧ ❆▼▼❈❙
■♥t❡r❞✐s❝✐♣❧✐♥❛r② ❈♦♥❢❡r❡♥❝❡
❲❛t❡r❧♦♦✱ ❖♥t❛r✐♦✱ ❈❛♥❛❞❛

Turnpike phenomena in optimal control
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We provide a characterization of the exponential turnpike property for infinite dimensional generalized linear-
quadratic optimal control problems in terms of structural properties of the control system, such as exponential
stabilizability and detectability. The proof relies on the analysis of the exponential convergence of solutions to the
differential Riccati equations to the algebraic counterpart, and on a necessary condition for exponential stabiliz-
ability in terms of a closed range test.
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Real-time pest management
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We develop a model-based real-time optimal control scheme for pest management by means of the Sterile
Insect Technique (SIT). The proposed framework allows to tune the release of sterile insects according to the
actual presence of pest, and takes into account the constraints on availability of resources in the deployment of the
control strategy.
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Monkeypox virus, which is typically limited to Africa, began spreading globally, including Europe and North
America in Mid-May 2022. The sustained transmission in Africa and widespread outbreaks globally highlight
the importance of risk evaluation, using a one health approach to understand how the virus spread and how to
stop it [1, 2, 3, 4]. Monkeypox virus can infect a wide range of mammal species, including rope squirrels, tree
squirrels, Gambian pouched rats, and dormice. African rope squirrel is considered as a particularly plausible
primary host in Africa. For other areas where African rope squirrels are less abundant, or absent, other species
including incidentally infected wild hosts or captive animals, contribute to viral persistence. In this talk, I will first
present an ODE model for the spread of monkeypox in the primary and secondary host. I will explain how different
factors affect the spillover of monkeypox virus from the primary host to the secondary host. Then, I will use a
SDE model to illustrate the environmental stochasticity in the transmission of monkeypox. I will then compare the
results under random perturbations with those of the deterministic model. In the end I will discuss how our results
can inform the implementation of control measures, especially as the virus adapts to new hosts in new regions.
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We will present a new mathematical technique aimed at discovering all coherent structures supported by a
given nonlinear wave equation. It relies on global bifurcation analysis which shows that, inside the Fredholm
domain, the coherent structures organize themselves in in manifolds which either form closed surfaces or must
reach the boundary of this domain. We will show how one can find all the limit points at the Fredholm boundary
for the particular case of Nonlinear Schrödinger/Gross-Pitaevskii Equation and use these limit points to find all
coherent structures (bound states) and their bifurcation points.
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Ranked choice voting (RCV), also known as instant runoff voting (IRV), is a social choice function used to
determine the winner of an election in which n voters report partial or complete rankings over m candidates. RCV
proceeds in rounds by repeatedly eliminating the candidate with the fewest first-place votes, whereupon supporters
of that candidate shift their support to their next-most preferred candidate in their ranking. The first candidate
to win majority support wins the election. We investigate how to predict the RCV winner of an election given a
uniformly random sample (without replacement) drawn from the complete input profile. In our empirical analysis,
we draw inspiration from recent work on the “map of elections” [1, 2] in order to test our predictive methods on
elections generated by a wide range of statistical cultures.

We propose and empirically test whether we can use other common (deterministic) voting rules to predict the
RCV winner given a uniformly random sample of votes from the input profile. We observe that, for small sample
sizes over a large range of real-world and simulated data, rules like the Borda rule and the Copeland rule more
accurately predict the RCV winner than RCV itself. Notably, the results vary depending on where in the map of
elections the input profiles are located, which suggests that one could obtain more accurate predictions on elections
by first estimating where the complete profile is located in the map of elections and then applying the most accurate
voting rule for that specific location.

As an extension to our approach for predicting the RCV winner by using other deterministic voting rules, we
also examine how well common voting rules (Borda, Copeland, the harmonic scoring rule, plurality, and RCV)
predict each others’ winners for a wide range of elections generated by statistical cultures in the map of elections,
extending work previously started by [3] (although they study social welfare functions, which return rankings, and
we study social choice functions, which return single winners). Results vary by specific statistical culture, but, in
general, Borda, Copeland, and the harmonic scoring rule are strong predictors of themselves for almost all noise
models and sample sizes, but plurality and RCV are often not the best self-predictors.

Lastly, inspired by a similar question asked in the context of positional scoring rules and social welfare func-
tions [3], we begin an inquiry into the theoretical question of the worst-case accuracy of RCV predicting itself on
a sample. We provide a construction showing that, even given access to a sample of size n−1, the probability that
the RCV winner on this sample coincides with the RCV winner on the entire profile is at most (m−1)/m2 < 1/m.
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Initial control measures for Covid 19 that are still in use in most affected countries are non-pharmaceutical 

interventions (NPIs), which have been efficient in controlling virus spread [1]. The efficacy of policy 
measures for curbing transmission relies on the extent to which they are known, understood, accepted, and 
adopted in time [2]. On the scale of adherence, social distancing, following isolation in lock-down and mask-
wearing behavior can be roughly defined as being ‘adherent’ or ‘not-adherent’ [3]. Bearing in mind the disrup-
tive effects of most NPIs, and due to their high societal and economic cost and consequences, the implementa-
tion of effective public information campaigns and mask requirements can present large benefits with fewer 
efforts than other NPIs [4]. Mask-wearing is simple to use and its availability made more governments around 
the world put policies with recommendations or mandates to wear masks in public during the pandemic. 
Hence, we study people’s attitudes toward mask-wearing protection measures. We propose a network model 
to find out how and to what extent the level of people's behavior and opinion toward protection measures will 
affect the spread and transmission of a disease spreading, such as the SEAIRS epidemiological model of 
COVID-19. We have demonstrated how two simultaneous spreading processes such as disease spreading and 
behavior-changing propagation mutually impact each other within the same population group by utilizing a 
multiplex network. Fear of increasing confirmed cases and intent for behavior conformity are two behavioral 
indices we ascribed to individuals. We could quantify the behavior changing of individuals due to the first act 
of matching attitudes and the influence pressure of other connections with the threshold model and secondly 
due to the fear of the increased number of confirmed infected cases by the logistic function. These two behav-
ior effects may occur via media news, virtual networks, and communication between friends. Then by using 
Micro Markov Chain modeling, we show all the system’s possibilities and transition probabilities. Our results 
show the emergence of periodic solutions that indicate a reciprocal relationship between disease spread and 
behavior changes. The existence of periodic solutions provide a reasonable explanation of Covid-19 peak 
waves. We observed that when people wear masks due to peer pressure or the fear of confirmed cases, it helps 
reduce the spread of Covid-19. However, when individuals perceive a decrease in the number of cases or low-
er usage of masks among their connections, they may stop wearing masks, leading to an increase in the num-
ber of infected confirmed cases. We have shown that repetitive occurrence is associated with these behavioral 
changing probabilities. 
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Nonsmoothness can arise in dynamical systems frameworks because of the physical problem being mod-
eled, the need for nonsmooth control, or mathematical techniques that introduce nonsmoothness to aid in simu-
lation/optimization methods. Such nonsmoothness necessitates the development of specialized tools and theory,
since conventional methods typically require smoothness assumptions to hold. After reviewing the landscape of
nonsmooth/discontinuous/hybrid dynamical systems frameworks, we turn our attention to nonlinear complemen-
tarity systems (NCSs), a class of highly nonlinear and nonsmooth systems which finds use in mechanical systems,
electrical systems, process engineering, and economics. A computationally-relevant sensitivity theory is estab-
lished for NCSs that is suitable for solving optimal control problems using a direct approach, i.e., parametrically
discretizing the control and applying gradient-based sequential methods to update the parameters. Using lexico-
graphic directional differentiation, a new tool in nonsmooth analysis, generalized derivative information is obtained
that characterizes the sensitivity of an objective function with respect to parameters in the NCS system. We high-
light similar results for other nonsmooth frameworks, including ODEs and differential-algebraic equations, and
how this theory can be specialized to linear complementarity systems and optimization-constrained ODEs.
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Recent advances in generating convex relaxations for parametric dynamical
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K.A. Khan1

1 McMaster University, Hamilton, Canada, kamilkhan@mcmaster.ca

Several engineering applications require deterministic global optimization of dynamical systems that are mod-
eled as parametric systems of ordinary differential equations (ODEs):

ẋ = f(t,p,x), x(0,p) = x0(p)

A corresponding global dynamic optimization problem is then:

J∗ = min
p∈P

J(p), (1)

where J(p)≡ g(p,x(t f ,p)) involves the final value of the ODE solution trajectory.

Typical methods for deterministic global optimization proceed by generating upper and lower bounds on the
unknown globally optimal value J∗, and then progressively refining these bounds. In this setting, lower bounds
are typically obtained by minimizing convex relaxations of the original system using local nonlinear programming
(NLP) solvers. Developing useful convex relaxations is therefore critical in global optimization, as is furnishing
subgradients of these relaxations for use by a subgradient-based NLP solver.

This presentation discusses our recent work in developing convex relaxations for the global dynamic opti-
mization problem (1). We developed a new versatile method [1] for constructing these convex relaxations as the
solution of an auxiliary ODE system that employs convex and concave relaxations of the original right-hand side
function f. Though subgradients of nonsmooth parametric ODEs are traditionally difficult to furnish, we developed
and implemented a new subgradient evaluation approach based on adjoint sensitivity analysis [3] and new results
in nonsmooth analysis. As an alternative to this approach, we developed a tractable underestimation approach
based on derivative-free sampling [2], for computing weaker yet computationally inexpensive lower bounds with-
out any access to gradients or subgradients. Numerical examples are presented for illustration, and implications
are discussed.
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Study of high-order time-stepping schemes with non-smooth initial conditions
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Nonsmooth payoff functions are common in financial contracts and pose problems in obtaining high-order
solutions of the contract prices. In this work, we consider convection-diffusion equations with initial conditions
involving various types of non-smoothness. We apply a fourth-order finite difference space discretization method
and BDF4 time stepping, and study the solution behaviour. From the Fourier transform of the discrete initial
conditions directly sampled from the exact Dirac delta, Heaviside and ramp functions, we observe that the low-
order error terms of the discretized initial conditions in the Fourier domain can be canceled out by simple initial
condition correction schemes that we propose. We also prove that by performing BDF4 time stepping with a third-
order Runge-Kutta (RK3) starting scheme for the first three time steps, the low-order errors generated by RK3
for nonsmooth data in the high frequency domain get damped away, while there are no low-order errors in the
low frequency domain. With our new initial condition discretization, and the proposed time stepping scheme, we
theoretically prove and numerically verify that stable fourth-order convergence is obtained. Numerical examples of
European-style digital and call options are also given to demonstrate the fourth-order convergence of our methods.
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Based on data collected in connection with the 2019 parliamentary election in the Austrian region of Styria we
analyze (the hypothetical use of) different voting rules. Following previous empirical studies in the literature, such
as [4], [1] and [3], we provide empirical evidence that the choice of the voting rule has in fact an impact on the
outcome of the election, at least in certain parts of the social ranking. In that respect, the paper also follows our
analysis of the 2015 parliamentary elections (see [2]).

Our data shows that among the voters there exists a certain desire for voting rules using more fine-grained
preference information. In the survey, 75% of the voters stated that providing more detailed preference information
is (rather) easy. In that context, we investigate the degree of consistency in the voters’ declaration of preferences,
something of relevance when different voting rules, that require different levels of information, are used. Our
analysis shows to which extent the apparent simplicity of different preference elicitation methods actually can be
confirmed when voters do state their preferences.

Finally, we check for the discrepancy between elicited preferences and reported votes in the case of Plurality
Rule. In that respect we analyze to which extent strategic voting has occurred in the election and what the specific
reasons for such a behavior might have been.
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Age-related macular degeneration and glaucoma are the first two common cause of blindness world- wide, 

affecting more than 4.7 million Americans age 40 or older. The only treatments available for such ocular 
diseases are drug therapies administered via topical eye drops or intraocular injections, that have several 
disadvantages [1-3]. In this talk I will present mathematical models for two of the recently proposed ocular 
drug delivery systems: gene therapy treatments [4] and drug delivery by contact lenses [2]. We develop a 
mathematical model of human ocular pharmacokinetics in three ocular compartments (aqueous, vitreous and 
retina) to study and compare the target protein levels in the eye for gene therapy treatment vs intraocular 
injection treatment, leveraging publicly disclosed information from a current gene therapy trial [5]. Then, as a 
first step in modeling contact lenses as a drug delivery system, we use a mathematical model to estimate the 
drug release diffusion coefficient for different contact lenses using previously published experimental results.  
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We present a detailed physiological model of the retina that includes the biochemistry and electrophysiology of
phototransduction, neuronal electrical coupling, and the spherical geometry of the eye. The model is a parabolic-
elliptic system of partial differential equations based on the mathematical framework of the bi-domain equations.
While there has been some modeling work based on the bi-domain equations on the retina, this model is the first
model that includes the spherical geometry of the eye and this level of biological detail.

We generalize the bi-domain framework to a multi-domain one to account for multiple cell-types. We dis-
cretize in space with non-uniform finite differences and step through time with a custom, adaptive time-stepper
that employs a backward differentiation formula and an inexact Newton method. A refinement study confirms
the accuracy and efficiency of our numerical method. Numerical simulations using the model compare favor-
ably with experimental findings, such as desensitization to light stimuli and calcium buffering in photoreceptors.
Other numerical simulations suggest an interplay between photoreceptor gap junctions and inner segment, but not
outer segment, calcium concentration. We highlight two special applications: analysis of retinal calcium imaging
experiments and patient-specific design of electroretinograms.
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In this talk I present a study of the water wave problem in a two-dimensional domain of infinite depth in the
presence of nonzero constant vorticity. A goal is to describe the effects of uniform shear flow on the modulation of
weakly nonlinear quasi-monochromatic surface gravity waves. Starting from the Hamiltonian formulation of this
problem and using techniques from Hamiltonian transformation theory, we derive a Hamiltonian Dysthe equation
for the time evolution of the wave envelope. Consistent with previous studies, we observe that the uniform shear
flow tends to enhance or weaken the modulational instability of Stokes waves depending on its direction and
strength. Our method also provides a non-perturbative procedure to reconstruct the surface elevation from the
wave envelope, based on the Birkhoff normal form transformation to eliminate all non-resonant triads. This model
is tested against direct numerical simulations of the full Euler equations and against a related Dysthe equation
derived by Curtis et al. [1] in the context of constant vorticity. Very good agreement is found for a range of values
of the vorticity.
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A Parallel Spectral Solver for the Incompressible Navier-Stokes Equations in

Simple Toroidal Coordinates
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Pressure Poisson Equation reformulations of the Navier-Stokes equations have been used extensively in the de-
sign of accurate and efficient solvers; see, for example [1, 2]. Using this approach, the incompressibility constraint
∇ ·u = 0 is replaced by a Poisson equation for the pressure p; the accompanying Neumann boundary conditions
ensure that incompressibility is maintained throughout the solution domain. The particular formulation used in our
solvers, due to Johnston and Liu [2], reads

ut +(u ·∇)u =−∇p+
1

Re
∇2u in Ω× (0,T ], (1)

∇2 p =−∇ · (u ·∇u) in Ω× (0,T ], (2)

with boundary conditions

u = f and
∂ p

∂n
=− 1

Re
n · (∇×∇×u) on ∂Ω× [0,T ]. (3)

While approaches based on projection methods may result in numerical boundary layers [3], approaches based on
a Pressure Poisson Equation reformulation of the problem avoids this issue altogether. Our solvers are specialized
to the simple toroidal coordinate system defined by the coordinate transformation

x(r,θ ,φ) = (R0 + r cosθ)cosφ

y(r,θ ,φ) = (R0 + r cosθ)sinφ (4)

z(r,θ ,φ) = r sinθ

where r is the polar radius, θ is the polar angle, R0 is the toroidal radius and φ is the toroidal angle. Our algorithm
is based on the high-order representation of the unknown quantities in terms of Fourier and Chebyshev series. At
higher Reynolds numbers, the field quantities are treated explicitly, and the time stepping accomplished using a
fourth order RK4 time stepping, which is known to be convectively stable. In this talk we will discuss details of the
parallel numerical implementation using OpenMP, and in particular we will examine the overall performance of
the code using different Poisson solvers we have developed based on direct methods, as well as an iterative solver
based on a V-cycle multigrid method.
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We have recently developed solvers for the incompressible Naview-Stokes problem based on a Pressure Pois-
son Equation reformulation. The particular formulation used as a basis for our solvers due to Johnston and Liu [2]
reads

ut +(u ·∇)u =−∇p+
1

Re
∇2u in Ω× (0,T ], (1)

∇2 p =−∇ · (u ·∇u) in Ω× (0,T ], (2)

with boundary conditions

u = f and
∂ p

∂n
=− 1

Re
n · (∇×∇×u) on ∂Ω× [0,T ]. (3)

Our solvers are specialized to the simple toroidal coordinate system defined by the coordinate transformation

x(r,θ ,φ) = (R0 + r cosθ)cosφ

y(r,θ ,φ) = (R0 + r cosθ)sinφ (4)

z(r,θ ,φ) = r sinθ

where r is the polar radius, θ is the polar angle, R0 is the toroidal radius and φ is the toroidal angle; a corresponding
velocity field is u = (ur,uθ ,uφ ). Our algorithm is based on the high-order representation of the velocity and
pressure fields in terms of Fourier and Chebyshev series. At higher Reynolds numbers, the field quantities are
treated explicitly, and the time stepping accomplished using a fourth order RK4 time stepping, which is known to
be convectively stable. In this talk we will discuss results from an interesting physical problem we have examined,
corresponding to the flow inside an oscillating toroidal shell. In this case, the velocity boundary conditions have
the form

u(r,θ ,φ , t) =

{
(0,0,(R0 + ra cosθ)sin(ωt)) r = ra

(0,0,(R0 + rb cosθ)sin(ωt)) r = rb
, (5)

where ra and rb are the radii of the inner and outer shells respectively. Such a configuration was recently suggested
as a mechanical damping system, prompting our study.
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Subduction is preorder relation defined on the set of images induced by a transformation semigroup. It can
be viewed as the generalization of set-theoretic inclusion, since a set can be transformed under the action of the
semigroup in order to contain another set. The holonomy decomposition algorithm [2,4,9,10] is a wreath product
decomposition theorem for finite transformation semigroups and it depends on the subduction preorder. Therefore,
subduction is worth studying in itself.

Green’s preorders give ample information about the semigroup’s internal structure [1, 6, 7], while subduction
captures details of the semigroup action. Therefore, the natural question arises: What is the connection between
the Green’s relations and the subduction relation? More generally, by aiming to describe the connection between
a semigroup action and the internal structure of semigroup itself we may get information on what transformation
representations are possible for an abstract semigroup.

Here, we establish the connection between Green’s J -classes and the subduction equivalence classes defined
on the image sets of an action of a semigroup. The construction of the skeleton order (on subduction equivalence
classes) is shown to depend on transformation semigroups and surjective morphisms, and to factor through the
≤L -order and ≤J -order on the semigroup and through the inclusion order on image sets. For right regular
representations, the correspondence between the J -class order and the skeleton is one of isomorphism.

The mathematical analysis is illustrated by the computational examples produced by the packages [3,8] for the
GAP computer algebra system [5].
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The Markoff graph is formed by taking one vertex for each nonzero integer solution to x2 + y2 + z2 = 3xyz
and connecting two vertices with an edge when one triple can be obtained from the other by a Vieta involution:
(x,y,z) 7→ (yz− x,y,z), (x,y,z) 7→ (x,xz− y,z), or (x,y,z) 7→ (x,y,xy− z). As Markoff showed in 1879 [1], the
Markoff graph is simply a 3-regular tree. Complications arise, however, when triples from Z3 are replaced by
triples from (Z/pZ)3 that solve x2 + y2 + z2 ≡ 3xyz mod p for some prime p. The resulting graph is generally
far from simple. In fact, there is currently no known, efficient way to find a path from one vertex to another, nor
is it known whether such a path always exists. (Though Silverman has just given a path-finding algorithm with
subexponential complexity under some heuristic assumptions [2].) It was first conjectured by Baragar in 1991 that
Markoff mod p graphs are indeed path connected [3], but only the last 8 years has seen significant progress toward
a proof. Specifically, Bourgain, Gamburd, and Sarnak showed that the set of primes for which the Markoff graph is
connected has density 1 among all primes [4], and a subsequent result of Chen’s implies that the set of exceptional
primes is in fact finite [5].

In this talk, we show that the Markoff mod p graph is connected if p> 2.564 ·10394. The novel theory behind
this lower bound is that of maximal divisors. We call a divisor of n ∈ N maximal with respect to some x ∈ R if it
neither exceeds x nor properly divides another divisor of n not exceeding x. We give explicit upper bounds on the
number of maximal divisors (depending on the relative sizes of n and x) along with data that suggests a conjectural
refinement of our bound, and we discuss how maximal divisors find use in analyzing certain inclusion-exclusion
summations like those appearing in Bourgain, Gamburd, and Sarnak’s work on Markoff mod p graphs.
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The solution of the Navier-Stokes equations at high Reynolds number is generally chaotic, random, dissipative,
and characterized by a wide range of length and time scales. Recently, data-driven methods have gained increasing
popularity for the analysis of Navier-Stokes turbulent flows. This is a critically important new direction because the
question concerning global-in-time existence of smooth solutions remain open as one of the milliennium problems
of the Clay Mathematics Institute. In this paper, we propose a data-driven methodology to perform a computational
search for the observability and reconstruction of 2D Navier-Stokes flows. First, we study the proper orthogonal
decomposition (POD) method for observing some a priori bounds of the spatial solution modes on a finite time
interval [0,T ]: ∫ T

0
||uuu(xxx, t ′)||

4q
3(q−2)

Lq(Ω) dt ′ ≤ E
2q

3(q−2)

0 ,

where E0 := 1
2 ||uuu(xxx,0)||L2(Ω), 3 ≤ q ≤ 6, and uuu(xxx, t) is a local solution of the Navier-Stokes equation. Next, we

study the dynamic mode decomposition (DMD) technique to reconstruct the observed solution and predict the
future state in order to analyse the global-in-time regularity of classical solutions. In particular, we present the
DMD analysis of moving shocks in 1D Burgers equation and chaotic dynamics in 2D Navier-Stokes equations in
the presence of cylinder- and airfoil-like solid objects. We show that if the dynamics is observed by maximizing
the energy on a low-dimensional space, the dynamic modes of the flow captures the global in time regularity of
the solution. The results indicate that the smooth solution is uniquely determined by a finite set of successive
observations, where the necessary number of observations depends on the chaotic nature of the dynamics. Thus,
the data-driven DMD analysis of 3D Navier-Stokes flows at very high Reynolds number may reconstruct the
global-in-time smooth solution if the observations capture the maximum growth of the energy.
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Mechanistic modelling approaches have become integral to systems biology to describe known physiology and
fill in the gaps in our understanding of which complex interactions drive host-pathogen responses. They, therefore,
provide valuable insights for public health planning and infectious disease control.

In this mini-symposium, I will present our work on developing a mathematical model to study humoral
(antibody-mediated) immunity. B cells and their antibodies are critical to protecting against COVID-19 over
time [1]. However, it is increasingly evident that waning antibodies after natural infection or vaccination translate
to reduced defence against repeated SARS-CoV-2 infections. To understand the dynamics of antibody production
from B cells, we constructed a computational biology model describing B cells and IgG-neutralizing antibodies
coupled with host-pathogen interactions. This model provides better insight into the kinetic processes and mecha-
nisms driving the humoral response against SARS-CoV-2. Our model delineates the initiation of B cell responses
through their differentiation to germinal center cells, long-lived plasma cells, and memory cells. It sheds light on
how antibodies are produced in primary and secondary reactions.
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Analysis of the Semigroup Related to the Petri Net of a Traffic Roundabout
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The Petri nets have proven their effectiveness in modeling discrete dynamic systems whose state evolves over
configuration space in discrete time steps [4]. In this paper, we construct a Petri net that models the flow of cars
on a roundabout with n entrances, which is symmetrical about its places, and analyse the semigroup related to the
constructed Petri net. An example of the "roundabout” Petri nets with 3 and 4 entrances can be seen in Figure 1.
The paper focuses on investigating the complexity of the model in Krohn-Rhodes terms using the holonomy
decomposition of the “roundabout” transformation semigroup and the general properties of such Petri nets for
different n [2, 1]. The Petri net is built and converted into a corresponding transformation semigroup with the

Figure 1: The Petri net of a roundabout with 3 entrances (left) and 4 entrances (right). Circles denote places that can be occupied by

single vehicles. Transitions, represented by rectangles and arrows connect places and allow a vehicle 1) to leave roundabout or 2) to enter

the roundabout (though this is inhibited by the presence of a vehicle to the left of the entrance place) and also 3) to move forward clockwise

into a place unless it is occupied by another vehicle.

GAP computer algebra system [3], particularly the pn2a package [5]. We examine the resulting semigroup using
holonomy decomposition with the SgpDec package [6], which represents the hierarchical structure of the building
blocks of the semigroup. We study the natural subsystems of the configuration space and the permutator groups
acting on them, some of which are non-abelian or non-solvable.

Exploring the "roundabout" Petri net using holonomy decomposition has given us a deeper understanding of
the processes taking place on the traffic roundabout. We obtain interesting patterns of changes in the number and
location of vehicles on the traffic roundabout, which are described by permutator groups.
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The sandpile model was introduced in 1987 [1], [2] to study self-organized criticality. It is a discrete event
dynamical system always considered on a fixed graph with certain toppling rules for the stabilization of the con-
figurations of the graph. Such a model leaves room for the variability of both the graph and the stabilization rules.
In this work, we consider the well-known Abelian sandpile model (ASM) on finite graphs of certain families and
the non-Abelian model on directed rooted trees defined in [3].

The interest of the study is the structure of the semigroup and group of recurrent configurations of the sandpile,
the neutral element and the generators of this group, as well as idempotents, and possible decompositions of the
semigroups. In ASM we have a semigroup acting on itself and can consider the recurrent group of sandpile that
is the minimal ideal of the commutative monoid. So, for example, the initial study for the Abelian sandpile shows
the cyclicity of the recurrent group of a circle graph with one sink vertex and the dependence of the general form
of the generator and the neutral element on the size of the graph. In the case of the semigroup being aperiodic as
in the case of a non-Abelian sandpile semigroup on a directed rooted tree, we can study the aperiodic complexity
[4] of the semigroup and constructively show the emulation of the sandpile semigroup by the wreath product of
irreducible semigroups.
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We introduce a new criterion, order symmetry, for assignment mechanisms that match n objects to n agents with
ordinal preferences over the objects. An assignment mechanism is order-symmetric with respect to some proba-
bility measure over preference profiles if every agent is equally likely to receive their favorite object, every agent
is equally likely to receive their second favorite, and so on. When associated with a sufficiently symmetric proba-
bility measure, order symmetry is a relaxation of anonymity that, crucially, can be satisfied by discrete assignment
mechanisms. Furthermore, it can be achieved without sacrificing other desirable axiomatic properties satisfied by
existing mechanisms. In particular, we show that it can be achieved in conjunction with strategyproofness and
universal efficiency via the Top Trading Cycles mechanism (but not Serial Dictatorship). The practical utility of
order symmetry is substantiated by simulations on Impartial Culture and Mallows-distributed preferences for four
common assignment mechanisms. Our formalization clarifies the difference between TTC and RSD, which have
been treated as completely equivalent by many authors over the last 25 years.
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We present a novel approach combining the ensemble Monte Carlo technique with a penalty method to effi-
ciently solve the time-dependent incompressible Navier-Stokes equations (NSE) with random forcing and initial
conditions.

Our algorithm solves a linear system with a shared coefficient matrix and multiple right-hand sides, which
reduces CPU time and memory usage. By relaxing the incompressibility condition, this algorithm uncouples the
velocity and pressure, reducing the computational complexity that enables the use of larger ensemble sizes. Larger
ensemble sizes are essential for modeling the uncertainty and variability of flows, particularly for turbulent flows.

We first apply this algorithm to deterministic NSE and derive an optimal error estimate of the numerical
velocity using the finite element method with temporal and spatial discretization. Then, we extend it to the NSE
with random forcing and initial conditions, which captures the uncertainty and variability in fluid flow.

Theoretical analysis demonstrates the accuracy of our approach. This approach shows promising results in
improving flow predictions and has the potential to enhance the efficiency and accuracy of fluid simulations. We
are currently conducting numerical experiments to validate the accuracy and performance of our method.
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On Optimization of Conservation laws with space discontinuous flux
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We shall discuss optimization problems for conservation laws with space discontinuous flux or evolving at a
junction. Such problems are investigated in the context of inflow controls acting at the discontinuity interface or
of distribution controls acting at the junction. The analysis and characterization of the corresponding attainable
profiles at a fixed time for these problems yields the existence of optimal solutions. Applications to traffic flow
and petroleum reservoir models will be addressed.
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A Carmichael number is a squarefree, composite, integer n that is a Fermat pseudoprime to the base a for
every a relatively prime to n. Carmichael numbers have long been of theoretical and practical interest. On the one
hand, they exhibit divisibility properties that are of mathematical interest. On the other hand, a table of Carmichael
numbers is useful for primality testing.

The presenter will report on new work that gives algorithmic improvements to the problem of tabulating
Carmichael numbers, the first such improvements since the work of Pinch [1]. These improvements are expected
to culminate in world record tabulations.
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What can theta functions tell us about abelian threefolds?
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In this talk we will summarize our work of the last six years on the construction of CM Jacobians of dimension
3 over C, done jointly with Sorina Ionica, Pinar Kılıçer, Kristin Lauter, Elisa Lorenzo Garcìa, Maike Massierer, and
Adelina Mânzăţeanu. We begin with a period matrix for a complex abelian threefold which we have constructed
to have complex multiplication by a sextic field, to be simple, and to admit a principal polarization. From these
objects we can compute the theta constants associated to the threefold, which are the values taken by some theta
functions when evaluated at a period matrix of the threefold. Over the years we have succeeded in wresting a lot
of very cool information from these constants!
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In this study, we explore the algebraic structure of two-player games and verify their complexity. Assuming
that a game has discrete and finite action and observation space, we define its complexity to be the minimal Krohn-
Rhodes complexity among the best-play automata. This definition was first introduced by Rhodes, who also made
several conjectures on the complexity of Tic Tac Toe, Nim, Hex, and Go [1]. Therefore, our main objective is to
find suitable state-space formulations for these games, construct their best-play automata, decompose and analyze
their complexity. Wherever applicable, we also aim to make connections to classical game theory. For example,
Sprague-Grundy theorem states that all impartial games have equivalent nimbers [2]. We shall compare nimbers
and their resulting winning strategies with our assorted impartial game complexity findings.

We apply the following methodology. Firstly, we perform a full minimax tree search to obtain the optimal
sets of strategies each player could use. Secondly, we nondeterministically choose an optimal strategy for one of
the players and construct a optimal-play automaton. Thirdly, we apply tools such as SgpDec to decompose this
transformation semigroup and check its complexity [3]. At the present moment, we have decomposed several
simple games. For example, a sample machine for Tic Tac Toe is shown in Fig. 1 below. In this construction,
each state is a board position in opponent’s view, and each arrow with label (0-8) represents a possible move from
the opponent. The arrow leads to a new state where our player made an optimal response to the opponent’s move
already. A duplicate therefore illegal move will go to a garbage state permanently. We found two natural subgroups
acting on valid game states, which implies a Krohn-Rhodes complexity at most 2.

Figure 1: One construction of optimal gameplay machine for Tic Tac Toe.

This study is significant because it provides an abstract algebraic view on finite discrete games. We construct
hierarchical coordinate systems to navigate their optimal gameplay loops and study their complexities. Overall,
our research serves to bridge the gap between algebraic automata theory and classical game theory.
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A Pressure-Based Model of IV Fluid Therapy Induced Volume Kinetics in Cats
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Medical health care for pets is becoming more common. For this reason, veterinary researchers are interested
in the kinetics of intravenous (IV) fluid therapy and how it affects the movement of fluids within animals. Clinical
researchers have in the past used a heuristic linear ordinary differential equation (ODE) model, designed initially
for humans, that attempts to mimic these kinetics [1, 2]. However, this model is, at best, only loosely based on the
physical and biological realities of the phenomena. We have developed a nonlinear ODE model for these volume
kinetics that is based on pressure, both hydrostatic and osmotic, as the driving force in volume changes in the
plasma and the interstitial space. Our model is of the same order of complexity as the linear model, having the
same number of free parameters. To assess the model we have compared our new model’s and the linear model’s
abilites to fit experimental data from cats. These experiments involved measuring hemoglobin, hematocrit, red
blood cell count, blood pressure, urine excretion, and other physiological properties in cats undergoing IV fluid
therapy every 5 to 15 minutes for 3 hours. These data were used to determine blood plasma volume and urine
volume over time. Although the data are somewhat noisy and both models are relatively gross caricatures of the
complicated biological and physical processes involved, the comparison indicates that our model better captures
the kinetics of these volume spaces, especially when blood pressure data are included in the models.
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Diverse myelination patterns impact action potential conduction timing
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The white matter (WM) consists mostly of myelinated axons that support coordination of neural signals be-
tween different brain regions. The conduction of action potentials (APs) along WM is sensitive to myelin, a lipid-
rich material wrapping around axons in a spiral fashion, formed by glial cells called oligodendrocytes. Myelin
notably influences the time it takes for APs to traverse towards their post-synaptic targets (known as conduction
delay). How do changes of myelin sheath length and location along individual axons influence conduction timing?
Previous studies aiming to answer this question are based on the simplified assumption that myelin sheaths are
periodically located along axons and are thus very symmetric. However, periodic myelin patterns are far from
reality. Experimental results in mice show distinct myelin patterns [1]. In our work we estimate conduction de-
lays along axons of diverse myelination, namely the myelin sheaths have different longitudinal lengths and are
randomly distributed along axons.

We build a comprehensive mathematical model based on the cable theory [2]:

∂u

∂ t
= k

∂ 2u

∂x2 , (1)

∂u

∂ t
= k

∂ 2u

∂x2 + I(u) , (2)

u−(α, t) = u+(α, t) and
∂u−
∂x

(α, t) =
∂u+
∂x

(α, t) , (3)

where k ∈R, x∈ [xmin,xmax] and t > 0. The solution of Eq. 1 is the AP within a myelinated segment. Eq. 2 describes
the dynamics at an unmyelinated segment. The highly nonlinear term I(u) is the sum of the ionic currents. At the
interface (α) between a myelinated and an unmyelinated segment we apply continuity conditions (see Eq. 3). By
adding appropriate initial and boundary conditions we solve the system numerically using advanced techniques.
Given the complexity of the nonlinear system some mathematical analysis is provided whenever possible.

We found that low levels of myelination incur high variability of conduction timing whereas higher levels of
myelination are more robust to lengthwise geometric changes of myelin sheaths. By increasing the lengths of
individual axons we found that conduction time varies with axon length – AP conduction delays are variable on
longer axons.
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Evaluating and Improving Flow Models for Low Permeability Media
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The governing equations for fluid flow in porous media are often based on Darcy’s Law (1), which relates the flow
rate of a fluid to the permeability of the media k, the viscosity of the fluid µ , and the pressure gradient causing
the flow. The numerical models resulting from these equations have wide applications but encounter significant
challenges when the permeability is low.

q =−kA

µ

d p

dx
(1)

The objective of this work is to improve the numerical modeling of low permeability flow by first investigating
the effects of the low permeability on the performance of numerical models and then using an empirically derived
model to replace Darcy’s Law in the development of the numerical model and comparing the results. A PDE
has been developed for time dependent flow of slightly compressible fluid (liquid with a significant amount of
dissolved gas) by combining Darcy’s Law with Conservation of Mass and a fluid model based on a small and
constant fluid compressibility. The governing equation has the form given below.

∂ 2 p

∂x2 = ϕ (ct)
µ

k

∂ p

∂ t
(2)

For the numerical study, dimensionless parameters are found using the Buckingham PI theorem to provide a di-
mensionless PDE. This equation is discretized and solved, providing a tool to monitor how numerical performance
changes with lower permeability. Fuquan [1] classifies low permeability reservoirs as those with a permeability
less than 0.05 darcies, and [1] states that flow in such reservoirs does not follow Darcy’s Law. In these cases
an alternative to Darcy’s Law is needed in order to successfully model flow of incompressible fluids in steady
state conditions. Alternative models have been developed based on empirical data, including a threshold pressure
gradient model (3) developed by Huang [2].

v =

{
0 d p

dx < G
−k
µ

(
d p
dx −G

)
d p
dx ≥ G

}
(3)

To improve the modeling of the time dependent case for slightly compressible fluids, the threshold pressure gradi-
ent model has also been combined with Conservation of Mass and the slightly compressible fluid model to develop
a PDE designed for transient flow. Numerical simulations allow us to compare the numerical performance with
those of the model based on Darcy’s Law. This comparison allows us to determine if this approach gives better nu-
merical performance. The validity of the results of the new model will be further investigated by the construction
of a laboratory apparatus designed to provide the same type of boundary condition control and pressure measure-
ments predicted by the numerical model. This new way of modeling low permeability flow can have a significant
impact for the goal of developing full field scale simulation tools for subsurface modeling.
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Hyperelliptic curves in abelian surfaces
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We describe a method to produce a large collection of pairwise non-isomorphic hyperelliptic curves that all map
birationally into a product of elliptic curves, and discuss applications to rational equivalences in Chow groups and
rational curves in Kummer surfaces.
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This study explores the intersection of mathematics and music theory by investigating the algebraic 
structures of discrete dynamical systems in the context of musical symmetry. Building on a body of literature 

that demonstrates the applications of mathematics in music theory, including Michiel Schuijer's "Analyzing 

Atonal Music Pitch-Class Set Theory and Its Contexts" [1], which presents a pitch-class set theory application 

in musicology, and Robert W. Peck's application of the wreath product to concepts in music theory [2], this 
study formalizes notes, melodies, and operations over them in algebraic terms, presenting a dynamical system 

that models the space of melodies and operations over them. The obtained dynamical system is analyzed in 

detail, including finding equations for symmetric melodies and providing solutions for them. Concrete 
examples of symmetric melodies for each symmetry case are provided. The methodology involves defining 

domains of notes and melodies as sets and presenting possible dynamical systems in terms of transformation 

groups and semigroups. The study demonstrates the potential for mathematical approaches to uncover new 
insights in the arts by utilizing dynamical systems. The findings contribute to the growing body of research on 

the application of algebra to music theory, offering new avenues for analyzing musical works. The 

significance of this study lies in its ability to combine diverse fields, showcasing the importance of 

interdisciplinary research in unlocking new perspectives in the arts. It is hoped that this study will inspire 
further exploration of the intersection between mathematics and music theory. 
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The focus of this presentation is the development and analysis of a time filtering process for a linear 

hyperbolic equation motivated by the modeling of the transcription of ribosomal RNA in bacteria (see Refs. 
[1, 2]). Recently the time filter has been combined with fully implicit schemes for nonlinear problems in order 
to increase accuracy with minimal modifications to existing code (see Ref. [3]). In this talk, we demonstrate 
the numerical study of adding a time filter to first and second order schemes for hyperbolic problems. A new 
explicit implementation is presented, and increased accuracy of the filtered upwind scheme is observed for test 
problems. The typical treatments for explicit schemes for hyperbolic problems require calculations for CFL 
conditions in order for the filtered schemes to remain stable. A stability condition for the new algorithm is 
derived. Numerical computations illustrate stability and convergence as well as dissipation and dispersion of 
the filtered schemes. 
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Decay rates for the damped wave equation with time dependent damping
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Given a Riemannian manifold (M,g) and a nonnegative function W ∈ C0(M), the initial value problem for the
damped wave equation is

(∂ 2
t −∆g +W∂t)u = 0, (u,∂tu)|t=0 = (u0,u1) ∈ H1(M)×L2(M). (1)

It describes the evolution of a vibrating system in the presence of a damping force, W .

The quantity of particular interest is the energy

E(u, t) =
1
2

∫

M
|∇u|2 + |∂tu|2dx. (2)

This energy is non-increasing, so it is of interest to find a rate r(t)→ 0 as t → ∞, such that

E(u, t)≤ r(t)E(u,0), (3)

for all solutions with initial data in H1(M)×L2(M). It was shown in [1, 2] that (3) holds with r(t) =Ce−ct , if and
only if, the damping satisfies the Geometric Control Condition (GCC). The GCC is the existence of some L > 0
such that every geodesic of length at least L intersects {W > 0}.

It is natural to consider the case where the damping W depends on time as well. In [3] it was shown that if W is
time periodic and satisfies the finite time Geometric Control Condition (ftGCC), then (3) holds with r(t) =Ce−ct .
The ftGCC is the existence of some T > 0 such that every geodesic in M × [0,∞) starting from t = 0 intersects
{W > 0} by time T .

I will discuss a generalization of these results to full time dependence. Let φt(x,ξ ) be the geodesic in M starting
at (x,ξ ) ∈ S∗M. The time dependent Geometric Control Condition (tGCC) is the existence of some C > 0,T0 > 0,
such that for all (x,ξ ) ∈ S∗M, t0 ∈ [0,∞) and T > T0

1
T

∫ T

0
W (φt(x,ξ ), t + t0)dt ≥C. (4)

If the tGCC holds, then exponential decay occurs in (3). This notion of long time averages of the damping comes
from [4], where it was shown this is equivalent to the GCC when W does not depend on time. When W is
time periodic this is equivalent to the finite time GCC of [3]. The proof of exponential energy decay relies on a
careful application of propagation of singularities, where the escape function is explicitly constructed to ensure the
uniformity of constants.
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Complex oscillatory patterns in a predator-prey model featuring three timescales
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We consider a two-trophic ecosystem that models the interaction between a specialist predator (one that relies
exclusively on a single prey species), a generalist predator (one that takes advantage of alternative food sources in
addition to consuming the focal prey species), and their common prey featuring three-timescales. Assuming that
the prey operates on a faster timescale, while the specialist and generalist predators operate on slow and superslow
timescales respectively, we portray the model in the framework of singular perturbed system of equations. Treating
the predation efficiency of the generalist predator as the primary varying parameter and the proportion of its diet
formed by the prey species under study as the secondary parameter, the system exhibits a host of rich and interesting
dynamics, such as relaxation oscillations, mixed-mode oscillations, subcritical elliptic bursting, torus canards, and
mixed-type torus canards. Grouping the timescales into two classes and using the timescale separation between
classes, we perform two-timescale analyses to gain insight about the dynamics. Using the geometric properties
and singular flows in combination with bifurcation analysis, we classify the oscillatory dynamics and describe the
transitions from one type of dynamics to the other.
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Relaxation of heavy hole spins in wurtzite semiconductor quantum dots 
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Based on stain dependent 8-band k.p method, we investigate the phonon mediated spin flip rate in wurtzite GaN 

Quantum Dots (QDs). In an unstrained QDs, our study shows that the crossing between heavy holes and light holes with 
opposite spin states takes place with the accessible values of the magnetic fields. As a result, we find the cusp-like struc-
ture in the spin flip rate near the crossing point. However, in strained QDs with piezo-electromechanical effects, the re-
laxation rate for heavy holes is a monotonous function of the magnetic fields. Also, the spin relaxation rate for electrons 
in the conduction band in both unstrained and strained (with piezo-electromechanical effects) QDs are a monotonous 
function of the magnetic fields. In particular, piezo-electromechanical effects enhance the phonon mediated spin-flip rate 
by two orders of magnitude at low magnetic fields. We also analyze the individual contribution of longitudinal, transverse 
acoustic phonon and phonon due to longitudinal acoustic deformations potentials in the spin transition rates. 
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Machine-Learning-based Spatial Route Planning in Polar Regions  
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Increasing shipping activity in northern regions is anticipated with warming climate, as the number of nav-

igable days increases with declines in sea ice thickness and concentration [1]. An increasingly dynamic sea ice 
regime raises interesting questions for spatial modelling of optimal shipping routes, which must incorporate a 
wide variety of factors representing antecedent, current, and forecasted conditions. Geospatial routing in real-
world applications typically rely on grid-based approaches to represent the landscape as a friction surface, and 
movement over this landscape as cost minimization problem. Given the wide geographical area and overall 
sparsity of ground-truth data in arctic regions, multi-resolution approaches hold some potential. Discrete glob-
al grid systems have emerged as a candidate data model for geospatial data integration with multi-resolution 
properties determined by the system parameter known as aperture. In this paper we explore the unique charac-
teristics of applying DGGS data model to spatial route planning in arctic domain with an emphasis on multi-
resolution fusion and route planning. A machine-learning model for spatial route prediction in arctic environ-
ment based on the XGBoost modelling framework [2] is introduced and evaluated against vessel trip data. 
Finally, we discuss implications of route planning models in an applied software deployment context, high-
lighting aspects of data acquisition, runtime, and model evaluation and retraining. Dynamic spatial route plan-
ning algorithms are needed for operational planning of vessel trips and for managing increased vessel traffic 
density and associated impacts to communities. 
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Energy-conserved numerical methods for Electromagnetic Propagations in

Nonlinear Metamaterials and with Stochastic Noises
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Due to unusual physical properties that cannot be found in natural materials, metamaterials have many im-
portant applications such as in aerospace application, aircraft radar and radio frequency, microwave and wireless
interconnect, nanolithography and medical imaging, cloaking device, and so on. Modeling interaction of electro-
magnetic waves within nonlinear dispersive media and with stochastic affection is very important. In this talk,
we will present our study of energy law of electromagnetic propagations in metamaterials with stochastic noise
and nonlinearity and our development of energy-conserved numerical methods for metamaterial electromagnetic
computations. Because of the local solution behavior and geometrical and media feature, designing local mesh re-
finements is crucial to improve the resolution capacity of solution within metamaterials the computation is required
to improve the resolution capacity and efficiency of solution. However, in the presence of local mesh refinements,
the sudden change of the mesh sizes inevitably produces spurious reflections in the electromagnetic fields. We will
also present the energy-conserved local mesh-refined S-FDTD schemes for solving electromagnetic propagations
in metamaterials.
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Biophysical Modelling of the Mammalian Circadian Clock Suggests Mechanisms

for Altered Behaviour of PER2::LUC Mice
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A ubiquitous tool in circadian biology is the PER2::LUC mouse, a genetically modified animal with cells that
fluoresce along with their internal 24 hour clock. The period 2 (PER2) protein is a core protein in the transcription-
translation feedback loop that underlies the circadian clock and its concentration within cells is a direct indication
of the time of day. Recently there has been mounting evidence that this genetic modification alters the clock and
its response to light [1]. In particular, the intrinsic period in constant darkness is longer in the PER2::LUC mouse
than the wildtype mouse and the PER2::LUC mouse has dissociated rhythms in constant light. Is is imperative
to understand the cause of these differences, which we address using a detailed simulation [2, 3]. The site of
the master clock is the suprachiasmatic nucleus consisting of 20,000 electrically and chemically coupled neurons.
The molecular clock is a transcription-translation feedback loop within each neuron that is modelled by a system
of 180 ordinary differential equations. On a faster timescale, the electrical activity of these neurons is driven by
voltage-gated ion channels, internal calcium dynamics, and synaptic currents, which are described by a ten-variable
ordinary differential equation. I will discuss some of the details of our model, as well as the numerical challenges
associated with solving this large and multi-scale differential equation. The proposed mechanisms for the altered
behaviour of the PER2::LUC mouse arising from the simulation will be compared against wheel-running and
open-field activity, structural imaging of the PER2 protein, and genetic sequencing.
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Delegate Apportionment Methods: the Quota Condition, Bias, and Thresholds
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The US presidential primaries are a series of state elections held every four years to determine the Democratic
Party and Republican Party candidates for president. Each state holds a primary (or caucus) in which voters
select their preference for one of their party’s presidential candidates. The popular votes at the district and at
the state level are converted into delegates using an apportionment method. If a candidate wins a majority of the
delegates during the primaries, then that candidate becomes the party’s nominee for president. If no candidate wins
a majority, then the nominee is determined at the convention.

The seven quota-based apportionment methods used in the primaries from 2008 to 2020 were introduced and
described mathematically in [2]. In this talk, the methods are recalled and then analyzed. We determine which
delegate apportionment methods satisfy lower or upper quota. For methods that do not satisfy the quota condition,
we evaluate how badly quota can be broken under these methods and for which candidates. We also give estimates
for how frequently quota is broken by using simulations and data from previous primaries.

We consider two approaches to measure bias. The first is based on a pairwise comparison of apportionment
methods that Balinski and Young [1] use to compare stationary divisor methods. Using this approach, not all of the
seven methods are comparable to one another, as some methods advantage stronger candidates and other methods
disadvantage weaker candidates. The second approach is based on the idea of seat bias, which was first introduced
in [5] to analyze bias in apportioning representatives to the US House of Representatives. A state’s seat bias is the
expected deviation of its apportionment from its quota. Adapting this notion to delegate allocation, we investigate
and compare the delegate bias for different candidates under each apportionment method.

Finally, we compare the delegate threshold values of each apportionment method. Delegate thresholds, which
are generalizations of the threshold of inclusion and threshold of exclusion, introduced in [4], indicate the minimum
and maximum percentage of the vote that candidates receive to obtain a fixed number of delegates.

The content of this talk appears in [3, Ch. 5].
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tost.II: A temporal operator-splitting template library in deal.II
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Operator-splitting methods are a popular divide-and-conquer method for solving ordinary differential equa-
tions, most notably those derived from a method-of-lines discretization of a partial differential equation involving
multiple physical processes or multiple scales. The main idea is to express the right-hand side of the differen-
tial equation as a sum of different parts and integrate the parts separately. Sometimes the parts are referred to as
fractions, leading to the terminology fractional-step methods [5, 6].

The objective of operator splitting is to reduce a given problem into sub-problems that are somehow easier to
handle. This could be because the entire problem is too large to handle monolithically, i.e., with one integration
method, or because there exist specialized methods to deal with one or more of the parts; e.g., a part may be linear
or known to be stiff. In other words, operator splitting is done in the name of feasibility (obtaining a solution at
all) or efficiency (obtaining a solution in less time).

In my view, operator splitting is a necessary evil and should not be entered into lightly. In practice it seems,
however, that this is exactly what is done! Implementations of operator splitting are commonly done on an ad hoc
basis. Little theoretical attention is paid to choice of operators, order of operators, choice of splitting methods, or
choice of sub-integrators. This has led to gaps in methodology and observations that are not well understood. For
example, although it is known that real-valued operator splitting methods of order greater than two require negative
time steps in each operator [4], it is still possible to obtain stable solutions [2, 3] in the presence of diffusion.

The purpose of this work is to create software for the systematic study of operator-splitting methods. The
software is called tost.II and is built on the well-known deal.II finite element library [1] to leverage the latter’s
powerful spatial discretization capabilities. The temporal operator splitting algorithm implemented by tost.II

exposes the operators, the order in which they are applied, the operator splitting method coefficients (including
complex-valued ones), and the (arbitrary) sub-integrators to direct user input.

The tost.II package is available at https://github.com/uofs-simlab/tostii.
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We first review the convolution approach for the numerical solution of backward stochastic differential equa-
tions (BSDEs) introduced in [1]. We then propose a method for improving the boundary errors obtained when
valuing options. We we modify the damping and shifting schemes used in [1], which transforms the target func-
tion into a bounded periodic function so that Fourier transforms can be applied successfully. Adaptive shifting
reduces boundary error significantly. We present numerical results for our implementation and provide a detailed
error analysis showing the improved accuracy and convergence of the modified convolution method.
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Microbial genetic engineering, the modification of microbes to express novel genes, has applications in fields
including health, agriculture, bio-manufacturing, and environmental remediation [3]. In some cases, the goal is to
modify the behaviour of an environmental population, which requires modified genetic elements to spread from
the engineered organisms to other members of the population. One mechanism we can use is bacterial conjugation,
the process by which bacteria transfer genetic information stored on extra-chromosomal plasmids to adjacent cells.

Although bacterial conjugation has been studied extensively, there are a range of challenges involved in devel-
oping mathematical models that capture interactions among single cells [1]. One challenge is that the process is
highly stochastic and requires individuals to be considered separately, making it unsuitable for traditional differ-
ential equation models. Agent-based modelling has become an important tool in such cases; these models can be
used to investigate population dynamics within large groups of autonomous individuals, including those with high
degrees of stochasticity [4].

Our group is conducting experiments in which E. coli cells grow and interact in the 2D focal plane of a
microscope. Time-lapse imaging allows us to capture the dynamics of cell growth and motion. By tagging cells
with florescent proteins, we can identify the genetic state of each cell and observe the transfer of plasmids via
changes in florescence signatures. However, there is a delay (on the order of tens of minutes) between gene
transfer from conjugation events and the appearance of a fluorescence signal.

In the context of epidemiology, Fajardo et al. consider an infection network where only some cases of an
illness are known [2]. They demonstrate how an integer program can be used to infer the progression of the illness
through the population, including a set of all infected individuals and by whom they were infected. From our data,
we construct contact networks and lineage trees that allow us to formulate our problem similarly to Fajardo et
al. Our contact network is a graph with a vertex for each cell in each time-point snapshot. The edge set consists
of ‘horizontal’ edges representing physical contacts at each snapshot, along with ‘vertical’ edges representing the
evolution of a lineage over time.

We formulate an integer program to find a directed Steiner tree on this graph, with the fluorescing bacteria as
the Steiner nodes. Further, we impose additional biologically motivated constraints; for instance, we require that
every ‘infected’ bacterium passes on the plasmid to its daughter cells. We then optimize for the most likely set of
transmissions, where we consider factors such as the latency period between receiving and expressing the plasmid
and the duration of each contact. Validating our model on our experimental data allows us to use these results for
calibration of an agent-based model for bacterial conjugation.
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The human knee is a complex structure that is prone to injury, which can lead to osteoarthritis resulting in 
disability. Biomechanical studies often use finite element (FE) modeling to develop understanding of the risk 

for progression of disease. However, models must address uncertainties in inputs and variations between indi-

viduals. In this work, we study treatments for injuries to the meniscus, a fibro-cartilagenous structure that pro-
vides cushioning and stability in the knee. One of the most common surgical procedures is the partial meniscec-

tomy. In most individuals, this treatment is successful in reducing pain, but in others, rapid progression to oste-

oarthritis occurs [1]. Our goal is to identify characteristics of the patient or injury that lead to successful out-

comes. In this presentation we will describe development of validated FE models, sensitivity to model inputs 
and describe a predictive statistical model based on knee geometry, tissue properties and injury characteristics.   

We have developed five FE models based on four cadaveric knees and one volunteer. Model geometries 

were based on magnetic resonance imaging to allow segmentation of cartilage, meniscus and bone surfaces. 
Using a custom loading apparatus, knees were loaded in the MR scanner to identify the bony motions between 

unloaded and loaded states [2]. FE models were generated for analysis with Abaqus software. Cartilage was 

assumed to be isotropic linear elastic, while menisci were modeled as transversely isotropic, and meniscal at-
tachments were nonlinear springs. Each model geometry was run with 70 material property combinations based 

on a maximin space filling algorithm [3]. This efficient design explored the design space across a range of inputs, 

while allowing identification of complex relationships between input parameters. We characterized anatomic 

variations with 20 parameters of the bones and menisci. Small and large partial meniscectomies were simulated 
in each model to explore the impact of the size and location of the injury and treatment.  

Validations of models show very good agreement with sensors measuring contact pressures. Our results in-

dicate that the role of the meniscus is most dependent on anatomic variations and size of the meniscectomy, with 
widely ranging material properties contributing minimally to the % load carried by the meniscus. Initial predic-

tive models based on geometric features, material properties and size of meniscectomy were highly successful 

in predicting load distributions in the treated knee.  
 

 
 

Figure 1: a.) Image-based finite element model of the human knee, including cartilage and meniscus. b.) Contour plots 

indicating distribution of contact pressure in the intact knee, c.) with small meniscectomy and d) large meniscectomy.  
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A voting rule decides on a probability distribution over a set of m alternatives, based on rankings of those

alternatives provided by agents. We assume that agents have cardinal utility functions over the alternatives, but

voting rules have access to only the rankings induced by these utilities. We evaluate how well voting rules do on

measures of social welfare and of proportional fairness, computed based on the hidden utility functions.

In particular, we study the distortion of voting rules, which is a worst-case measure. It is an approximation ratio

comparing the utilitarian social welfare of the optimum outcome to the social welfare produced by the outcome

selected by the voting rule, in the worst case over possible input profiles and utility functions that are consistent

with the input. The previous literature has studied distortion with unit-sum utility functions (which are normalized

to sum to 1), and left a small asymptotic gap in the best possible distortion. Using tools from the theory of fair

multi-winner elections, we propose the first voting rule which achieves the optimal distortion Θ(
√

m) for unit-

sum utilities. Our voting rule also achieves optimum Θ(
√

m) distortion for a larger class of utilities, including

unit-range and approval (0/1) utilities.

We then take a similar worst-case approach to a quantitative measure of the fairness of a voting rule, called

proportional fairness. Informally, it measures whether the influence of cohesive groups of agents on the voting

outcome is proportional to the group size. We show that there is a voting rule which, without knowledge of the util-

ities, can achieve an O(logm)-approximation to proportional fairness, which is the best possible approximation. As

a consequence of its proportional fairness, we show that this voting rule achieves O(logm) distortion with respect

to the Nash welfare, and selects a distribution that is approximately stable by being an O(logm)-approximation to

the core, making it interesting for applications in participatory budgeting.
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The moduli space of principally polarized abelian surfaces with full 3-level structure admits a birational quartic
model in P4, called the Burkhardt quartic threefold. Its geometry is well-studied and characterized by its large
number of isolated singular points and its large automorphism group.

Over non-algebraically-closed fields it admits many twists. Some of those, but not all, parametrize different
3-level structures on abelian surfaces. We identify an explicit representative of an element in the Brauer group
that measures whether a given twist parametrizes abelian surfaces. The ones that do not, still parametrize Kummer
quartic surfaces.

Even more surprisingly, the Brauer element is of period dividing 2, but may be of index 4. We give an example
of such a quartic surface over a bivariate function field. We even get to conclude that this surface has only one
rational point.

In this talk we will give a description of the beautiful underlying classical algebraic geometry as well as the
way the representative of the Brauer element can be obtained, and how one can use it to prove the absence of
rational points.
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Many applications of partial differential equations are either high dimensional or involve domains with irreg-
ular boundaries. In both cases, traditional grided methods face considerable challenges constructing and storing
grids. We present a grid-free and highly parallelizable Monte Carlo method for quasilinear elliptic and parabolic
equations based on their connection with Brownian motion [1, 2]. Additionally, we represent the solution using
a deep neural network trained using reinforcement learning and a loss derived from a martingale of the stochastic
process. We demonstrate our numerical method on the incompressible Navier-Stokes equations [3]. The output of
the deep neural network is the vector potential for the flow, which allows us to avoid computing the pressure while
nonetheless maintaining incompressibility. Problem parameters, like the fluid viscosity, are inputs to the neural
network allowing us to solve families of problems concurrently. Borrowing ideas from domain decomposition
methods, regular parts of the domain are solved with finite difference or integral equation methods and provide
training data for the neural network. Our high-performance PyTorch implementation will be exhibited on several
challenging fluid flow problems.
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A supersingular isogeny graph is a graph whose vertices are supersingular elliptic curves over Fp (where p is
typically a large prime in our context), and whose edges represent isogenies of degree ℓ (typically a small prime).
Hard problems concerning pathfinding in supersingular isogeny graphs form a basis for post-quantum isogeny-
based cryptography. In this talk, I will describe the structure of isogeny graphs of CM curves, and of oriented
supersingular curves, and their relationship to the structure of supersingular isogeny graphs. In particular, the
endomorphism ring of a supersingular elliptic curve is an order in a quaternion algebra. Embeddings of imaginary
quadratic orders into this quaternion order are called orientations. Explicit knowledge of this endomorphism ring
leads to well-known pathfinding algorithms. In joint work, we develop classical and quantum algorithms for path-
finding under the assumption that only one endomorphism from this order is known (equivalently, one orientation).
In related work, we demonstrate a bijection between the cycles in a fixed isogeny graph and the cycles in the union
of all CM graphs which cover it. As a result, we count the cycles in the isogeny graph in terms of certain class
numbers of imaginary quadratic orders.
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We construct a model of the feedback mechanisms that regulate abundance of ribosomes in E.coli, a prototypical
prokaryotic organism. The translation process contains an important feedback loop: ribosomes are made up of
proteins, which need to be translated by ribosomes. The goal of the work is to model the main feedback loops that
control abundance of ribosomes in response to external conditions. The model accounts for the concentrations of
the free ribosomes R, ribosomal RNA (rRNA) denoted by r, and proteins p, which are translated from mRNA m
using ribosomes R. We include direct negative feedback loops where ribosomal proteins, when in excess, slow
down their own translation. The effect of the signaling molecule ppGpp is also included as a negative feedback
mechanism, along with the effect of the abundance of building blocks for mRNA and rRNA synthesis. The model
consists of a system of six differential equations parameterized by 23 parameters. Our analysis shows that for all
values of parameters, the model system has either one equilibrium S, or two equilibria S and P in the biologically
feasible region R6+.

Equilibrium S represents the stationary state of the system where there are no free ribosomes, no free ribosomal
proteins, and both the rRNA and mRNA concentrations remain at base level. In a broader context of allocation of
cellular resources, this corresponds to a state of the cell where all existing ribosomes are engaged in translation.
This is consistent with a stationary growth phase. The state P represents the proliferative state of the system where
ribosomal proteins and ribosomes are being produced at a rate that produces ribosomes that are not needed for
ribosomal protein translation. Hence, these extra ribosomes can be allocated to enzymes and transport complexes
that allow cellular growth. A stability analysis shows that P emerges from S by a transcritical bifurcation and,
when P exists, it is asymptotically stable. When only the equilibrium S exists in R6+, it is also asymptotically
stable. The key determinant of the transition between the stationary regime and the proliferative regime is the state
of the feedback loop between ribosomes and ribosomal proteins. The proliferative equilibrium P exists, if and only
if the production rate of ribosomal proteins exceeds a threshold value that is comprised of two terms, one of which
describes the demand for these proteins through production of ribosome rRNA scaffold and the other describes the
assembly rate of these proteins.

In the ODE model, transcription and translation are considered to be instantaneous; however, a more biologi-
cally reasonable assumption is that free ribosomes and mRNA are sequestered in a compartment accounting for the
time required for translation for example. Fundamentally the transcription and translation can be characterized by
a molecular motor elongating along a DNA or mRNA strand in order to transfer genetic information to a nascent
copy. The newest phase of the work seeks to model these processes using a prototypical compartment model. Each
compartment model takes the form of a hyperbolic conservation law where the biological parameters inform the
model construction. These compartments account for the time and spatially dependent processes required to pro-
duce rRNA as well as the interactions between ribosomes and mRNA required to produce the ribosomal proteins.
Each of these elements is essential for ribosome assembly. Numerical results are presented to compare the results
of the original ODE model with the new combined system of ODEs and PDEs. In particular, we characterize the
equilibria of the combined system and compare it to that of the original ODE system model.
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Approval voting is a well-studied voting procedure [1]. The procedure is relatively simple: Given a set of
candidates, each voter chooses a subset of the candidates, and the candidate chosen the most is then declared the
winner. Approval voting can also be described in terms of distributing points, where each voter gives 1 or 0 points
to each candidate, and the candidate who receives the largest total number of points is the winner.

Viewing approval voting in terms of distributing points can be helpful when thinking about variations of ap-
proval voting. For example, with satisfaction approval voting [2], a voter who chooses a k-element subset of
candidates (where k ≥ 1) will give each candidate in the subset 1

k points. As with approval voting, the candidate
who receives the largest total number of points is declared the winner.

Interestingly, approval voting and satisfaction approval voting can be viewed as the extreme ends of a one-
parameter family of voting procedures we are calling p-norm approval voting procedures. In this talk, we will
present some of the many properties we have discovered about this seemingly simple family of voting procedures.

To begin to explain, suppose there are n candidates c1, . . . ,cn. If a voter chooses a subset S of these candidates,
then we can encode this choice as a 0-1 vector x = [x1, . . . ,xn] where x j = 1 if c j ∈ S, and x j = 0 if c j /∈ S. For
example, if n = 5 and the voter chooses {c2,c5}, then the associated vector is x = [0,1,0,0,1].

Let p ≥ 1 be a real number. The p-norm of a vector x = [x1, . . . ,xn] is

‖x‖p =

(
n

∑
j=1

|x j|p
)1/p

.

The limit of ‖x‖p as p approaches infinity then gives rise to the infinity norm ‖x‖∞ = max{|x1|, . . . , |xn|}. For
example, if x = [0,1,0,0,1], then ‖x‖1 = 2, ‖x‖2 =

√
2, and ‖x‖∞ = 1.

For each p ∈ [1,∞], we can now create a voting procedure where if x = [x1, . . . ,xn] is the 0-1 vector associated
with a voter’s choice of candidates (as described above), and x is nonzero, then that voter will give 1/‖x‖p points to
each candidate in the set chosen by the voter. We recover approval voting when p = ∞, and we recover satisfaction
approval voting when p = 1. When p = 2, we get a voting procedure we are calling quadratic approval voting,
which is a simplified version of quadratic voting [3], and which in turn was the original motivation for our work.
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We investigate the algebraic structure of a computational process by studying its causal structure –the de-

scription of how different events in the computation affect each other. Specifically, given a computation, we 

can algorithmically produce a causal set [1], which is (almost) a partially ordered set. Then, we can use tools 
from Lorentzian geometry to analyze these causal sets and get a description of the dynamics the computation 

might be attempting to describe. 

 

First, we compile different computational systems (DFAs, Turing machines, and a functional programming 
language) into hypergraph rewriting system [2], from which we can canonically produce causal sets for the 

original causal set. We see that the resultant causal sets encode the dimension of the computation i.e. the level 

of concurrency. If we get large antichains in the causal set, that translates into there being more concurrent 
events, which in physics, translates to higher energy-momentum flux [1]. 

 

We also extend this formalism to algebraic decompositions of computational processes, which are the focus 
of Krohn-Rhodes theory. Using tools from algebraic topology and commutative algebra, we define what it 

means to “glue” certain computations together, and study what the resulting causal set looks like. We also 

investigate the relation to Scott topology in computer science and Zariski topology, and discuss some applica-

tions of algebraic geometry to our research. 
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Gonadotropin-releasing hormone (GnRH) neurons work as a trigger of the reproductive axis in mammals. 

These neurons exhibit two types of exocytosis: a surge and a pulsatile one [1]. Traditionally, changes in the 
neuron dynamics are connected and explained by changes in parameters of the action potential, transmitted by 
a neuron's membrane. However, in the case of GnRH neurons, the experimental data demonstrates that the 
switch in the type of the hormone release is connected rather with the location of the GnRH neuron activation. 
Action potential initiated in the proximity of soma is necessary for the surge of GnRH. The second type, the 
pulsatile release of GnRH, is driven by the synaptic activities on the distal part of the neurons [2]. 

Both types of the exocytosis initiation target the intracellular calcium dynamics. The increase in calcium 
ions due to the electrical spikes near soma is short-lived. On the other hand, the increase in calcium ions in the 
distal parts of the GnRH lasts for tens of minutes. 

We have built the mathematical and computational models of the electrical and chemical dynamics in 
GnRH neurons. The model, in silico, reveals the connection between the action potential, neuropeptides, and 
calcium ion dynamics. Moreover, our model confirms the functionality of the bundling between multiple 
GnRH neurons. 
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In the current literature, the most-well known algorithm for computing a system of fundamental units in a num-
ber field without relying on any unproven assumptions or heuristics is due to Buchmann [1] and has an expected
run time ofO(∆

1/4+ε
K ). If one is willing to assume the GRH, then the index-calculus method [2] will compute

the logarithm lattice corresponding to the unit group in subexponential time with respect to the logarithm of the
discriminant. In this case, the complexity and correctness of the method are both dependent on the GRH.

Generalizing the work of de Haan et al. [3] for real quadratic number fields, we present a hybrid algorithm
which combines techniques of [1] with an alternate method due to Pohst and Zassenhaus [4] which, given a full
rank sublattice as input, computes the basis of the logarithm lattice for a number field in asymptotically fewer
operations than current unconditional methods in the literature.
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Computing the class group and unit group of a number field is a fundamental problem in number theory. In 
practice the fastest algorithms for doing this in quadratic fields use an approach called self-initialization. This 

algorithm works by sieving a carefully chosen sequence of norm forms of ideals. Despite its success, it has never 

been adapted to fields of higher degree. In this talk we discuss adapting this algorithm to fields of fixed degree 

and ongoing work on its implementation. Although fields of degree two and three are the subject of ongoing 
research, quartic fields have not received significant attention. We describe how our implementation can be 

applied most efficiently to such fields. 
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Random feature methods have been successful in various machine learning tasks, are easy to compute, and 
come with theoretical accuracy bounds. They serve as an alternative approach to standard neural networks 
since they can represent similar function spaces without a costly training phase. However, for accuracy, ran-
dom feature methods require more measurements than trainable parameters, limiting their use for data-scarce 
applications or problems in scientific machine learning. In this talk, we will introduce the sparse random fea-
ture expansion to obtain parsimonious random feature models. Specifically, we leverage ideas from compres-
sive sensing to generate random feature expansions with theoretical guarantees even in the data-scarce setting. 
We also present a sparse random mode decomposition to extract intrinsic modes from challenging time-series 
data and propose a new method to predict the infectious using sparse random feature models and time-delay 
equations. Comparisons show that our proposed approaches perform better or are comparable to other state-of-
the-art or popular methods. Applications of our methods on identifying important variables in high-dimension-
al settings as well as on decomposing music pieces, visualizing black-hole mergers, and epidemiologic fore-
casting will be addressed. The talk is based on several joint work with R. Ward (UT Austin), H. Schaeffer 
(UCLA), L. Ho (Dal), E. Saha (UWaterloo), and N. Richardson (UBC). 
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Data analysis is becoming increasingly dependent on mathematical models to understand and analyze real-world
phenomenon. Mathematical models employ variables and equations that establish relationships between variables
with the goal of describing a real-world phenomenon but subtle aspects of the partnership between mathematical
modeling and data analysis are often overlooked. In this talk we examine the task of extracting meaningful in-
formation from experiments with an eye towards potential to bias, or even corruption of drawn conclusions. We
present a real-world example involving COVID-19 detection and the role baseline subtraction and thresholding
plays in the analysis of polymerase chain-reaction (PCR) measurements, the mainstay tool for early detection of
many viruses. We compare standard empirical (e.g. linear) data analysis models against an alternative that em-
ploys a simple but non-standard mathematical model. Time permitting the task of mathematical classification as it
pertains to SARS-CoV-2 antibody testing will be presented and how a modeling-based approaches rooted in con-
ditional probability and optimal-decision theory can improve classification accuracy. We will attempt to highlight
the importance of embedding applied mathematics in settings where they can bring more rigor and concentration
to tasks such as data analysis.

Keywords: Data Analysis, Baseline Subtraction, Mathematical Models.
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I will present two applications of machine learning for molecular sensing: mass spectrometry and olfaction.

Mass spectrometry is a method that chemists use to identify unknown molecules. Spectra from unknown
samples are compared against existing libraries of mass spectra; highly matching spectra are considered
candidates for the identity of the molecule. I will discuss some work in using machine learning models to
predict mass spectra[1], which can be used to expand the coverage of mass spectral libraries and thus, our
ability to identify unknown compounds.

The second project will discuss machine learning applications to a more natural form of molecular sensing:
olfaction. I will discuss some recent work by my team in modeling olfaction in humans and in mosquitos [2,3].
Further, I will discuss how we use our model of mosquito olfaction to identify potent mosquito repellent
candidates.
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Assessing the economic impacts of climate change, as well as the effects of economic activity on the climate,
requires the use of complex models with high computational costs and a very large number of parameters. In
this talk, I will apply global sensitivity analysis techniques from statistics (such as Sobol indices) and machine
learning (such as random forests) to representative climate-economic models in order to identify and rank the
most important parameters and quantify their effect on select output variables. This will then be followed by both
backtesting and exploration of forward scenarios under these models, taking parameter uncertainty into account.
In particular, I will describe the effect of uncertainty on the expected result of policiers such as carbon taxes, green
financing, and green investment.
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It is known that spinless and spin-1/2 systems have distinct topological phases of quantum matter. For instance, in
the tenfold topological classification table for the Altland-Zirnbauer symmetry classes, they belong to class AI and
AII, respectively, in terms of time-reversal symmetry, with completely different topological classifications. Their
distinction in symmetry and topology extends to the regime of crystalline topological phases. This distinction
intrinsically hinders the realizability of spinful topological phases by spinless systems and vice versa. Here, we
provide a systematical method to surpass this intrinsic boundary: switch spinless and spinful topological phases by
modulating gauge fluxes [1, 4]. We first reveal that for a given lattice the different symmetry algebras of spinless
and spin-1/2 systems correspond to different projective representations of the same symmetry group. Considering
gauge fluxes, each symmetry group is projectively represented. Hence, we shall explore the possibility of switching
the projective representations for spinless and spin-1/2 systems by modulating gauge fluxes, and thereby further
realizing the topological phases of one by the other. Moreover, the systematical method will be applied to both
Hermitian and non-Hermitian symmetry classes and topological phases [2, 3]. Besides the apparent fundamental
importance, our work can significantly enable the realizability of electronic topological phases with spin-orbital
coupling by various spinless artificial crystals.
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Particle-based numerical methods have gained much popularity over the last few decades, and now provide
computationally feasible alternatives to traditional discretization methods for reaction-diffusion systems. Stochas-
tic effects can easily be incorporated, and exploration beyond the macroscopic PDE model are possible, leading
to solutions that are not possible within the PDE paradigm. Multiparticle Collision Dynamics (MPC) has been
shown to be capable of providing particle-based alternatives for traditional fluid flow problems [1, 2, 3, 4], and
with addition of reactions (Reactive Multiparticle Collision Dynamics, RMPC) can provide numerical solutions
for reaction-diffusion systems subject to different boundary conditions [5, 6, 7, 8, 9, 10, 11]. Within MPC/RMPC,
the diffusion can be controlled in one of three ways: (i) varying the collision angle in the multiparticle collision
rule [5, 6], (ii) varying the equilibrium temperature related kBT/m parameter value [5], or (iii) using a probability-
to-free-stream approach [5]. In cases where the concentration of a chemical species falls below a critical threshold
locally, the local diffusivity of that chemical species can change, leading to non-constant diffusivities for that chem-
ical species throughout the spatial domain and in time [9]. This can be corrected by using a density-dependent
collision angle [5, 6], or by adding a sufficient number of bath particles [7]. The last choice (iii) is the most com-
putationally efficient option, allowing for a large enough range in diffusivities between chemical species to allow
Turing pattern formation [5].

An overview of RMPC dynamics will be presented, followed by diffusion coefficient expressions in the form
of Green-Kubo equations. The different RMPC diffusion-control mechanisms will be discussed and assessed in
the context of their ability to provide a stochastic simulation option comparable to partial-differential equation
solutions for reaction-diffusion systems.
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The tire forces and moments come mainly from the shear stress and sliding friction at the tread-road inter-
face. The friction coefficient isn’t uniform over the contact patch because of the pressure and velocity distribu-

tion. However, most of the existing tire models don’t consider the influence of friction coefficient distribution. 
This paper aims to present a tire model considering friction distribution over the contact patch, and it can be 
applied to steady-state and non-steady-state conditions. 

A discrete analytical tire model is proposed firstly in this paper considering compliance of carcass, then the 
velocity distribution is discussed. Finally, rubber friction model considering velocity and pressure distribution 
is introduced. The model appropriately expresses the high-speed tire mechanical characteristics through simu-

lation. 
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Interstitial laser ablation has emerged as a promising alternative treatment modality for treating difficult-to-

access brain tumors [1]. During these therapies, a very thin flexible optical laser fiber (0.2-0.8 mm in diame-
ter) is inserted within the target site to transport the near-infrared wavelength laser light. The interaction of 
light irradiated from the laser fiber tip results in the photothermal heating of biological tissue. This irreversible 
damage attained due to the heating of biological tissue is significantly dependent on several critical factors, 
viz., laser wavelength, laser power, treatment time, and thermal and optical properties of the tissue [2]. Com-
putational modelling and simulation serve as a powerful tool for the prediction of heat propagation induced 
due to light-tissue interactions within the biological tissues during such therapies. In the present study, a finite-
element-based model has been developed for predicting the temperature distribution and ablation (damage) 
volumes in the brain tissue subjected to interstitial laser ablation.  

The main governing equations of this coupled model related to laser-tissue interactions are Beer Lambert’s 
law and the bioheat transfer equation. Notably, the numerical predictions related to heat transport and ablation 
volume attained during laser therapy are tremendously dependent on the thermal properties of the biological 
tissues considered in the model [3, 4]. Thus, to enhance the accuracy of numerical prediction, we will utilize 
the temperature-dependent thermal properties of the ex vivo brain tissue quantified experimentally.  Further, to 
improve the prediction accuracy, the lagging behavior associated with the finite speed of thermal signals prop-
agation within biological tissue, i.e., non-Fourier effects, is also incorporated [5]. The fidelity and integrity of 
the developed model have been evaluated by comparing the computational results with those obtained with 
experimental studies conducted on the ex vivo brain tissue in terms of spatiotemporal temperature profile at-
tained using fiber Bragg grating (FBG) sensors. The water vaporization effects have also been incorporated in 
the model to account for the abrupt decline in thermal conductivity of the biological tissue beyond the boiling 
point temperature of 100 oC. Parametric studies have been conducted to quantify the effect of laser fiber diam-
eter, input power, treatment time, laser wavelength, and thermal relaxation times on the efficacy of interstitial 
laser ablation of the brain. The new findings and associated quantifications reported in this study could signifi-
cantly assist clinical practitioners in the treatment planning stage of interstitial laser ablation of the brain by 
providing the optimal thermal dosage required to successfully ablate the tumor.  
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Aging is an inevitable law of life, and it’s no secret that Canada’s population is also aging. Canadians aged 

65 and older account for 19 % of the total population and are more prone to pain conditions [1]. Acupuncture 
is one of North America’s fastest-growing complementary and alternative medicine therapies that has received 
significant attention in treating many diseases, such as musculoskeletal pain, gastrointestinal disorders, stroke, 
gynecological diseases, and neurological disorders [2, 3, 4]. A recent study [5] by the University of California 
researchers highlighted that long-term, regular traditional acupuncture may be considered as a possible treat-
ment modality for old-age people with multiple chronic conditions. Other highlighted health benefits to older 
people were reduced polypharmacy, physical and mental health improvements, increased social contact, and 
thus an overall increase in quality of life. Moving along this line, the proposed study aims to develop an acu-
puncture-like but completely non-invasive therapy to provide thermal stimulus to the tissue utilizing a near-
infrared Light-Emitting Diode (LED) for providing various types of pain relief in old-age people. In the pre-
sent study, the effectiveness of this technique has been evaluated utilizing a computational modeling frame-
work, highlighting the temperature rise attained within the skin tissue. Notably, a 3D multilayer computational 
domain of skin comprising of the epidermis, dermis, and subcutaneous tissue has been considered that is irra-
diated by near-infrared LED. The optical, thermal, and bio-physical properties of skin tissue considered in the 
present study have been acquired from the recent literature. The spatiotemporal temperature distribution has 
been obtained by solving the Pennes bioheat transfer equation coupled with the Beer-Lambert law. The irradi-
ation profile of the LED light has been experimentally  characterized and imposed at the boundary of the skin 
surface for predicting temperature rise as a function of depth for different values of LED power and irradiation 
time. The experimental validation of the developed model has been done by comparing the numerical model 
predictions with those obtained by experimental tests conducted on Agar gel under the same environmental 
conditions. The findings reported in the present study would be utilized for developing a miniature device that 
could be easily mounted on textile-based wearable products (e.g., glove, head/arm/wrist/chest band, knee/neck 
pad, socks). Such a device would be beneficial in providing on-demand physical stimulus at home without 
needing periodic clinic visits to prevent and treat age‐related diseases without medications, hence, promoting 
healthy aging.  
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We study the dynamics in simple form differential equations with delay which serve as mathematical mod-
els of physiological processes in human body. Such equations appear in several instances, in particular, - as a
pluripotential stem cell model [1] and as a delay model of megakaryopoiesis [2].

Both models are studied with unified approaches recently developed in papers [3, 4]. Sufficient conditions
are derived when the unique positive equilibrium is globally asymptotically stable. It is shown that when the
equilibrium is linearly unstable the corresponding differential delay equation admits a periodic solution slowly
oscillating about it. The theoretical results are demonstrated in particular models with the nonlinearities and
parameters used in actual applications.
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The finite element simulation of very large deformation of hyperelastic material is still a challenging problem
[1, 2]. The problems are generally driven by a loading parameter, and it is often observed that for some values of
this parameter, the solution varies extremely rapidly due to geometric and/or material non linearities, often leading
to the break down of the solution process. To improve the solution process, numerical continuation methods are
often used and have proved to be a very powerful tool [3, 4]. However, these methods can still lead to undesired
results. In particular, near severe limit points and cusps, the solution process frequently encounters one of the
following situations: divergence of the algorithm, a change in direction which makes the algorithm backtrack
on a part of the solution curve that has already been obtained and omitting important regions of the solution
curve by converging to a point that is much farther than the one anticipated. Detecting these situations is not an
easy task when solving practical problems since the shape of the solution curve is not known in advance. This
talk will therefore present an improved Moore-Penrose continuation method that will include two key aspects to
solve difficult problems: detection of problematic regions during the solution process and additional steps to deal
with them. The proposed approach can either be used as a basic continuation method or simply activated when
difficulties occur. Numerical examples will be presented to show the efficiency of the new approach.
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The talk describes our recent mathematical model for the dynamics of a two mass-spring-damper system with
friction, and has two parts. The main part describes a mathematical study of the way detachment or slip waves,
when the system transits from stick to slip motion, propagate in discrete and (future work) continuous systems.
The introduction of friction changes the problem into a system of differential set-valued inclusions, which are
mathematically interesting, but rather complex. Together with the analysis, we depict simulation results which
provide insight into the process of the initiation of sliding.

The second short part, describes the use of such a ‘simple’ system as an example of a very general existence
and uniqueness theorem for systems described by set-valued pseudomonotone operators, Kuttler and Shillor, [2]
and K.T. Andrews et al. [3]. These results were used to establish the existence of weak or variational solutions of
rather complex dynamical systems with contact and friction, as well as adhesion, damage, and thermal effects.

We follow closely [1].
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We consider the implementation of two-qubit gates when the physical systems used to realize the qubits 

possess additional quantum states in the accessible energy range [1]. We use optimal control theory to deter-
mine the maximum achievable gate speed for two-qubit gates in the qubit subspace of the many-level Hilbert 
space, and we analyze the effect of the additional quantum states on the gate speed. We identify two compet-
ing mechanisms. On one hand, higher energy levels are generally more strongly coupled to each other. Under 
suitable conditions, this stronger coupling can be utilized to make two-qubit gates significantly faster than the 
reference value based on simple qubits. On the other hand, a weak anharmonicity constrains the speed at 
which the system can be adequately controlled: faster operations require stronger control fields, which leads to 
faster decoherence and uncontrolled leakage outside the qubit space. In order to account for this constraint, we 
modify the pulse optimization algorithm to avoid pulses that lead to appreciable population of the higher lev-
els. Then we find that the presence of the higher levels can lead to a significant reduction in the gate speed. 
We compare the optimal-control gate speeds with those obtained using the cross-resonance/selective-
darkening protocol. We find that the latter, with some optimization, can be used to achieve relatively fast 
CNOT gates. These results can help the search for optimized gate implementations and provide guidelines for 
desirable conditions on anharmonicity to enable the utilization of the higher levels in realistic systems. 

This work was supported by MEXT Quantum Leap Flagship Program Grant No. JPMXS0120319794 and 
by Japan Science and Technology Agency Core Research for Evolutionary Science and Technology Grant No. 
JPMJCR1775. A.L. acknowledges support from the National Sciences and Engineering Council of Canada. 

 
Figure 1:  Two-qubit CNOT gate fidelity as a function of 
pulse time for numerically optimized pulses. The minimum 
gate time is identified as the pulse time at which the fidelity 
exceeds a preset threshold, e.g. 99.9%. The different lines 
correspond to different models of the qubits in which each 
qubit is replaced by a multi-level system with 2, 3 or 4 energy 
levels. The more the levels, the faster the CNOT gate.  
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Alzheimer’s disease (AD) is a devastating neurodegenerative condition affecting millions worldwide. One of
the leading indicators of AD is the abnormal buildup of extracellular amyloid-β (Aβ ) in senile plaques, which
leads to calcium (Ca+2) dyshomeostasis [1, 2]. Despite numerous research endeavours, the molecular mechanisms
driving Aβ deposition and Ca+2 dysregulation in AD remain unclear. However, recent studies suggest a positive
feedback loop between Aβ and Ca+2 levels, where Aβ interferes with neuronal Ca+2 levels, which then affect the
formation of Aβ [3].

Notably, the buildup of intraneuronal Aβ accumulation is related to synaptic impairments, neuronal loss, and
cognitive failure in AD patients. To gain a better understanding of the interplay between Aβ and Ca+2 levels
in AD, a novel stochastic model has been developed. This model utilizes a physics-based Bayesian approach to
analyze the positive feedback loop between Aβ and Ca+2, using data from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI). We analyzed the data for Aβ concentration and fitted it to the developed stochastic model using
the approximate Bayesian computation (ABC) technique. ABC is a data-driven strategy that utilizes a number of
low-cost numerical simulations [4]. By investigating the interplay between Aβ and Ca+2 levels at different phases
of disease development, the model has shown that disrupting Aβ metabolism or intracellular Ca+2 homeostasis
leads to a relative growth rate in both Ca+2 and Aβ , which corresponds to the development of AD.

These findings suggest that targeting the Ca+2 balance or the balance between Aβ and Ca+2 through chelation
therapy may help reduce the symptoms associated with AD and pave the way for new research possibilities in AD
treatment. Moreover, by considering the probabilistic nature of AD, the stochastic model offers a reliable frame-
work for modelling the disease. Therefore, the model can provide more precise predictions about the disease’s
progression and potential outcomes with regular patient visits and observational data. Ultimately, this research
may lead to new treatment options that alleviate the symptoms of AD.
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Mathematical models are useful for exploring the structure and function of biological oscillators. Especially in sys-
tems where oscillations are under-explored, model development may be limited by the availability of high-quality
experimental data. Obtaining high-quality data can be challenging due to the presence of multiple oscillation
timescales, ethical constraints on sampling frequency and amount, as well as financial constraints on the total
number of samples collected for downstream processing. Given these challenges and constraints, it is imperative
to optimize the remaining degrees of freedom, such as the distribution of measurements.

In this talk, we treat the scheduling of measurements in a rhythm detection experiment as a multi-objective
optimization problem. We seek measurement distributions that are capable of accurately characterizing oscillations
(low bias and variance of amplitude and phase estimators), while maintaining adequate statistical power for reliable
oscillation detection. In order to lessen the computational burden of power optimization, we apply a recently
developed technique of hypervolume scalarization [1] in our optimization method. We use simulation studies
along with easily-computable power heuristics [2] to measure the robustness of our designs to uncertainties in
parameter values so that they may be applied in realistic experimental settings.

Our optimization protocol has applications in testing the theory of chrono-epigenetics [3]. Epigenetics is
the study of chemical modifications to DNA. Methylation level (an epigenetic modification) predictably changes
with age [4] and also oscillates on shorter timescales, such as hours and days in regions of the DNA with some
of the most significant regulatory roles [5, 6, 7]. These findings led to the chrono-epigenetic hypothesis, which
proposes that important epigenetic changes associated with aging, development, and disease are controlled by
deterministic oscillations [3]. At the moment there is no consensus as to why biologically meaningful DNA
regions are enriched for methylation oscillations [8]. We anticipate that the use of optimal sampling strategies will
improve the feasibility of experimental tests of this theory.
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In social networks, the spreading of rumors and epidemics exhibit notable distinctions, particularly when ac-
counting for the reciprocal influence of forgetting and remembering mechanisms. Simultaneously, due to the 
nonlinearity and intricate elements inherent in these models, attaining an analytical or semi-analytical solu-
tion poses a formidable challenge. This article seeks to address this challenge by focusing on the development 
of semi-analytical solutions for a novel rumor spreading model known as the Susceptible-Infected-Hibernator-
Removed (SIHR) model [1], mathematically described as below: 
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To analytically solve the above nonlinear differential equation, two advanced techniques, namely the Laplace 
Adomian Decomposition Method (LADM) and the Differential Transformation Method (DTM), are employed 
[2]. By leveraging these methods, the aim is to derive efficient and accurate solutions for the SIHR model, 
thereby contributing to a deeper understanding of rumor dynamics in social networks. 
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In fair division of a connected graph G = (V,E), each of n agents receives a share of G’s vertex set V . These
shares partition V , with each share required to induce a connected subgraph. Each agent uses her assigned valuation
function to determine the non-negative numerical value of her share, and these values determine whether the
allocation is fair in some specified sense. We show that graph cutsets, introduced here, constitute obstacles to
divisions that are fair in the EF1 (envy free up to one item) sense. If G guarantees connected EF1 allocations
for n agents with valuations that are CA (common and additive), then G contains no cutset of gap ≥ 2 for n
agents. If G guarantees connected EF1 allocations for n agents with valuations in the broader CM (common and
monotone) class, then G contains no generalized cutset of gap ≥ 2 for n agents. These results rule out the existence
of connected EF1 allocations in a variety of situations. They generalize one direction of the characterization, in
Biló et al [1], of graphs that guarantee connected EF1 allocations for n = 2 agents as those containing no trident
(regardless of whether valuations are CA or CM), and suggest that the CA vs CM distinction may be consequential
for EF1 graph division when there are more than 2 agents. Additionally, we provide an example of a (non-traceable)
graph on eight vertices that has no cutsets of gap ≥ 2 at all, yet fails to guarantee connected EF1 allocations for
three agents with CA preferences.
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Allosteric regulation in proteins has been studied for more than 55 years but the fundamental mechanisms 

of allosteric signalling and the time scales of their propagations remain elusive (see Refs. [1,2,3]).  In this talk 
I avoid coarse grained models and offer a more detailed description of allostery that emphasizes the role of 
side chain atoms with one degree of freedom (DoF1: positioned by knowing the Chi 1 angle when the back-
bone is assumed to be fixed).  The resulting near neighbor residue graph shows clear small world network 
properties with highly connected regions just below the binding site, illustrated in Figure 1 as a cluster of hy-
drophobic residues represented by yellow nodes.  Meanwhile, lattice-like structures float over beta sheets and 
serve to connect the binding site nodes with other regions of the protein. Interactions are due to concerted (co-
operative) motions involving changes in dihedral angles within the side chains.  In this study, molecular dy-
namics simulations provided statistics recording the interactions between neighboring atom pairs (DoFn – 
DoFm interactions, where n and m designate the number of Chi angles).  

Brownian motion has been studied for well over a century and the usual emphasis has been on the path tak-
en by the large particle within a solvent bath (see Ref. [4]).  Instead, I focus on the collision event itself:  Prior 
to the collision we have the particle surrounded by molecules moving in a chaotic milieu (high dimensional 
specification of this motion).  

 

  
 
Figure 1:  The residue network for the PDZ3 domain 
 

When the rare but certain collision event occurs, 
the particle moves in a linear jump (low dimensional 
specification of that motion). Immediately after the 
collision, there is a deceleration of the particle due to 
dissipative collisions with the solvent molecules. I 
consider this multiple time scale event as the most 
elementary expression of “order out of chaos”. 

I contend that an analogous type of phenomenon 
occurs along pathways that start at the protein-water 
interface and end at the more concentrated hydropho-
bic core. Signal transmission tends to be directional 
and I will argue that when the model is applied to the 
PDZ3 domain, the resulting descriptions are con-
sistent with the functional behaviour of a scaffold 
protein.
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This article presents the development of two sets of semi-analytical solutions for a mathematical model that 
elucidates the transmission of avian influenza from birds to humans. The model under consideration empha-
sizes the potential occurrence of two types of avian influenza outbreaks if preventive measures are not taken by 
humans. Additionally, it emphasizes that simply maintaining a low overall number of infected humans is inad-
equate to ensure alleviation from the disease. The mathematical description of the analyzed model is provided 
below [1]: 

 

 

 

 

 

 
 
 
To obtain efficient and accurate solutions for the avian influenza model, we employ two advanced techniques: 
the Laplace Adomian Decomposition Method (LADM) and the Differential Transformation Method (DTM) [2]. 
These methods are utilized to solve the coupled nonlinear differential equation mentioned above. By leverag-
ing the capabilities of LADM and DTM, we aim to derive precise solutions for the avian influenza model.  
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Between 1 and (1/e): History and Methods of an Oscillation Criterion for

First-Order Delay Differential Equations
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We investigate the oscillation of the first-order delay differential equation

x′(t)+ p(t)x(τ(t)) = 0, t ≥ t0 ∈ R, (1)

where p:R→ [0,+∞), τ:R→R, τ(t)≤ t, limt→∞ τ(t) = ∞. We trace the evolution of the relevant literature, from
the seminal results of

lim inf
t→∞

∫ t

τ(t)
p(s)ds>

1
e
, (2)

and

lim sup
t→∞

∫ t

τ(t)
p(s)ds> 1, (3)

to the recent, sharp, condition

lim sup
t→∞

∫ t

τ(t)
p(s)ds> κ(lim inf

t→∞

∫ t

τ(t)
p(s)ds), (4)

where κ : [0, 1
e ]→ [1

e ,1] is strictly decreasing, continuous. We focus on the ideas and methods applied to oscillation,
both such as they were perceived at the time, and in the broader perspective of the overall advancements and
improvements upon the criteria.
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In this talk, we classify all post-critically finite unicritical polynomials defined over a maximal totally real extension
of rational numbers. We use tools from complex potential theory and number theory. This is joint work with Clay
Petsche.
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Whether independent participants can share a resource fairly is an important and easily understood social choice
problem. Is it possible to assign each agent a satisfactory proportion, or is it impossible to reconcile their conflicting
interests? Among the criteria that have been proposed for a good allocation are utilitarianism and maximinality.
Another criterion is envy-freeness. One agent envies another if the first would prefer the other?s assignment to its
own; in an envy-free allocation, no agent envies any other.

We assume a finite set of indivisible items, over which each of two players has known preferences. Preferences
are measured on a cardinal scale and are additive in that each player?s utility for any bundle of items is the sum of
its utilities for the specific items in the bundle.

Even in the two-player case, it is possible that no envy-free allocation exists. We focus on the existence of envy-
freeness and its relation with other desirable properties of allocations including efficiency, in the senses of Pareto
and lexicographic optimality, maximum utility sum, and maximum Nash product. Are envy-freeness, and the
related property called EFx, related to the utility of the worse-off player? We study these relationships both
formally and using a comprehensive simulation, obtaining some analytic proofs as well as assessments of the
frequency of some useful relationships.

Our approach is to assume that both players? utilities are chosen at random, independently, according to a distribu-
tion defined by Lebesgue measure. The only constraints are that each player?s utilities are non-negative and sum
to 1. We identify certain properties of allocation problems that can potentially simplify the task of fair allocation,
demonstrate their existence and relationship, and use them in simulations.
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The inherently multiscale nature of fluid turbulence plays a major role in most natural and engineered systems,
so that understanding and modeling turbulence at different scales is crucial for many applications, ranging from
improving aerodynamic performance to optimizing industrial processes. When particles are suspended in a fluid,
their interactions with the turbulent flow structures result in modified flow patterns, altered energy transfer mecha-
nisms, and the emergence of new scales, making the understanding and modeling of particle-laden turbulent flows
a challenging and active area of research. Present study focuses on analyzing the fluid-particle thermal interaction
in a particle-laden turbulent flow, which recently has received attention [1, 2, 3], and for which experiments cannot
provide a detailed picture. Specifically, we investigate a basic archetypal non-isothermal flow configuration, where
an initial temperature step between two isothermal regions is advected by a turbulent, isotropic solenoidal velocity
field. In this scenario, the flow is seeded with a set of identical inertial particles smaller than the Kolmogorov length
scale. Utilizing the formalism introduced by Pousanrari and Mani [2] to represent particle dynamics, we demon-
strate that the advection by the turbulent velocity field produces a self-similar evolution of both fluid and particle
statistics for any particle inertia. Remarkably, when rescaled with a single length scale deduced from the mean
temperature, all temperature and velocity-temperature moments collapse. This length scale shows a t1/2 diffusive
growth. The outcome of such analysis with a set of Direct Numerical Simulations (DNS) at moderate Reynolds
number, carried out by using the Eulerian-Lagrangian point particle model, valid for small heavy sub-Kolmogorov
particles, in both one-way coupling and two-way thermal coupling regimes. We considered a wide range of particle
Stokes numbers, from 0.1 to 3, and a Taylor microscale Reynolds number up to 124. The thermal Stokes num-
ber to Stokes number ratio, which depends only on the ratio between the particle specific heat and fluid specific
heat, is kept constant and equal to 4.43, which is representative of water droplets in air. The simulations allow to
confirm self-similarity up to third order moments and the t1/2 scaling, as in [4]. Moreover, the DNS data allow
to complement the self-similar analysis by providing quantitative values for the phenomenological coefficients of
the unclosed terms in Pouransari and Mani approach. The implications on turbulent modelling will be discussed.
Overall, our analysis allows to quantify the role of particle inertia and thermal inertia on the ability of turbulence to
transport heat, and to highlight the effect of the modulation of the carrier flow temperature fluctuations by particle
thermal feedback.
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In studies of collective decision-making, the problem of allocating indivisible items fairly and efficiently is
now recognized as the most difficult. Here, various algorithms for finding allocations are assessed on their ability
to achieve the desirable properties of envy-freeness, Pareto-optimality, maximin, maximum Borda sum, and Borda
maximin. Two players with additive preferences allocate an even number of indivisible items when their only
information is the other’s strict preference ordering. Algorithms under study include both naive and sophisticated
versions of sequential selection, bottom-up sequential selection (or sequential rejection), balanced alternation,
bottom-up balanced alternation, and fallback bargaining. The results suggest that fallback bargaining, the only
simultaneous algorithm, satisfies most fairness and efficiency criteria but has some distinctive drawbacks.
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State estimation of a dynamical system refers to estimating the state of a system given a noisy model, measure-
ments and some information about the initial state. While Kalman filtering[1] is optimal for estimation of linear
systems with Gaussian noises, calculation of optimal estimators for high order non-linear systems of ordinary dif-
ferential equations is challenging. A common method is to linearize the system at each step and use a Kalman
filter on the linearization; this is known as an Extended Kalman Filter (EKF). However, this approach is not opti-
mal and is not always stable. We focus on establishing a pathway to explore optimal methods for state estimation
of high-order systems by using neural nets. We train a recurrent neural network(RNN) to estimate the state of a
system. An RNN seems the obvious choice of neural net due to its structure[2] and the presence of approximation
theory [3]. These results imply that an optimal estimator can be implemented as an RNN to arbitrary accuracy.

(a) Estimated states vs true states (b) MSE and execution time

Figure 1: State trajectory, mean squared error and execution time comparison for Lorenz system. Note that time
t = 0.01×timesteps and varies from 1 to 50 seconds. All data considered had additive white Gaussian noises.

An EKF is compared to the RNN for several examples of discretized systems of differential equations, includ-
ing the Lorenz equations. Details of training the RNN are briefly described. Our results show that execution time
and mean square error are both significantly reduced (Table 1b). Figures will be presented that show, except for
the initial time-steps, matching of estimated state to the true state (Fig. 1a) . It is explained how the linearization
error is reduced when an RNN is used and the consequences of this for the estimation error.

Future work will be further testing on higher-order systems and also showing convergence and stability of the
RNN.
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Voting on two alternatives appears unproblematic in comparison to voting on three. For two alternatives,
May’s Theorem [6] and its descendants uniquely characterize majority voting. For three alternatives, one faces the
problem of majority cycles and the related Arrow Impossibility Theorem [1]. Nonetheless, we have shown that by
adding some desirable axioms to May’s axioms, we can uniquely determine how to vote on three alternatives. In
particular, we add two axioms stating that the voting method should be immune to spoiler effects and avoid what
is known as the strong no show paradox [2, 7].

We say that a preferential voting method suffers from a spoiler effect in an election if a candidate A would
have won without a candidate B in the election, and a majority of voters prefer A to B, but with B included in the
election, neither A nor B wins [3]. We say that a preferential voting method suffers from a strong no show paradox
in an election if a candidate A would have won without some coalition of voters in the election, and A is the favorite
candidate of each voter in the coalition, but with the coalition of voters included in the election, A loses [7].

Our main theorem states that any preferential voting method satisfying our enlarged set of axioms, which
includes some weak homogeneity and invariance axioms, agrees with Minimax voting [9, 5] in all three-alternative
elections, except perhaps in some improbable knife-edged elections in which ties may arise and be broken in
different ways. A number of sophisticated Condorcet voting methods [10, 8, 3, 4] agree with Minimax in (at
least non-knife-edged) three-alternative elections, so our result provides support for this common solution to the
problem of voting on three alternatives.
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Wilson-Cowan equations have been used for decades to describe neural populations [1]. In this formalism.
individual neurons are in one of three states: Active, Sensitive or Refractory. Transitions between states occur in
a stochastic manner. Let A(t),S(t),R(t) stand for the proportion of neurons in each state at time t. Their expected
values evolve according to

dE[A]

dt
= E[−βA+αSF(A)],

dE[S]

dt
= E[R−αSF(A)],

dE[R]

dt
= E[−R+A]. (1)

Here, F(A) = σ((wA−θ)/s) with σ being the sigmoid function is a bounded activation function. The parameters
(α,β ,γ,w,θ ,s) specify the model. In the meanfield approximation, expectations are dropped and (1) becomes a
system of odrdinary differential equations (ODEs). However, the meanfield approximation may fail to capture the
behaviour of the underlying stochastic atomistic model.

Equation (1) is not closed since the right hand side is not a function of E[A],E[S] and E[R]. A task of interest
is to approximate (1) by a close ODE system that captures the behaviour of the underlying stochastic system. The
moment closure method is a natural approach in which one develops the right-hand side with a Taylor expansion.
However, this can lead the solutions making no physiological sense (i.e. with proportions outside to [0,1] range).
As an alternative, we here apply the method of size expansion developed by Gast et al. [2]. We show the importance
of taking variances and covariances into account when building an ODE system approximating (1) [3]. We compare
the quality of various approximations using the ground truth obtained from solving the master equation.

Figure 1: Left: True (full lines) and meanfield (dash lines) solutions. Center: Time courses of variances. Right: State distribution at t =

2.5 from the master equation. This illustrates the insufficiency of the meanfield approach (α = 1.4,β = 2.5,γ = 1,w = 5.5,θ = .75,s = .1).
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1 Extended Abstract

Ordinal Bayesian Incentive Compatibility (OBIC) is a natural weakening of dominant strat-

egy incentive compatibility or strategyproofness in models of strategic voting. Introduced in

d’Aspremont and Peleg (1988), OBIC has been studied extensively in deterministic voting

models (see for example, Mishra (2016)). The present paper explores the consequences of

OBIC in a probabilistic voting model. A probabilistic or random voting rule selects, for

every profile of voter preferences, a lottery over the alternatives. A random voting rule

is thus represented by a random social choice function (RSCF) that associates with every

profile of voter preferences a lottery over alternatives. A random social choice function is

OBIC if the interim expected outcome probability distribution from reporting truthfully

first order stochastically dominates any interim outcome probability distribution induced by

misreporting. The interim expected outcome probability is computed with reference to the

voter’s prior beliefs about the (possible) preferences of the other voters and is based on the

assumption that the other voters follow the truth-telling strategy.

Allowing for randomization is often conceived as a means to resolve conflicts in collective

decision making. For voting problems however, the celebrated result by Gibbard (1977)

demonstrates that over the universal domain, the only random social choice functions that

are strategyproof and satisfy unanimity are random dictatorships.

The notion of OBIC as a incentive requirement clearly depends on the priors. Our

results are two-fold. First, we consider a class of priors which can be described as a small

generalization of the uniform priors. We demonstrate that the randomized version of the

plurality rule is OBIC over a large class of domains, if and only if the prior belongs to the

class we consider.

Second, we study OBIC with a generic class of priors. For deterministic social choice

1
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functions Majumdar and Sen (2004) demonstrate the equivalence of strategyproofness and

OBIC for a large class of priors. The class of is generic in the set of independently distributed

common prior in a topological sense. We pursue this line of research for random social choice

functions. It is well known, (see for example Majumdar and Roy (2021)) that generic priors

as defined in Majumdar and Sen (2004) or Mishra (2016) do not precipitate equivalence of

strategyproofness and OBIC for random social choice functions. The reason such a condition

works in those papers is that for each profile of preferences a deterministic social choice

function selects a degenerate lottery over alternatives. We consider random social choice

functions where for each profile, the probability weight on each alternative belongs to a

finite set X.We then consider OBIC with respect to priors that are “generic” with respect

to the elements in the set X in a specific sense. We call this condition on priors Condition-

G∗. Condition-G∗ that we identify depends crucially on the set X. Our main result is that

any RSCF whose range is restricted to the set X, is OBIC with respect to a prior satisfying

Condition-G∗ if and only if it is a random dictatorship. Our second result identifies condition

that precipitate equivalence between strategyproofness and OBIC for RSCFs.
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The theory of impulsive systems is attracting an increased interest of many researchers around the 

globe since it provides a general framework for mathematical modeling of many real world phenomena. Some 
typical physical systems that exhibit impulsive behavior include impact mechanics, thruster-based maneuver 
of a spacecraft, interest rate adjustment in financial market,  and drug administration in cancer therapy. This 
talk discusses the stability problems of impulsive systems with time delay.  A few approaches are presented 
and several stability criteria are established. Moreover, some examples are given to illustrate effectiveness of 
the theoretical results. 
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Unsupervised methods for quantification of nanostructure order
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Although reliable and robust image characterization techniques exist for nanomaterials [5], post-processing of
these images to quantify structure/property relationships is an underdeveloped research area [1]. Quantification
of nanostructure order is made difficult by the presence of complex spatially-varying pattern symmetries on the
nanoscale [1]. Moreover, recent research has utilized nanomaterial defects for improved or novel material func-
tionality [6], referred to as defect structure engineering [3]. For self-assembled materials, the importance of defects
on the resulting ordered nanostructures is critical for their use in devices and other technological applications [8].
Thus the development of computational methods to automate the identification and classification of nanomaterial
defects is key for further progress in both research and technological applications.

Recent work using polar shapelets, a family of orthogonal basis functions with rotational symmetry properties
[4], has been used to identify local pattern order [2]. These existing shapelet-based methods rely on user input [2],
where incorrect input can lead to less accurate order quantification, including poor resolution of pattern defects.
The goal of this research project is to enhance the current supervised method to be both unsupervised and more
computationally efficient. Both of these objectives are achieved through the use of clustering analysis [7].

Previous work used a subset of shapelets to capture at most hexagonal order [2]. However, results in this work
use higher-order shapelets via a reduced response basis resulting from clustering analysis. This reduced basis is
used to automate the classification of defect regions, which involve order response with degenerate phase, versus
defect-free regions of the pattern. This reduces computational complexity while increasing defect identification
resolution. This significant result is used to develop efficient unsupervised shapelet methods for quantification of
nanostructure order.

Figure 1: Simulated self-assembly stripe nanostructures (left). The result of applying the unsupervised shapelet-based method to auto-

matically identify grain boundary defects (right).
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Strictly Uniform Exponential Decay of the Mixed-FEM Discretization for the

Wave Equation.

Luis A. Mora, Kirsten Morris, David C. del Rey Fernández

Department of Applied Mathematics, University of Waterloo, Canada, {lmora,kmorris,ddelreyfernandez}@uwaterloo.ca

Generally, partial differential equations (PDEs) need to be approximated in order to design controllers and
estimators. One issue with some numerical methods is that spurious high-frequency eigenvalues can occur. While
not significant in simulation, they negatively affect controller design, disturbing the stability margin. A uniform
stability margin, or more generally uniform stabilizability, is a necessary condition for controller and estimator
convergence. In this work, we use a stain–momentum formulation of the wave equation with boundary dissipation,
i.e., considering the material parameters ρ and τ , the boundary dissipation β , and defining q(x, t) = − ∂w(x,t)

∂x and

p(x, t) = ρ ∂w(x,t)
∂ t where w(x, t) is the wave deflection, we obtain the following system:

∂

∂ t

[
q(x, t)
p(x, t)

]
=

[
0 −1
−1 0

]
∂

∂x

[
τq(x, t)

p(x, t)/ρ

]
, ∀x ∈ [a,b] (1)

subject to p(a, t) =0 and − τq(b, t)+β
p(b, t)

ρ
= 0. (2)

with total energy given by E(t) = 1
2

∫ b
a τq2(x, t)+ p2(x,t)

ρ dx. As shown in [1], using the multiplier approach [2,

Ch.7] we define an auxiliary Lyapunov functional V (t) = E(t) + ε
∫ b

a p(x, t)m(x)q(x, t)dx, where m(x) = x− a
is a multiplier function and ε ≥ 0, allowing us to obtain bounds for the exponential decay rate and amplitude,
expressed in terms of the physical parameters. We extend this approach for the approximated model analysis,
setting the conditions for the construction of the discrete Lyapunov function. Proving that, from the multiplier
approach point of view, a first-order mixed finite-element method (MFEM) yields strictly uniformly exponentially
stable approximations, i.e., the discrete energy exponential decay rate and amplitude obtained are equal to the
continuous system one’s. The scheme uses linear splines as basis functions and piecewise constant splines for test
functions, as shown in Figure 1. Numerically, the decay rate appears to match the exact decay rate of the original
partial differential equation.

x0 x1 xk−2 xk−1 xk xk+1 xk+2 xn−1 xn

ψ0 ψkψk−1 ψk+1 ψn

ω1 ωkωk−1 ωk+1 ωn

Figure 1: Basis ψk and test functions wk used for the Mixed-FEM approximation.
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The aim is stabilization of the following class of parabolic-elliptic systems

wt(x, t) = wxx(x, t)−ρw(x, t)+αv(x, t), (1)

0 = vxx(x, t)− γv(x, t)+βw(x, t), (2)

wx(0, t) = 0, wx(1, t) = u(t), vx(0, t) = 0, vx(1, t) = 0, (3)

where x ∈ [0,1] and t ≥ 0. The parameters ρ, α, β , γ are real, with α , β both nonzero. Also γ ̸= −(nπ)2

so the operator γI − ∂xx is invertible which ensures the well-posedness of (1)-(3) [1]. Such systems appear in
the mathematical modelling of lithium-ion cells [2]. In the case when the parabolic equation is stable, it would
be expected that the coupling between the equations would either enhance the convergence rate or at least keep
it unchanged. However, it was shown in [3] that a linear parabolic-elliptic system can be unstable for some
parameters. The control problem of such systems was considered in [4] where two control inputs were required.
We design one boundary control using a backstepping approach. Explicit calculation of the eigenfunctions is not
required. We use a backstepping transformation previously used for parabolic equations [4] which does not rely
on reduction to a single equation. The result is an explicit expression for a boundary control that stabilizes the
coupled system; or more generally, improves the decay rate in the situation when the original system is stable. The
result is illustrated with simulations. Figure 1 presents the parabolic state w(x, t) before and after control.

Figure 1: A 3D landscape of the dynamics of the parabolic state of system (1)-(3) before and after applying the control
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Bankruptcy risk is the probability of a company failing to repay its debt obligation. Though, with the ever-
developing data analysis techniques and methodologies, statistical models can efficiently capture and analyze 
the pattern and extract information or variances of the entire dataset for better decision-making than ordinary 
procedures and formulas. Thus, this data-driven project will apply statistical machine learning algorithms to 
address the imbalance of the dataset and discover the optimal prediction of the bankruptcy of the companies in 
Taiwan from 1999 to 2019[4]. 
 
In this analysis, we apply Random Undersampling, Random Oversampling, and Synthetic Minority 
Oversampling Technique (SMOTE)[5] to the training set and compare their performance with four different 
statistical machine learning methods to estimate the bankruptcy of 6819 companies. The statistical machine 
learning algorithms include Logistic Regression, K-Nearest Neighbors, Random Forest, and Support Vector 
Machine. Furthermore, this project will also discuss the chosen tuning parameters and interpret the 
symbolization behind each recorded metric. For our study, we will be the most interested in comparing 
sensitivity and specificity across different techniques and methods instead of only comparing the accuracy that 
holds trivial meaning. 
 
Although all sampling techniques provided similar results in most machine learning methods, our results 
showed that applying the Random Undersampling technique and Random Forest method on the dataset has the 
best result in sensitivity and specificity with a minimal difference illustrated by the low standard deviation of 
ten distinct trial simulations. The dataset was collected from the University of California Irvine Repository of 
Machine Learning Databases, and the simulation of this analysis was completed in R. 
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Quantum photonic neural networks (QPNNs) are reconfigurable photonic circuits inspired by machine learn-
ing that can be taught to process quantum photonic states deterministically. They have been proposed to realize
key components of emerging quantum technologies [1], act as a platform for quantum computation and simu-
lation [2], and even speed up conventional machine learning tasks [3]. Here, we build on the early proposals
[2, 3] and show how to construct a model of imperfect QPNNs, which we then use to benchmark their perfor-
mance. We first consider the effect of standard nanophotonic imperfections on the network, specifically consid-
ering photon loss and imperfect routing. As shown in Fig. 1, a randomly selected amount of loss and directional
coupler splitting ratio variation is assigned to each component throughout the network from distributions cho-
sen to match recent experimental results. We further incorporate weak optical nonlinearities by specifying an
effective nonlinear phase shift less than the ideal π . With these imperfections, we construct a network transfer

Figure 1: Imperfection distribution in a QPNN. (a) Directional coupler splitting ratios and (b)

photon losses assigned to individual network components.

function and demonstrate how
it is used to train the QPNN,
where its fidelity (the chance
it produces the correct output
state for any given input) is
optimized by varying the pro-
grammable phase shifters in
each Mach-Zehnder interferom-
eter (MZI) throughout the net-
work. This process relies
on advanced numerical model-
ing and runtime-sensitive oper-
ations to describe how an im-
perfect QPNN affects incoming

photons. In our analysis, we find that the QPNN learns to correct imbalances across its components and maximize
the effect of the weak nonlinearities available. We then extend this result to unravel an intricate relationship be-
tween the network’s imperfections and its size, providing a guide to the optimal design of QPNNs for near-term
experimental applications. Overall, our work paves the way for using QPNNs as a fundamental building block of
quantum technologies.
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We use a theoretical stochastic talence framework to examine how candidates in a presidential 
election choose their multidimensional policy positions and adtertising campaigns. We detelop a 
stochastic electoral model of a presidential election where candidates use the contributions 
receited from special interest groups (SIGs) to run their electoral campaigns.  
 
Prior to the election, candidates announce their policy platforms and adtertising (ad) campaigns 
and use the contributions of SIGs to generate a SIG policy and ad campaign talence that enhance 
their electoral prospects.  
 
Voters’ preferences depend on candidates’ policies relatite to their ideal policy and on candidates’ 
ad campaign messages relatite to their ideal message frequency, their campaign tolerance letel 
and are also influenced by the endogenously determined SIG policy and ad campaign talences. 
Voters’ non-campaign etaluation of candidates, toters’ mean talence, and their pritate 
idiosyncratic talence also influence their choices.  
 
Voters choose the party that gites them highest utility. Since parties do not obserte toter’s 
idiosyncratic talence but know it is drawn from a type I extreme talue distribution, parties know 
that the probability that each toter totes for any party has a conditional logit specification. Using 
these probabilities, parties choose their policy positions to maximize their expected tote share –
the aterage across toters of their toting probabilities, taking into account the expected policy 
positions of the other parties. 
 
In equilibrium, candidates’ critical campaigns depend the effect candidates weighted electoral 
mean (the electoral pull) and on the marginal effect that the SIG talences (the SIG pull) hate on 
toters’ choices. In local Nash equilibrium (LNE), candidates’ campaigns balance the electoral and 
SIG pulls. Candidates' campaigns constitute a strong (weak) LNE of the election if the expected 
tote shares of all candidates are greater than the sufficient (necessary) pitotal tote shares which 
happens only when there are enough toters toting for each candidate with high enough 
probability. If the expected tote share of at least one candidate is lower than its necessary pitotal 
tote share, then the critical campaigns are not a LNE of the election. 
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We use the framework of  multidimensional voting valence model to examine the effects of the 
prospect of a Brexit referendum on the 2015 UK general election. That is, we study whether the 
possibility of an EU membership referendum promised by the UK Conservative Prime Minster at the 
beginning of the electoral campaign affected voters decisions in the 2015 UK general election.  
 
Theoretical model: Voters have preferences over a multidimensional policy space and vote for the 
party that gives them highest utility with their ideal policies distributed in the policy space. Voters’ 
utilities have a policy and an exogenous valance. The policy components in voters’ utilities are 
modelled using separable additive negative quadratic terms to capture the fact that the farther a party 
is from the voter’s ideal point in any dimension the lower the utility the voter derives from that party. 
The valence has two components, the known mean valence common to all voters, and an idiosyncratic 
valence. Voters choose the party that gives them highest utility. Since parties do not observe voter’s 
idiosyncratic valence but know it is drawn from a type I extreme value distribution, parties can estimate 
the probability that each voter votes for any party using a conditional logit specification. Using these 
probabilities, parties choose their policy positions to maximize their expected vote share –the average 
across voters of their voting probabilities, taking into account the expected policy positions of the 
other parties. In the Nash equilibrium parties locate at the mean of voters’ preferences in each 
dimension.  
 
Empirical Strategy: We use this theoretical framework to study the effect that a future Brexit 
referendum had on the 2015 British general election. We estimate conditional logit models using data 
from the British Election Study to examine the impact of voters’ opinions towards a future Brexit 
referendum and political proximity to different parties on the probability of voting for each of the five 
major parties (Conservatives, Labour, Liberal Democrats, UK Independence Party and Scottish 
National Party) after controlling for voters’ sociodemographic characteristics.  
 
We use conditional logit models to estimate the impact that voters’ opinions on leaving the EU, on 
immigration and on future unemployment prospects had on the probability of voting for each party 
after controlling for voters’ sociodemographic characteristics, voters’ distance from parties’ ideology 
and policy positions.  The results show that when the average voter would vote to stay in the EU in a 
future referendum and prefers higher immigration levels, s/he is respectively 10%, 7.6% and 2.38% 
more likely to vote respectively for the Labour, Liberal Democrats and Scottish National Party and is 
6.7% and 10.6% less likely to vote Conservative and United Kingdom Independence Party than when 
voting to leave the EU. We estimate the distances of parties’ policy and ideology positions to that of 
voters and find that the probability that the mean voter votes for any party decreases by 1% to 3.4% 
in the policy space and by 0.9% to 4.6% in the ideology dimension the farther a party is from the mean 
voter. 
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Non-ergodicity of the Kusnezov–Bulgac–Bauer thermostatted harmonic

oscillator

L. Butler1
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Molecular dynamics is largely devoted to the computation of statistical-mechanical properties of matter using
classical-mechanical models. A classical problem is to simulate these properties when the number of particles (N),
volume (V ) and temperature (T ) are held constant. This models the properties of a closed, microscopic system (M)
in contact with a heat bath at a fixed temperature T .

Nosé, and Hoover, proposed a simple model which augments the Hamiltonian equations of system M with a
single state variable [6, 2]. This time-varying pseudo-friction mediates the exchange of energy between the system
M with total energy H(q, p) and heat bath. The equations of motion are:

q̇ = Hp, ṗ = −Hq − εζ p,
ζ̇ = ε (p ·Hp −T ) ,

(1)

where q is the vector of configurations of M, p is the conjugate momentum vector and ζ is the pseudo-friction.
The coefficient ε is a proxy for the speed of heat flow, and p ·Hp is the instantaneous temperature of the system M.

Researchers have recognized the shortcomings of this thermostat: even for the harmonic oscillator, the system
has positive-measure sets of invariant KAM tori when ε is sufficiently small [7, 4, 1].

Kusnezov, Bulgac and Bauer (KBB) introduced an extension which utilizes two state variables and 2m+ 2
arbitrary functions to parameterize friction-like terms [3]. Their equations are

q̇ = Hp −h2(ξ )F(q, p), ṗ = −Hq −h1(ζ )G(q, p),
ξ̇ = F ·Hq −T F̄q, ζ̇ = G ·Hp −T Ḡp,

(2)

Ergodicity of these equations imply that the Birkhoff averages of functions f (q, p) converge almost everywhere
to the space average. The KBB thermostat is a popular alternative to the Nosé–Hoover thermostat. Apparently, it
samples from the extended canonical ensemble much better than Nosé–Hoover [5].

We apply the authors’ “preferred couplings” [3, eqn. 35] to a 1-dimensional harmonic oscillator. By means
of averaging theory and rigorous numerics, we prove that the four-dimensional extended phase space of (eqn. 2)
possesses an abundance of invariant 3-dimensional KAM tori when the temperature T ∼= 1.
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In recent years, the concept of an interval-valued neuron has appeared in the literature. Interval valued neu-
rons are used to process interval-valued data, with typical applications examples being the mushroom dataset
(www.mykoweb.com/CAF) or the electricity market. When the information that is available features uncertainty,
variability, or inaccuracy, representing the data as being interval-valued can be useful. While the resulting neural
network can be implemented by representing the interval-valued neuron in terms of the center and (positive) ra-
dius of the interval, a recent suggestion is to instead represent the neuron by the two interval endpoints and add
a term to the cost function that penalizes endpoints crossing. After discussing this design, we will introduce the
notion of a convex-set-valued neuron, focusing in particular on the implementation of polygon-valued neurons
and the resulting neural network. Some examples will be presented, and a motivating potential application will be
discussed.
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The special dynamics of interfacial particles has received increasing attention both in fundamental studies and
technological applications in the past few years. Colloidal particles residing at a fluid interface are abundantly
found in industrial materials and biological systems [1, 2]. In order to have a better understanding of the unique
physical properties of particles at the interface, extensive attention should be paid to the surface interaction between
the particle and the fluid. In this research, a computational method is employed to study the wetting properties
of spherical particles at a liquid-gas interface. Different wetting boundary conditions will be tested to analyze
the adsorption of the particle onto the interface. The simulations will be performed using a modified version of
the lb/fluid package in LAMMPS, which is an implementation of Lattice Boltzmann method for simulating fluid
mechanics. These results can provide us with enough insights to study interfacial particles with more complex
conditions.
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Researchers have long been interested in analyzing variance heterogeneity and related tests to understand 

the effects of covariates on variance. One area of particular interest is in studying variance in gene expression, 
which is closely linked to biological processes. While traditional statistical distributions such as Poisson and 
Negative Binomial have been used to model count data, they have limitations in capturing the complexity of 
real-world count data applications due to their mean and variance relationship. To solve this problem, we pro-
pose using the Poisson-Tweedie distribution, which has a flexible shape and dispersion that can accommodate 
overdispersed data. The Poisson-Tweedie distribution includes the Poisson, Negative Binomial, and Poisson 
Inverse Gaussian distributions as special cases. We have implemented a Poisson-Tweedie mean and dispersion 
regression framework using maximum likelihood methods and examined its numerical properties via simula-
tion. We have also demonstrated its application through a differential gene expression analysis involving can-
cer tumour samples. 
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Most road networks are known but may not be updated to include newly constructed roads, especially in rural
and underserved areas across the world. Extraction of new roads allow for automated updating of local maps
and/or contributions to crowd-sourced maps such as OpenStreetMap. The increasing availability of satellite and
aerial imagery has led to a growing interest in methods for updating road networks without manual input. In this
work, we expand upon existing methods using an ensemble of deep learning techniques applied to high-resolution
satellite imagery to further improve results and organize the data analysis into a re-usable computational pipeline.

Our model has three component: pre-processing the satellite data, building a pool of deep learning models to
extract the road network; and post-processing the model outputs to extract updates in a road network for a given
bounding box.

The pre-processing component involves acquisition of high-resolution satellite images from SpaceNet, Sentinel-
2, and PlanetScope (a proprietary satellite data provider) and annotation with ground truth labels for road and
non-road pixels. Data augmentation (geometric transformation and pixel transformation) is performed to provide
the large amount of training data required for deep learning models as small datasets can cause models to overfit
the data, resulting in low accuracy on out-of-sample data.

The second component involves training a diverse set of deep learning models suitable for image segmentation
tasks, each model in the ensemble having different architectures and/or hyper-parameter variations for diversity.
We then train each model separately using the training dataset, optimizing them with appropriate loss functions
and evaluation metrics while utilizing data augmentation techniques to enhance the diversity of training data. Once
trained, the predictions of individual models are combined to create an ensemble prediction, which is also evaluated
and adjusted to ensure satisfactory results on a validation set.

In the final component, we apply the final ensemble model to a testing dataset, which was not used during the
model training component. We post-process the predictions with techniques like topological and morphological
operations to refine the road extraction results and perform comparison of resulted road network with existing road
network from OpenStreetMap to extract the updates. This provides updates to the road maps like OpenStreetMap
without introducing errors in parts of the map that remain up-to-date. The proposed approach has been evalu-
ated empirically with several state-of-the-art road extraction methods and demonstrated the effectiveness of the
approach.
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In this work, we use non-equilibrium molecular dynamics simulations and phonon Monte Carlo simulations to
study the temperature profile of silicon nanowires placed between two heat baths with different temperatures. Both
simulation methods predict the temperature gradient to be steeper in the vicinity of the heat baths than in the centre
of the system. This contradicts Fourierś law which predicts a constant gradient throughout the system. However,
the simulation results can be understood with the help of a simple radiator model or similar solutions of the
Boltzmann transport equation which both predict a discontinuous temperature jumps at the interfaces between the
heat baths and the nanowire. We show that the radiator model is able to explain the reduction of the temperature
gradient in the centre of the system compared to the macroscopic Fourier model. This indicates that the steep
gradients observed in the simulations are continuous manifestations of the discrete temperature jumps found with
the analytical methods.
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     Modelling and forecasting climatic variables have been done using models which did not properly capture 
the cyclical variation present in these series [1, 2, 3]. This study aims to propose a Fourier autoregressive mov-
ing average model (FARMA) in which Fourier terms with the ability to handle cyclical movement were added 
to the model based on the work of [4]. The model is given as  

 
      where the period index  is the year index  and  the Fou-
rier autoregressive and moving average coefficients,  is the number of seasons. The model stages: identifica-
tion, estimation, diagnostic and forecasting with its evaluation metrics were also constructed.  
       From the implementation of the model, the Nigerian monthly rainfall series from 1994 to 2022 was con-
sidered. The identification stage yielded FARMA(1,1), (1,2), (2,1) and (2,2) models based on Periodic Auto-
correlation and Partial Autocorrelation functions. The coefficients were estimated using the Discrete Fourier 
transform method. FARMA(1,1) models were taken as the optimal model with regard to the lowest values of 
Periodic Akaike and Bayesian Information criteria. The Periodic Residual Autocorrelation Function was used 
to determine that the residual of the fitted models was white noise. 
      The time-ahead forecast displayed a continuous rising cyclical movement from January 2023 to December 
2030 with small values of Periodic Root Mean Square, Mean Absolute, and Mean Absolute Percentage Errors, 
whereas the in-sample forecast showed a close reflection of the original monthly rainfall series. 
     The often used Box and Jenkins univariate models forecast and its evaluation metrics considered did not 
exhibit a better cyclical movement when contrasted with the FARMA models.  
       The proposed model becomes a significant tool that ascertains rainfall continuously rising cyclical move-
ment contributes to climate change in Nigeria. This further indicated that there may be rapid climate change in 
years ahead and the Government at all levels needs to put in place plans to curtail its effects. 
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The relationship between the complexity and physical aspects of an organism has been difficult to study on
the typical timescale of evolution in biological systems. By evolving digital organisms modelled as finite state
machines, which can be generated much faster, we can investigate how these factors might interact [1]. The
iterated prisoners’ dilemma serves as a good model of how populations might evolve cooperative strategies – even
when a rational actor would always choose to betray others [2].

We examine the complexity of players in evolved populations of finite automata that play iterated prisoners’
dilemma, using rigorous mathematical measures from algebraic automata theory (Krohn-Rhodes complexity).
In particular, we test Rhodes’ hypothesis that evolved organisms will have complexity close to their number of
possible states [3].

To mimic biological evolution, the players must have some measure of fitness which determines their likelihood
of reproducing and passing on their traits to the next generation. For this simulation, the fitness comes from the
summed score of a player’s games against all other members of the population. A penalty based on the player’s
number of states may also be applied. It simulates the cost of having more complex biological features – for
example, additional energy consumption. See Eq. (1).

PlayerFitness = (
PlayerScore−Penalty

100
)2. (1)

Players selected for reproduction undergo crossover and mutation to create a new member of the next gener-
ation. After 100 generations, we examine trends in fitness, cooperative moves, and the upper bound of Krohn-
Rhodes complexity calculated using holonomy decomposition in GAP [4].

Three evolving population groups were compared. A control group where the fitness was always set to 1
regardless of performance, one without a penalty, and one with an exponential penalty.

We found that when the fitness calculation is related to performance, i.e., evolutionary pressure is present,
complexity is close to the number of states of a player. This is in line with Rhodes’ hypothesis [3]. Additionally,
not only do the groups with evolutionary pressure differ from the one without, the group with an exponential
penalty function also differs significantly from the one without penalty.
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In this paper, the quasi-synchronization issue of fractional-order multiplex networks with parameter mismatch
is considered by intermittent control. To better describe the complexity, ambiguity, and network topology in the
actual world, parameter mismatch, intra-layer and inter-layer structures are both introduced into the mathematical
model of fractional-order multiplex networks. By the graph theory and the Lyapunov method, under intermittent
control, some sufficient conditions of quasi-synchronization are shown, and the allowable error bound is estimated.
Finally, theoretical results are applied to power systems, and some numerical simulations are presented, which
demonstrates the effectiveness of our results.
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We present a framework for parameter estimation in dynamical systems consisting of both of time-varying and
time-invariant parameters. Traditional approaches to such problems involves appending the set of parameters to the
system state and jointly estimating the elements of this augmented state using nonlinear filters. In a conventional
setting, the time-varying parameters are driven by noise to induce artificial perturbation. A downside of this
approach is the increased nonlinearity and the artificial dynamics that are introduced while estimating parameters
in this manner. To alleviate these undesirable effects, we leverage Markov chain Monte Carlo (MCMC) methods
to estimate the set of time-invariant parameters in our system, while relying on a nested state estimation procedure
for the concurrent estimation of the system state and the time-varying parameters. Critically, the use of MCMC
for the estimation of time-invariant system parameters also permits the joint estimation of the noise strength that
optimally drives the dynamics of the time-varying parameters.

We demonstrate the performance of the algorithm for simple compartmental models having a combination of
time-varying and time-invariant parameters. Consider the SIR model, a system of three coupled ordinary differen-
tial equations,

dS

dt
=−βSI,

dI

dt
= βSI − γI,

dR

dt
= γI, (1)

where S, I, and R are models states which categorize the population as either susceptible, infectious, or recovered.
The parameter β reflects the number of disease transmitting interactions occur per unit time, which may intuitively
vary in time given seasonal trends, lockdowns or other non-pharmaceutical intervention measures. The parameter
γ is the reciprocal of the average time to recovery, hence it is more likely to remain constant.

In this example, the state vector is augmented to include the time-varying parameter β , such that it is estimated
within the nonlinear filtering framework. Static parameters are concurrently estimated using MCMC.

Figure 1: Left: synthetic data for two waves of infections (I compartment). Right: comparison of the true (red) and estimated (blue)

values of the time-varying infection rate parameter (β ).
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During aerobic exercise, women oxidize significantly more lipids and less carbohydrates than men. This
sexual dimorphism in substrate metabolism has been attributed, in part, to the observed differences in epinephrine
and glucagon levels between men and women during exercise [1, 2]. To identify the underpinning candidate
physiological mechanisms for these sex differences, we developed a sex-specific multi-scale mathematical model
that relates cellular metabolism in the organs to whole-body responses during exercise. We conducted simulations
to test the hypothesis that sex differences in the exercise-induced changes to epinephrine and glucagon would
result in the sexual dimorphism of hepatic metabolic flux rates via the glucagon-to-insulin ratio (GIR). Indeed,
model simulations indicate that the shift towards lipid metabolism in the female model is primarily driven by the
liver. The female model liver exhibits resistance to GIR-mediated glycogenolysis, which helps preserve hepatic
glycogen stores. This decreases arterial glucose levels and promotes the oxidation of free fatty acids. Furthermore,
in the female model, skeletal muscle relies on plasma free fatty acids as the primary fuel source, rather than
intramyocellular lipids, whereas the opposite holds true for the male model.

Figure 1: Relative contribution of fuel sources to whole-body ATP production. Percent contribution values are instantaneous values at

15, 30, 45 and 60 min, respectively. Moderate intensity exercise at 60% VO2max (150W). M: male model; F: female model.
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The understanding of highly complex biochemical systems requires advanced mathematical models and simu-
lation strategies. When dealing with well-stirred biochemical networks that involve some reacting species in small
molecular counts, the Chemical Master Equation, a stochastic discrete model, is commonly employed to capture
the random fluctuations specific to these systems. Sensitivity analysis is a powerful tool to study the system’s
behaviour. It quantifies the change in the model’s output due to small variations in its parameters. In this regard,
second-order sensitivities are quite valuable for identifying extrema in expected outcomes. We propose an effective
and accurate method to estimate second-order sensitivities for the Chemical Master Equation. This method relies
on a tau-leaping technique and finite-difference schemes. We illustrate the benefits of the proposed sensitivity
estimator by testing it on various models of interest.
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Start with 31 points evenly spaced on a circle, each arbitrarily colored blue or red. Is it always possible to find
5 of these points, all of the same color, that divide the circle into arcs proportional to 1,2,4,8,16 (in some order)?

The answer is yes, as can be verified by checking every possible coloring. The question was inspired by a
problem proposed by Robert Tauraso in the American Mathematical Monthly [1]. The 31-point result leads to a
nice solution to that problem. But the more interesting question is whether the result generalizes.

Conjecture. Let k ≥ 1. Given 2k−1 points, evenly spaced on a circle and each arbitrarily colored
blue or red, it is possible to select k of the points, all of the same color, that divide the circle into arcs
proportional to 1,2,4, . . . ,2k−1 (in some order).

The conjecture is trivially true when k = 1 and k = 2, and is
easy to prove when k = 3 or k = 4. Computer proofs exist when
k ≤= 7. Does the conjecture hold in general?

Some curiosities occur. We cannot require that the arc lengths
occur in any particular cyclic order. It is possible that there are
“winners” (successful selections of k points) of both colors. It
is also possible that the only winners are of the minority color.
If k ≥ 3 then for any coloring, the number of winners is even.
The minimum number of winners (over all colorings) is 2 (for 7
points), 4 (for 15 points), and 10 (for 31 points).

János Pach reports [2] that the conjecture would be false if
any other finite sequence were substituted for the initial powers
of 2. It was his group who used a SAT solver to verify the con-
jecture when k = 7.

In this example, the selected points are

shown as vertices of a pentagon. The arc

lengths appear in the order 1,16,2,4,8.

Ramsey Theory has not found much application in fair division problems. The best-known Ramsey theorems
guarantee the existence of certain complete graphs, or certain arithmetic progressions. Neither of these is of much
use to us. But this conjecture asserts the existence of a partition of a circle into prescribed parts. Our subject is all
about partitioning things into prescribed parts. If the conjecture is true, how long will it take to find applications
to practical fair division problems?
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In this research, we delve into the application of Spatio-Temporal Point Processes (STPPs) for modeling 

the distribution and occurrence of residential real estate transactions. Real estate markets have critical econom-

ic implications, and our novel Self-Exciting Spatio-Temporal Point Process (SESTPP) approach offers a new 

lens through which to understand the potentially intricate dynamics of real estate markets.  

The motivation behind this work is the demonstrated ability of SESTPPs across various disciplines ranging 

from seismology to criminology [1] to model events that increase the probability of observing future events. 

Given the potential for one real estate transaction to stimulate others nearby, the self-exciting assumption finds 

relevance in this research direction.  

Key questions this research aims to answer include the insights gained by STPP and SETPP models applied 

to real estate transactions, the existence and characteristics of clustering phenomena, the presence of self-

exciting behavior, and the efficacy of a proposed model in predicting future transaction distribution and identi-

fying potential areas for investment or development.  

Notable challenges in this study are model design and selecting appropriate parameter estimation tech-

niques for the intensity function, which lacks a standard practice for real estate transaction data. Balancing the 

weighting between spatially continuous and temporally discrete components and acknowledging housing mar-

ket dynamics within the model parameters are additional hurdles. Furthermore, an appropriate model for the 

background rate of real estate transactions (including seasonal effects and heterogeneity due to measured co-

variates) must be considered. 

The proposed research offers a repeatable procedure for the analysis, model fitting, and model diagnostics 

of real estate transaction data as a SESTPP, uncovering the underlying mechanisms that result in observed 

transaction patterns. Moreover, this work contributes by developing a novel SESTPP model designed for the 

unique characteristics of real estate transaction data. This study is expected to advance academic understand-

ing of STPPs’ application to bigdata while providing a reference that can inform decisions relating to real es-

tate investment strategies, market analysis, and policymaking.  
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A first-order difference equation takes the general form xn+1 = f (xn), for n = 0,1,2, ldots, where x0 is the
initial value. When xn represents an observation value at time n, one can seek to solve the inverse problem of
recovering and estimation of f given the time series {xn}N

n=0. In the setting of a particular application, there is
often some expectation of the functional form of f , so the inverse problem becomes one of parameter estimation.

We instead consider the problem of producing as the right-hand side of the difference equation a neural net-
work, say fNN , which can be thought of as a “black box,” fNN : R→R, that somehow predicts the next value given
preceding value.

We illustrate the problem by using the public COVID case dataset for Canada, with xn being the number of new
cases (as reported in the dataset) on day n of such reporting. In the talk, we seek to represent fNN as a multi-layer
perceptron neural network and explore the impact of different architecture choices on the model results.
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The L2-based mean square error (MSE) and its variations continue to be the most widely employed metrics in
image processing. It is well known, however, that these L2-based measures perform poorly in terms of measuring
the visual quality of images since the L2 metric, by definition, cannot capture spatial relationships. This motivated
the introduction and development of the so-called Structural Similarity image quality measure (SSIM) [4] which,
along with its variations, continues to be one of the most effective measures of visual quality. The SSIM index
measures the difference/similarity between two images by combining three components of the human visual system
(HVS) – luminance, contrast and structure. The structure term of SSIM, perhaps the most discerning component,
measures the correlation between two images (or image blocks) x and y.

The work reported here is a portion of a larger investigation of the use of image gradients in image processing,
especially in the context of image quality measures [2]. We start with the observation that L2 distances between
image gradients are able to discern visual quality better than MSE. This naturally leads to an investigation of
“gradient-based SSIM” measures, to be referred to as “gradSSIM.” In this talk, we consider the simplest form
of the gradSSIM, in which the usual SSIM is multiplied by an additional term which measures the correlation
between image gradients ∇x and ∇y. There is, of course, the question of how to define the correlation between
two N-vectors, the components of which are (gradient) vectors. One can easily define some rather simple-minded
schemes which work on each of the components of the gradient vectors and then combine the results to produce
with a scalar. But perhaps the most “rigorous” method is Hotelling’s canonical correlation method (CCA) [1]. As
will be reported, our simple-minded methods yield results that differ very little, if at all, from CCA. Our gradSSIM
measure works well in the case of the “Einstein images” [3], further penalizing the poorest images while preserving
a relative ordering consistent with that of SSIM. In an effort to determine if these more punitive scores are “better”
than those of SSIM, we examined gradSSIM over a larger range of image distortions as provided in the LIVE
image database at https://live.ece.utexas.edu/research/Quality/subjective.htm.

In the literature, the usual way of characterizing the effectiveness of an image quality measure is to plot, for
each distorted image in the database, its computed image quality e.g., SSIM, vs. its “DMOS” value, i.e., its
subjective quality rating relative to its corresponding reference image. (DMOS=0 implies no visible difference.)
Using this framework, we found that our gradSSIM performs much better than SSIM for visually poor (mid-to-
high DMOS) images. During this research, however, we found it necessary to examine the roles of the so-called
“stability constants” employed in the SSIM. It turns out that SSIM is very sensitive to changes in the stability
constants, with little or no discussion of these effects in the literature. As such, our report will also explore the
effect of changes in the stability constants on both SSIM and gradSSIM.
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Efficient coupling of light in and out of integrated photonic circuits is crucial for achieving high-

performance quantum devices. Many techniques were employed to achieve this coupling and one of the more 
promising methods is the use of grating couplers [1]. This study presents the design and optimization of such 
gratings in InP and at telecom wavelengths using finite element method (FEM, COMSOL Multiphysics) [2]. 
To do so, we first use 2D models, followed by full 3D simulations as we trade off between speed and accura-
cy. 

 We first use a 2D model to optimize the grating parameters with a series of rapid scans. These parameters 
include the periodicity of the grating (Λ), waveguide height (h), grating etch depth (ed), and number of grat-
ings (n).  The aim is to achieve optimal light coupling efficiency at a desired wavelength and coupling angle, 
here 1550 nm and 10°, respectively, across a 3dB spectral bandwidth of at least 170nm. Figure 1 shows a typi-
cal geometry, with a zoom in on the grating region and with the boundary layers clearly. Note that an InP sub-
strate, which reflects downwards coupled light is also included, and in this stage the distance from the grating 
to substrate was also optimized. 

Once an optimal geometry is identi-
fied, we switch to a full, three-
dimensional model to ensure the accuracy 
of our device. Here, we use circular grat-
ings which efficiently funnel the light in 
and out of the waveguide [1]. The circular 
grating geometry introduces additional 
design complexity as additional grating 
parameters, such as radius and grating 
periodicity, effect the coupling efficiency. 

Our results demonstrate that the opti-
mized 2D and 3D grating designs 
achieved significantly enhanced light 
coupling efficiency.  The findings provide 
valuable insights into the design princi-

ples and optimization strategies for efficient 
light coupling in InP circuits. The proposed 

designs have the potential to advance the performance of integrated photonic devices, facilitating their integra-
tion into various applications, such as optical communication systems and quantum photonics. 
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Figure 1: 2D view of the simulation domain of the grating cou-
pler, including an inset which shows the design parameters. 
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Lead-free piezocomposites provide an environmentally beneficial approach for detecting and harvesting 

energy from mechanical stimuli, and it is critical to build realistic models that can represent the basic physical 
processes behind their performance.  The influence of temperature is largely neglected in current piezoelectric 
designs, which are based on electromechanical coupling only. The performance of many lead-free piezoelec-
tric materials degrades with increasing temperature because it diminishes the propensity of domain switching 
and phase coexistence [1]. Here, we provide a more precise modelling paradigm to assess how temperature 
affects the functionality of the piezoelectric material. In this paper, Bi0.5Na0.5TiO3 (BNT) piezoelectric inclu-
sions of a definite shape are positioned over a PDMS matrix at predefined locations as shown in Fig. 1. The 
volume fraction of BNT inclusions is kept fixed and the piezoelectric response of the system with thermo-
electromechanical model is compared with conventional electromechanical model. The thermo-
electromechanical model is expected to predict the performance of piezoelectric material more accurately and 
it will also help us in finding the right operating temperature for BNT-type of materials. Aside from this goal, 
the research will help us develop solutions to make it perform at greater temperatures and expand the applica-
tion sector for this sort of piezoelectric material. 

  

 
Figure 1:  Schematic diagram of BNT inclusions on PDMS matrix with different boundary conditions.  
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Management of the COVID-19 pandemic required the deployment of non pharmaceutical interventions (NPIs)
[social isolation, physical distancing, mask-wearing, hand-washing], and administration of repeated doses of vac-
cine as they became available. We are interested in the consequences, for the dynamics of the disease, of variable
adherence to the NPIs, and the motivation generating the lack thereof, so we investigate a model for the change in
attitude post-infection. A basic SEIRS model is expanded by a. introducing a structure in the infectious class, to
reflect the variable severity of symptoms and the presence of asymptomatic cases; and b. considering the popula-
tion divided into two classes according to their degree of adherence to the NPIs. Analysis of the ensuing model
is guided by epidemiological observations in Québec. Time permitting, a recent analysis of a simpler model for
compliance pre-infection will be presented.
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Retirement planning has been an ongoing issue for everyday Canadians. There are concerns of not being able to
meet retirement goals with inadequate saving habits, and fear of being exposed to market downfall. The goal of our
project is to investigate asset allocation strategies that protect investor from downside risks in financial markets.
We construct a simple portfolio setting with two assets of different risk characteristics: an equity and bond index.
The value of the equity {Et}t≥0 and bond indices {Bt}t≥0 are assumed to be modelled by geometric Brownian
motion. A glide path is the proportion of equity assets in a portfolio at time t, expressed by the function pt ≡ p(t)
in (1).

pt =
Et

Et +Bt
(1)

A conventional glide path has higher equity proportion in the portfolio at the beginning of accumulation period,
and gradually decreases the equity proportion until maturity. This aims to protect investors from poor market
returns and potentially lose all of the savings near retirement. It can be shown glide paths that employ constant
proportion strategies as (2) can outperform the respective time-deterministic glide paths with regards to reducing
volatility of terminal wealth [1].

p̃ =
1
t

∫ t

0
psds (2)

However, this proposition is counter intuitive to the downside risk protection at maturity with relatively high
weights in equity near retirement in (2). We use Brownian bridges to explore the extreme probabilities of downside
risks near retirement. This study plans to answer the questions: if we condition on poor market performance on
the last several years prior to retirement, how does such condition affect the overall performance of portfolio and
probability of reaching retirement goals? What are the portfolio allocation strategies that provides better protection
under specific market scenarios? And what are the risk characteristics of the proposed glide paths?
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Various types of regular and irregular patterns are found in semiarid vegetation, and they depend on the land-
scape, e.g., stationary irregular mosaic-type patterns on flat ground, alternate vegetation stripes with patches on
hillside areas, etc [1]. It is known that there is a regular interaction between the vegetation and the living species
in that habitat because some animals adapt to live in a semiarid ecosystem and depend on plants as their food
source. Most of the previous studies have been concerned with either the vegetation patterns incorporating the
interaction between vegetation and groundwater or two or more species’ interactions, e.g., predator-prey. We con-
struct a coupled mathematical model to bridge a link between the vegetation and living species that depend on this
vegetation. There are many environmental factors that affect the resulting patterns. For instance, low rainfall in
a semiarid ecosystem affects the depending species, and the living species population can go to extinction due to
insufficient food resources. This is due to multiple stable states present in the system. Like low rainfall, different
environmental fluctuations may cause catastrophic shifts in an ecosystem [2]. We further explain how these exter-
nal fluctuations can shift from one stable state to another stable state or to a new state which was not present in the
absence of noise [3].
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In recent years, the mathematical community has given considerable attention and energy to matters of dis-
tricting, especially in the United States. Much of this work has addressed the effects of gerrymandering on repre-
sentation in legislatures, most of which are composed from single-member electoral districts.

This work presents results showing how multimember electoral districts, in conjunction with supporting elec-
tion methods — cumulative voting and others — can blunt the most extreme misrepresentation that can occur in
gerrymandered single-member districts. The analysis is primarily combinatorial. The results showing decreased
misrepresentation for two-parties are generalized over district size and population size. Some classic examples are
used to illustrate the results, and the specific instance of current congressional districting in the state of Ohio is
examined.

We conclude by considering how these results analyzing fair representation to parties can be extended to
examine fair representation for individual citizens.
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In spatial/spatiotemporal models for COVID-19, spatial proximity is used as a proxy for mobility. This is
because regions that are near each other are likely to have many people moving between them, leading to similar
Covid-19 risk. But what if we knew the amount of mobility between regions? Would this improve spatiotemporal
models for COVID-19?

In this work, we develop a spatiotemporal modelling framework that leverages cellphone-derived mobility
networks to model COVID-19 case counts in 245 subregions of Castilla-Leon, an autonomous community in
Spain. We first show that mobility better captures the spatial dependence in COVID-19 case counts than spatial
proximity. We do so by extending the classic Besag, York, and Mollié modelling framework to include a mobility
structured random effect. We show that this random effect captures the majority of variation in COVID-19 case
counts, but advise users to still include a measure of proximity as this is still an important model feature.

We then develop a mechanistic spatiotemporal infectious disease model, where contact rates between suscep-
tible and infectious people is a function of mobility. We show that, with some simplifications, this model reduces
to an ‘endemic-epidemic’ model with an additional network autoregressive term that is based on mobility. We
found that the mobility term was the strongest predictor of cases overall (see 1), but the strength varied spatially.
We use this model to estimate important epidemiological quantities such as reproductive numbers and travel risk,
accounting for uncertainty in our esimates. We argue that mobility data is likely a key component in infection
disease surveillance.
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Figure 1: Model results aggregated over Castilla-Leon in the first year of the pandemic. Case counts associated with mobility (red) are

estimated to be higher than those from other sources.
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Active matter extracts energy from its surroundings through microscopic components, like biological cells,
and converts it into mechanical work [1,2]. The biological cell (BC) is comprised of various organelles, such as
mitochondria, microtubules, and the nucleus. BCs exhibit complex behavior when they are exposed to external
mechanical loads [3,4]. In the present study, a coupled electromechanical model of a biological cell has been devel-
oped to further investigate the complex behavior of biological cells subjected to the piezoelectric and flexoelectric
effects of its constituent organelles under external forces. A more precise modeling approach based on the finite
element method has been presented to capture the non-local flexoelectric effect alongside the linear piezoelec-
tric effect. Investigations on the impact of changes in applied forces on the intrinsic piezoelectric and flexoelectric
contributions to the electroelastic response have been conducted systematically while also considering coupling co-
efficient alterations. Furthermore, it has been found that the mechanical degradation of the organelles enhances the
piezoelectric and flexoelectric responses related to electromechanical coupling. Comparisons have been made be-
tween the contributions of the flexoelectric and piezoelectric effects. The insights obtained from the present study
provide a better understanding of the mechanics of biological cells that are difficult to explain through experiments,
which is crucial in developing novel advanced medical treatments based on tissue engineering, regenerative, and
personalized medicine.
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Most mathematical models in biological, social, and ecological sciences developed up to date ignore the
influence of psychological factors. Take, for example, a class of models that describe the dynamics of
predators and preys. Substantial progress has been made in this area and additional effects have now been
incorporated in such models. This includes but is not limited to such important considerations as the Allee
effect, the influence of dispersal-induced resilience to environmental fluctuations, and others (see, e.g., [1] and
references therein). Yet, surprisingly, very little has been done in analyzing the influence of emotions on the
dynamics of the underlying bio-social and ecological systems such as predators and preys. At the same time, it
has been known for a long time that, based on brain reactions, the psychophysiology of emotional arousals
would play a crucial role in the dynamics. The resulting dynamics can be substantially augmented in response
to the anticipation of potentially aversive as well as highly pleasant outcomes. In this contribution, we start
with the analysis of fear effects where the impact on and functional response to dynamic interactions of the
system have already been analyzed in the literature, including refuge, and harvesting (see, e.g., [2,3] and
references therein). From such simpler mechanistic models, we move to the development of a model where we
attempt to account for the fact that the source of such psychological effects, and in particular the reaction to
them, is in the brain, which then is expressed through emotions that augment the dynamics of predator and
prey. We demonstrate the significance of these effects on the dynamics and propose some possible
mechanisms of control. Finally, we discuss an extension of our analysis to nonlocal models and emphasize the
importance of non-equilibrium phenomena in some of the above considerations.
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If a model predicts that there will be more fires than average in a given region, we might expect those fires to
also be larger than average; we expect some sort of dependence between ignition and size. In this work, we fit
models that account for this dependence and further inform this intuition. In particular, we estimate the ignition
rate as a log-Gaussian Cox process, which has a spatial random effect that is split into a spatial process effect and a
shared effect (both effects being spatial Gaussian processes) The shared portion of the random effect also appears
in the model for fire sizes, which is a Survival model that accounts for the rounded nature of the data.

Our models are fit to recorded fire sizes in British Columbia from 1953 to 2003, which are rounded to the
nearest 0.1 hectares with a preference for rounding to the nearest acre (before 1975) or hectare (after 1975). We
find that the quantities tend to be independent in the southern, populated regions of British Columbia but dependent
in the northern regions which are less populated and thus fires are not fought as aggressively. For lightning-caused
fires, we find that the distance to roadways is a significant covariate in lightning ignitions, but this covariate
decreased over time (possibly indicating that detection has improved and we are now more likely to notice fires
further from the road).

Predictions from spatial models must be evaluated carefully, and standard cross-validation schemes are not
appropriate. We discuss extensions to this work that assess the predictive capabilities of the model using Bayesian
prediction diagnostics as well as cross-validation schemes for joint spatial models. These extensions incorporate
the shared random effects structure of the work and suggest residual diagnostic tests.
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Abstract. Decentralized Payment Systems (DPS), commonly referred to as cryptocurrencies, are wildly success-
ful and extensively adopted Blockchain applications. However, the strong anonymity and security provided by
these systems can pose a threat to the country’s safety because they can be exploited for illegal activities without
the ability to trace or prevent such transactions.
In this article, we introduce Privacy-Preserving Cryptocurrency Transactions in a Regulated Decentralized Envi-
ronment (PPCT-RDE), which seeks to ensure compliance with government regulations and oversight while main-
taining transaction secrecy and participant identity security.
Utilization of the RSA accumulator in conjunction with the Schnorr protocol is the key element of the proposed
solution. This mixture permits meeting government regulations and facilitates revocation in the event of a viola-
tion. In addition, to ensure transaction privacy and anonymity, the used strategy combines ring signatures, stealth
addresses, and Pedersen commitments. The suggested protocol (PPCT-RDE) satisfies the fundamental security
requirements outlined in the literature and achieves complete anonymity. Furthermore, despite achieving complete
anonymity, the performance analysis proves the feasibility and effectiveness of our proposed protocol.

Keywords: Privacy-preserving, Cryptocurrency transactions, Regulated.
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For decades, mathematical modelling has been used to better understand the world around us. The process of
mathematical modelling often necessitates the use of parameter estimation techniques to inform aspects of models
that are difficult or impossible to measure. The goal of many inverse problems is to minimize the approximation
error; the distance, with respect to an appropriate metric, between a given solution and the solution obtained
using recovered parameters. While historical methods such as Tikhonov regularization (see [7]) and iterative
schemes have been shown to accurately solve a wide variety of parameter estimation problems, they are often
computationally expensive to implement. In the realm of parameter estimation for ordinary differential equations
(ODEs), the more recently proposed collage-coding framework for parameter estimation has recognized significant
gains in computational expense as well as accuracy [6]. This alternative approach to solving an inverse problem
bounds the approximation error above by a new distance (called the collage distance) that is, in practice, easier to
minimize. The collage method has been extended to a wide variety of problems, including delay, fractional, and
random DEs, variational problems, and partial differential equations [2, 3, 4, 5].

The collage method for solving inverse problems has been well established theoretically. With roots in fractal
image compression, the Collage Theorem that establishes the collage distance is a simple consequence of the
well-known Banach’s Fixed Point Theorem [7]. However, in practice, a number of computational considerations
arise during implementation that depend on the complexity of the problem at hand. In this paper, we review the
theoretical underpinnings of the collage-coding method for solving inverse problems for ODEs. We then present
a comprehensive investigation of computational challenges and choices that may be faced during implementation.
Examples showcasing the results of this investigation are presented and discussed.
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The mining industry plays a vital role in the global economy, but its operations often impact surrounding 

ecosystems, particularly water bodies. To minimize environmental risks and ensure sustainable mining prac-
tices, the use of mathematical models has gained significant prominence. Of particular interest to the mining 
industry is the creation of surface water models, not only to track the movement of water across a site, but also 
to assess changes in water quality and help identify the need for treatment prior to discharging water off site. 

Due to the continual need for these surface water models, Ecometrix has established a unique development 
team focused on creating mining specific comprehensive models that encompassing various environmental 
aspects of mine sites, including surface water and groundwater modeling, hydrodynamics modelling, plume 
delineation, waste rock pile and tailing area analysis. These models are able to predict crucial factors such as 
runoff and seepage volumes and accurately forecasts the movements of flushed constituents from waste rock 
piles and tailing areas to the surrounding environment. Specific modules have been designed to calculate acid 
generation within mine sites and determine lime consumption for treatment purposes. By providing essential 
information for both management and regulatory purposes, this model enables effective decision-making and 
ensures compliance with environmental standards.  

 To enhance the model’s capabilities, further developments are on-going including the addition of a more 
detailed 2D seepage module, a 2D hydrodynamic module for pit lakes and a 2D geochemical module to accu-
rately calculate the transient flow and transport of chemical species within the waste rock piles. These ad-
vancements will enhance the model’s accuracy and comprehensiveness, enabling more precise analysis and 
mitigation strategies for environmental impacts associated with mining activities.  

This presentation focuses on the use of these various mathematical models, with an application to mining. 
 

 
Figure 1:  Example of Site Models and Outputs 
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Accurate oil temperature control plays a vital role in achieving optimal cooking outcomes. One may wonder
how a chef tells the oil temperature prior to the invention of modern cooking thermometers. The ”chopstick test”
had been widely used: by dipping the tip of chopsticks or small pieces of food into hot oil, bubbles, and associated
noise were created. An experienced chief can tell the oil temperature by watching the bubble morphology and/or
hearing the acoustic signals from the tests. However, it is not clear how a human cook utilizes visual and auditory
perception or its fusion to detect the temperate and which perception channel is more effective. We collected video
and audio data in a controlled kitchen environment using smartphone sensors, with wet chopsticks acting as a
controlled stimulus for bubble generation, and a thermometer for labeling and ground truth. We built and trained
end-to-end neural networks mapping the video and audio signals separately to the temperature, and multimodal
learning models that fuse the perception of the unstructured audio and video data. The data processing with a
neural network is much faster than with a thermometer because it takes a few seconds for the device to stabilize
the temperature. We discovered a notable performance advantage of the audio modality over the video modality.
However, the optimal prediction was achieved through multimodal learning. This study not only demonstrates the
potential of multimodal machine learning techniques for fusing unstructured data but implies that high-frequency
low-dimension signals (e.g., audio) can be more effective than higher-dimensional data (e.g., video) for specific
applications such as learning the ”chopstick test”, which could be used in real-time applications.
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The way chromosomes are spatially organized influences their biological functions. Cells orchestrate the action
of various molecules toward organizing their chromosomes: chromosome-associated proteins and the surrounding
“free” molecules often referred to as crowders. Chain molecules like chromosomes can be entropically condensed
in a crowded medium. A number of recent experiments showed that the presence of the protein H-NS enhances the
entropic compaction of bacterial chromosomes by crowders [1, 2]. Using a coarse-grained computational model,
we discuss the physical effects on bacterial chromosomes H-NS and crowders bring about. In this discussion, a H-
NS dimer is modeled as a mobile binder with two binding sites, which can bind to a chromosome-like polymer with
a characteristic binding energy. Using the model, we will clarify the relative role of biomolecular crowding and H-
NS in condensing a bacterial chromosome, offering quantitative insights into recent chromosome experiments [1,
2]. In particular, they shed light on the nature and degree of crowder and H-NS synergetics: while the presence of
crowders enhances H-NS binding to a bacterial chromosome, the presence of H-NS makes crowding effects more
efficient, suggesting two-way synergetics in condensing the chromosome.
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We use the "discard model" of Luce [1] and Marley [2] to study the effect of adding (or removing) one product
on the probability of choosing the remaining products. Since the discard model does not require the Regular-
ity axiom, it accommodates a rich variety of substitution patterns (including complementarity, attraction, choice
overload, and compromise) that are directly ruled out by other models of discrete choice.

We first provide an axiomatic characterization to identify the model’s testable implications. We then provide
a "qualitative" characterization model à la Samuelson [3], identifying the kinds of directional changes in choice
probabilities that can invariably be explained by the model and, conversely, the directional changes can never
be explained by the model. Next, we show that behaviour consistent with the model exhibits many of the same
features as the Slutsky matrix from classical demand theory. Finally, we establish microfoundations, showing that
the "perturbed utility model" (Refs. [4, 5, 6]) delivers discrete choice behavior that is consistent with the model.
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A high-frequency expansion to simulate the scattering amplitude in the exterior of a convex obstacle has been
developed by A. Majda. It is based on (1) approximating the normal derivative of the total field by its Kirchhoff
approximation, and (2) utilization of the stationary phase method for the analytical evaluation of the integral
representation of the scattering amplitude. In this talk, we describe a new methodology in designing these kinds
of expansions. It uses Bayliss-Turkel type local approximations to the Dirichlet-to-Neumann operator. We will
describe this local approximation as well as the derivation of the new expansion. Some preliminary results will be
presented to validate the new high-frequency approximation to the scattering amplitude.

Joint with: Fatih Ecevit and Souaad Lazergui
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The basis of a covered call portfolio consists of selling call options while simultaneously holding the under-
lying asset. This paper presents a dynamic risk-return optimization framework to select quantities of call options
with various strikes and maturities to sell in a covered call strategy on a single asset and then scaled to a portfolio of
stocks or ETFs. We discuss some of the pitfalls of current strategies being used in the industry by asset managers
from Canada and the United States, which opens up the need for improvements and strategy validation. Tractable
formulations of expected return and variance for covered call portfolios are formulated using the Geometric Brow-
nian Motion (GBM) [1] framework. We derive the Call Risk Premiums first introduced by Figelman (2008) [3]
of the options to find the optimal overwriting ratios for a portfolio that maximizes expected return and develop an
alternative portfolio for sufficiently risk-averse investors. We find that there are alternative ways of minimizing
downside risk while being able to capture greater upside by maximizing the Call Risk Premium rather than selling
strictly at-the-money (ATM) call options. We also explore static and dynamic partial overwriting strategies on our
dynamic fully-overwritten portfolios and back-test our results between 2015 and 2021. We find that our proposed
strategies outperform the Cboe S&P 500 BuyWrite Index (BXM) [2] and the SPDR S&P 500 ETF Trust (SPY) on
a risk-adjusted basis during the time frame, simultaneously selling call options at different strike prices for all risk
measures often optimal, and lower partial overwriting ratios for strategies which sell closer to the money are more
advantages.
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The notion of structure preservation has existed for years in regards to the symplectic structure and preservation
thereof within the context of numerical plasma simulation. More recently is the notion of metriplectic structure
presented by Morrison [1], and for the Landau collision integral by [2]. This casts the Vlasov system in terms of
two primary brackets. The Poisson bracket may be evolved symplectically with any choice of structure preserv-
ing method by discretizing the electrostatic potential via Finite Elements, and a choice of symplectic integration
method. The second Metric bracket represents collisional action between the individual particles amongst the
species and between species.

Recent work on conservative discretizations of the Landau collision integral were performed by Adams et al
[3], and were implemented in PETSc for exascale use in the Finite Element basis representation. More recently,
however, the appropriate Maxwellian steady state and moment preservation of a particle basis representation were
proven by Carillo et al [4] with energy conservation in the time discretization granted by Hirvijoki[5]. To aid
in rapid prototyping and development of kinetic plasma codes, we have developed a suite of tools in the PETSc
library to evolve such conservative systems with the full Vlasov-Poisson-Landau system being possible in a full
geometry particle basis. Poisson solves are discretized via H1 or H(div) finite elements with the RT element on
tensor cells and the option of BDM on simplices. Time evolution is handled via symplectic methods including
Symplectic Euler, Stormer-Verlet, 3rd and 4th order split symplectic methods, as well as Implicit Midpoint and
Discrete Gradients. Collisional dynamics are handled via the particle discretization of the Landau collision integral
put forth by Carillo et al [4], Hirvijoki [5] and verified by [6]. Unification of these two brackets are performed
via a Strang splitting between the operators to evolve each bracket separately. Verification tests of each bracket
are presented, with a study of Landau damping by Finn et al. [7] and two stream instability verifying the Poisson
solver, and multi species isotropization results in comparison to the rates presented in the NRL plasma formulary
as the primary verification of the particle basis Landau collision integral.
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Modeling Sex-Differences in Alzheimer’s Disease
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Alzheimer’s disease (AD) is a degenerative disease characterized by an abnormal extracellular accumulation
of amyloid-β (Aβ ) plaques and formation of tau-containing neurofibrillary tangles inside neurons that lead to
progressive memory loss and cognitive decline [1]. An increasing number of clinical studies have shown that
postmenopausal females are at a higher risk of getting AD than males, and AD in females evolves faster than in
aged-matched males with AD. AD has no cure presently. Mathematical models can provide valuable insights into
the AD onset and progression, and help with the development of therapies. Most models of AD existing in the
literature do not account for sex differences. This talk will present a novel mathematical model of AD that uses
variable-order fractional temporal derivatives to describe the temporal evolutions of relevant cells’ populations
and Aβ fibrils [2]. The variable fractional order models fading memory due to neuroprotection loss caused by
AD progression with age. Different expressions of the variable fractional order are used for the two sexes and a
sharper decreasing memory corresponds to the female’s neuroprotection decay caused by the fast estrogen decrease
experienced by postmenopausal females. A correction to the expressions of the variable fractional orders given in
[2] will be presented that reinforces the findings in the paper. Numerical simulations will be presented that show
the population of surviving neurons decreased more in postmenopausal female patients than in males at the same
stage of the disease. The results also suggest that if a treatment (that may include estrogen replacement therapy)
is applied to female patients, then the loss of neurons slows down at later times, since preserving model’s long
memory (represented by fractional order values closer to 0) corresponds to conserving neuroprotection. Also, the
sooner a treatment starts the better the outcome is.
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Quantum dot spin qubits have emerged as a promising platform for quantum information processing, neces-
sitating scalable quantum control schemes to achieve high-fidelity unitary gate operations. However, the small
footprint of quantum dots (tens of nanometers) that enhances qubit density also poses challenges, such as cross
talk between gate electrodes. The evolution of the quantum state is governed by electrical signals that control the
effective parameters of the system Hamiltonian. In this study, we address these challenges and facilitate the ex-
ploration of control schemes and semiconductor architectures based on laterally defined quantum dots [1]. To this
end, we present Hubbard model simulations performed using Quantum Dots in Python (QuDiPy), our open-source
software package. These simulations calculate relevant effective parameters, construct a system Hamiltonian, and
subsequently diagonalize it to determine the many-body energy spectra for any gate geometry. The simulations
conducted using QuDiPy, with a specific focus on arrays of 2-3 quantum dots, play a crucial role in tackling cur-
rent experimental challenges in spin qubit devices. They enable the identification of voltage ranges that maintain
desired charge configurations during qubit manipulation and facilitate the mapping of electrical cross talk between
gates. As a result, the QuDiPy simulator shows promise as a valuable tool for developing scalable spin qubit
devices.

(a) (b) (c)

Figure 1: (a) Electric potenital and (b) material cross section for a realistic double quantum dot device. (c) QuDiPy
simulated charge stability diagram for a double quantum dot that identifies charge transitions and triple points [2].
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Anomaly detection is a widely-discussed subject within the field of machine learning (ML), especially concerning
condition monitoring of structural systems. It involves analyzing and processing time-series measurements to
identify instances of abnormal conditions. Anomaly detection is commonly performed through statistical methods
or ML techniques. In this research, we leverage the insights from a well-known data-informed ML algorithm
known as Gaussian process (GP),

f(x)∽ GP(m(x),k(x,x′)), (1)

in which the priors f are modeled with GP having the mean m(x) and the covariance kernel k(x,x′) (see Refs. [1])
and the posteriors obtained by conditioning with the observation. Our objective is to detect abnormal conditions
in a time-series dataset. In this regard, a baseline model is constructed exclusively based on normal conditions.
Through the training process of the baseline model, we learn the model hyperparameters (θ ). This baseline model
is then utilized to compute the evidence function, which is also known as the anomaly score indicator, to identify
the anomalous dataset. Consequently, for an unseen time-series dataset x∗ and y∗, the anomaly score indicator (see
Refs. [2]),

logp(y∗|x∗,θ) = log
∫

p(y∗|f,x∗)p(f|x∗,θ)df, (2)

informs to which level the new dataset aligns with the baseline model. This study shows the effectiveness of the
anomaly score indicator in identifying anomalous conditions in scenarios where visual detection is deemed possi-
ble and impossible. Moreover, the implementation of ML-II in estimating the baseline model’s hyperparameters
is compared with MAP-II and hierarchical Bayes (utilizing MCMC) for anomaly detection purposes. To highlight
the benefits of this model, we apply the algorithm to a set of synthetic data of a wind turbine blade, including
healthy and damaged datasets. This result demonstrates that ML-II successfully detects abnormal conditions when
visual detection is possible, while MAP-II and hierarchical Bayes excel in scenarios where visual detection is not
feasible.
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The widespread adoption of neural networks (NNs) across many sectors has triggered a revolutionary transfor-
mation within the realm of machine learning. NNs are predominantly developed within the frequentist statistical
framework. However, there has been a notable surge of interest in their Bayesian statistical formulations in recent
years. The frequentist NNs lack the capability to provide uncertainties in the predictions, and hence their robust-
ness can not be adequately assessed particularly when data are noisy and sparse. Conversely, the Bayesian neural
networks (BNNs) naturally offer predictive uncertainty by applying Bayes’ theorem. However, their computational
requirements pose significant challenges. Moreover, both frequentist NN and BNN suffer from overfitting issues,
which render their predictions unwieldy away from the available data space. To address both these problems simul-
taneously, we leverage insights from a hierarchical Bayesian setting in which prior, conditional on hyperparameter,
is used to construct a BNN by applying a semi-analytical framework known as nonlinear sparse Bayesian learning
(NSBL) (see Refs. [1]). This methodology leads to the following expression of the parameter posterior

p(φφφ | D ,ααα) =
p(D | φφφ)p(φφφ | ααα)

p(D | ααα)
(1)

where φφφ , D and ααα are the parameter, data and hyperparameter vectors respectively. The parameter prior p(φφφ)
and hyperparameter probability density function (pdf) p(ααα) are assumed to be Gaussian and Gamma distribu-
tions respectively. We call our network sparse Bayesian neural network (SBNN) which encourages the automatic
pruning of redundant parameters based on the concept of automatic relevance determination (ARD). This network
possesses the ability to utilize a hybrid prior (see Refs. [2]), which enables the incorporation of ARD priors and
informative priors in a combined manner. This setup provides a favorable choice for incorporating a priori knowl-
edge of underlying system physics into the models. Additionally, a Gaussian mixture model approximation of
the posterior distribution as a function of the hyperparameters ααα is proposed. This allows for the semi-analytical
calculation of Bayesian entities, thereby alleviating computational burden in the evidence optimization process
required for identifying the optimal sparse NN that reduces overfitting. The superiority of the proposed SBNN
algorithm is illustrated through a regression problem. The results are compared for BNNs obtained using standard
Bayesian inference, hierarchical Bayesian inference, and the sparse BNN equipped with the proposed algorithm.
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The classical Fourier’s law-based Pennes bioheat equation [1], is one of the widely used continuum 

modelling approaches used to predict temperature distribution within the biological tissue. It describes the heat 
conduction within the biological tissue and the heat transfer due to blood perfusion and metabolism. It as-
sumes homogeneous (isotropic) blood perfusion to represent the whole biological tissue domain.  

To account for heterogeneous blood perfusion, modifications to the traditional Pennes bioheat equa-
tion are proposed in this work. One approach to incorporate heterogeneous blood perfusion in the Pennes bio-
heat equation is to introduce a spatially varying perfusion coefficient ωb(x,y,z) or blood perfusion distribution 
function extracted from medical imaging. This coefficient represents the local blood perfusion rate at each 
spatial location or point (x,y,z) within the tissue and can vary across different regions of the tissue. The hetero-
geneity in blood perfusion can arise from several factors such as variations in blood vessel density, vessel di-
ameter, or vessel functionality across different regions of the tissue. By incorporating the spatially varying 
perfusion parameter into the Pennes bioheat transfer equation (Eq. 1), the model can account for the non-
uniform distribution of blood flow and may provide more accurate temperature predictions within the tissue. 

 
where  is density, c is specific heat, k is thermal conductivity, T is the temperature at any spatial location and 
at any instant of time, t is time, ωb is the local blood perfusion rate, and Tb is the arterial blood temperature    
(~ 37C). Qmet

’’’ is the volumetric heat generation rate due to metabolism and ∇ is the gradient operator. 
 

 
Figure 1: Resulting perfusion at each tumour tissue location (red is high, blue is low). 

 

By incorporating heterogeneous blood perfusion in mathematical models, the temperature predictions 
can be more accurate, accounting for the non-uniform delivery of heat and cooling effects associated with 
varying blood perfusion rates. For example, tumours often exhibit variations in blood flow due to irregular 
vasculature and other physiological factors. This is particularly important in thermal therapies such as hyper-
thermia or thermal ablation, where precise temperature control is crucial for treatment effectiveness and avoid-
ing excessive thermal damage to surrounding healthy tissue. It provides a means to account for variations in 
blood flow and perfusion patterns, which can have important implications for understanding the treatment 
response, optimizing thermal therapies, and predicting temperature distributions in heterogeneous tissues. 
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This research aims to study the nonlinear structural dynamics of a system inspired by wind turbine and he-
licopter rotor blades. This setup consists of a flexible blade subjected to bending, rigid body pitch rotation, and
spinning about the rotor axis. The structural equations of motion are derived from first principles, yielding a cou-
pled system of partial differential equation (PDE) and ordinary differential equation (ODE). A PDE describes the
bending of the cantilever blade, and the ODE describes the rigid body motion in pitch, and the spinning rotor mo-
tion is a prescribed function of time. The coupled bending and pitch motion leads to several nonlinear terms in the
system dynamics. Furthermore, the imposed spinning motion introduces additional nonlinear terms that depend
on the rotor velocity and acceleration.

The differential equation for the pitch motion contains an inertial nonlinearity, which is atypical in structural
dynamics problems. The numerical solution of this coupled ODE and PDE system is based on implicit methods.
We proceed by discretizing the PDE describing bending motion using the Galerkin’s method leading to a system
of nonlinear coupled ODEs. Subsequently, we discretize the ODEs in time using Houbolt’s method, obtaining
a system of nonlinear algebraic equations which are solved iteratively as a root-finding problem using Newton’s
method. A finite difference discretization is adopted to verify the solution obtained by the spatial discretization
using the Galerkin method. Simulation results are presented to understand the influence of various nonlinear terms
on the observed nonlinear dynamics.
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The spatio-temporal spread of COVID-19 infections is modelled using a partial differential equation-based
compartmental model having susceptible-exposed-infected-recovered and deceased (SEIRD) compartments. These
coupled nonlinear PDEs contain many parameters (such as infection rate, diffusion coefficients etc.) which are un-
certain. A Bayesian inference methodology called Nonlinear Sparse Bayesian Learning (NSBL) is leveraged to
estimate the parameters effectively alleviating overfitting and reducing the uncertainty [1]. The overwhelming
computational burden for repeated forward solutions of a high-resolution PDE model required for the Bayesian in-
ference is handled using parallel scalable domain decomposition-based solvers. An overlapping restricted additive
Schwarz solver for the fine grid and algebraic multigrid for the coarse solution allow multiple levels of error re-
duction providing excellent scalabilities [2]. Numerical illustrations of the methodology involve the second wave
of infection of COVID-19 in Southern Ontario, using data collected by public health units between September
1, 2020, and February 28, 2021. The proposed combination of NSBL and domain decomposition-based solvers
permits the construction of reliable predictive models [3] considering uncertainty.
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Computational models for natural and engineering systems inherently possess uncertainties in the form of
model parameters, assumptions in the mathematical models and the noise in calibration data. Sampling-based
approaches to handle these uncertainties become overwhelmingly expensive for large scale models with high res-
olution discretizations in space/time. Uncertainties in model parameters for time dependent and nonlinear partial
differential equation (PDE) models are handled using a sampling-free approach with domain decomposition (DD)-
based solvers. The sampling-free stochastic Galerkin method transforms the PDE with random model parameters
into a large system of coupled linear or nonlinear PDEs. The increase in number of random parameters in the
model increases the computational requirements necessitating a scalable solver.

An acoustic wave propagation model with a random field representation of wave speed is handled using a
non-overlapping DD method. The symmetric and positive-definite coefficient matrix of the system is solved using
a conjugate-gradient based iterative method and associated Neumann-Neumann vertex-based preconditioner for
acoustic wave propagation problem in two dimensions. However, the complex spatial coupling and the coupling
among the stochastic expansion coefficients can affect the scalabilities of the solver in three dimensions. Hence, a
wirebasket-based preconditioner is utilized to enrich the coarse grid allowing better global error propagation and
improved scalability for an elastic wave propagation model in three dimensions. For nonlinear stochastic PDEs,
the coefficient matrix of the associated linearized algebraic system is non-symmetric which requires the use of
generalized minimum residual (GMRES) method based iterative solvers. A multilevel Schwarz preconditioner
combining DD and algebraic multigrid method is proposed for efficient error reduction for large scale models [1].
Finally, the solvers are also tested on a nonlinear time dependent model of geo-spatial spread of COVID-19 with
random diffusion coefficients.
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We present investigations and findings of several loss function normalization methods for a physics informed
neural network (PINN) tailored for infectious disease modeling. The loss in PINNs typically consist of a standard
network loss based on the misfit between model outputs and observations, in addition to a contribution from the
residuals of governing differential equations underpinning the system mechanics. In the context of compartmental
models, Shaier et al. have proposed a variant of the PINN model they named Disease Informed Neural Network
(DINN) [1]. Consider the SIRD model, a system of four coupled ordinary differential equations:

dS

dt
=−(β/N)SI, (1)

dI

dt
= (β/N)SI − γI −µI, (2)

dR

dt
= γI, (3)

dD

dt
= µI, (4)

where S, I, R, and D are models states which categorize the population as either susceptible, infectious, recovered,
or dead. The parameter β reflects the transmission rate. The parameter γ is the recovery rate. The parameter
µ is the death rate of infected individuals. The neural network outputs the model states at discrete instances of
time. The DINN framework also permits the estimation of unknown model parameters. The disease dynamics are
enforced through the DINN by ensuring that the model outputs minimize the residual of Eqs. (1-4).

For numerical experiments, we consider synthetic data generated using static values of parameters β , γ , and
µ . The use of synthetic data wherein the true parameter values are known, allows us to test the robustness of
the network and different loss function approaches. We assess how the performance of the DINN compares with
standard parameter estimation methods when data are sparse, noisy, and incomplete. The investigations include
normalizing the loss functions passively via normalizing the data and residuals prior to training [1], normalizing
via weighted loss [2], and Pareto scaling optimization. An important reason for investigating different loss func-
tions for the DINN is the proposed dual goal of a DINN for disease spread prediction, and compartmental model
parameter estimation. Understanding the role that network and residual loss has on the capacity to accomplish the
two goals may be conducted through tests on the two core components of the loss function and its normalization.
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Heterogeneity of tumour is a typical trademark of tumour vascular development. Inaccurate temperature pre-
dictions may lead to inadequate heating or cooling of target regions, potentially reducing treatment effective-
ness or causing unintended damage to surrounding healthy tissues. This study incorporates heterogeneous 
blood perfusion at each tumour voxel location, thereby relaxing the assumption of uniform blood perfusion. 
Dynamic variations in blood perfusion at each spatial location is studied for vascular-stasis [1] and thermal-
damage [2] based perfusion algorithms for a magnetic nanoparticle assisted thermal ablation (refer fig. 1). 
After introspection of spatial-temporal perfusion maps, the thermal damage propagation is different. In our 
coupled model, magnetic nanoparticles migrate from the regions of higher concentration to the regions of low-
er concentration due to enhancement in interstitial space from 20% to 80%. No computational studies have 
been published so far to assimilate these aspects for three-dimensional heterogeneous perfusion in a quantita-
tive manner. Incorporating three-dimensional perfusion to measure the heat transfer characteristics of the bio-
logical tissues is exemplary. We infer that quantitative perfusion metrics informed computational models may 
play an important role in optimizing the treatment efficacy of thermal therapies. 

 
                                                (a)                                                                                         (b) 
Figure 1: Blood perfusion redistribution as a function of tumor spatial location for two perfusion algorithms 
(Anisotropic blood perfusion as a function of (a) vascular stasis and as a function of (b) thermal damage). 
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In silico models of peritoneal dialysis (PD) are useful tools to study and improve treatment outcomes and
make the treatment more patient-specific. They can help in deciphering the underlying mechanisms according to
the transport status of a patient. Several mathematical models of have been developed in the past decades, but what
is lacking is a direct comparison of the models to estimate their accuracy with respect to predicting (pre-)clinical
data. Benchmarking is also important to identify which PD models can be easily made patient specific.

Figure 1: The predicted dialysate concentration of different solutes

by Öberg model.

Two mechanistic models (Graff [1], Öberg [2]) and
two analytical models used in clinical practice and re-
search (Garred [3], Waniewski [4]) were chosen. The
four models, in combination, encompass various mech-
anisms that are essential to PD (diffusion, convection,
lymphatics). The dataset consisted of data from multi-
ple static dwells (n = 16) in uremic pigs. Each model
was trained by fitting the dialysate solute concentra-
tions (in a subset of the dwells) to predict the mass
transfer area coefficient (MTAC) of each solute. With
fitted MTAC, we predicted the dialysate solute concen-
trations in the remaining dwells. The model by Öberg
appears to be the optimal model in terms of low er-
ror in solute concentration predictions, applicability of
the model to multiple datasets (with different initial
dialysate concentration), physiological MTAC values

and reasonable ultrafiltration values in pigs. Applying the model to the data obtained in the uremic pig exper-
iments showed a good predictive accuracy of the Öberg model (Fig. 1). Notably, the Öberg model accurately
predicted the effects of sodium sieving, whereas other models did not. This model is also modular and has been
applied to automated PD and continuous flow PD.
In summary, the modified Öberg model provided an accurate prediction of solute concentrations throughout a static
dwell in uremic pigs. In the future, we aim to extend this model to human data.
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It is very common for workflows connected to mass spectrometry to be entirely contained to closed-source
software provided by instrumentation manufacturers, e.g., LECO instruments are designed to work with the Chro-
maTOF [1] mass spectrometry data system, and the StatCompare suite of statistical tools. These tools have many
advantages: they are professionally designed, with modern graphical interfaces; they are tested and known to
process the data types produced by the instrument; and they are standard. They also have disadvantages: the al-
gorithms are not publicly exposed; the process is limited to the implementation; and occasionally new instruments
are released which are not supported by the current version of the software suites.

In this talk we will discuss the development of two open source tools: the subMaldi package [4] for single
dimension mass spectrometry data; and gcgcWork [2, 3] for the reproduction of a somewhat standard GCxGC
workflow and pipeline, similar to key components provided by ChromaTOF. Both are created for the R program-
ming environment, and available on GitHub. We will discuss the issues with implementation, especially with
respect to data size and format, and lay out the challenges ahead for producing higher quality, user-friendly soft-
ware for common chemical analyses. In both cases, the packages were developed to aid in the analysis of forensic
science data sets: subMaldi for dried bloodstain chemical analysis; and gcgcWork for VOC analysis from human
body decomposition.
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Rampant terrorism poses a serious threat to the national security of many countries worldwide, particularly due
to separatism and extreme nationalism. This paper focuses on the development and application of a temporal self-
exciting point process model to the terror data of three countries: the US, Turkey, and the Philippines. To account
for occurrences with the same time-stamp, the paper introduces the order mark and reward term in parameter
selection. The reward term considers the triggering effect between events in the same time-stamp but different
order. Additionally, the paper provides comparisons between the self-exciting models generated by day-based
and month-based arrival times. Another highlight of the paper is the development of a model to predict the
number of terror events using a combination of simulation and machine learning, specifically the random forest
method, to achieve better predictions. This research offers an insightful approach to discover terror event patterns,
and forecast future occurrence of terror events, which may have practical application towards national security
strategies.
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Financial news headlines are informative in predicting the stock market movement and providing valuable
insights to investors. The information, such as the sentiment of news headlines and specific keywords, can often
be extracted for data analysis and model fitting.Our study aims to analyze the impact of financial news head-
lines related to Apple (AAPL) from January 1st, 2012, to May 31st, 2019, on Apple’s stock return and develop a
profitable trading strategy. Our analysis consists of data preparation, machine learning model training and eval-
uation. Our data preparation method involves preprocessing techniques to clean, tokenize, and extract features
from the headlines. In detail, we perform sentiment analysis on the headlines using FinBERT[1], a state-of-the-
art financial-oriented BERT model, which provides three categories of sentiment scores, positive, negative and
neutral. The three scores are used as sentiment features.

To explore the relationship between headlines and stock prices, we build a range of multi-class classification
models, including Logistic Regression, Decision Tree, Random Forest, and Neural Networks. We also apply
cross-validation to evaluate the models. These models allow for a comprehensive analysis of how features of
headlines influence stock price movements. Moreover, We utilize dedicated performance metrics[2], which provide
an overall assessment of the models in a trading environment. Furthermore, the study constructs trading strategies,
which utilize vanilla call and put options, based on the predictions made by the models. We believe that our study
has the potential in understanding the relationship between financial news headlines and the stock market. By
gaining insights into this relationship, investors can effectively optimize their trading strategies and make informed
decisions.
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We study a multi-asset jump-diffusion pricing model, combining a systemic-risk asset with several conditionally-
independent ordinary assets. Our approach allows for analyzing and modelling a portfolio that integrates high-
activity security, such as an Exchange Trading Fund (ETF) tracking a major market index (e.g., S&P500), and
several low-activity securities not frequently traded on financial markets. The number of securities can be in-
creased without losing the tractability of the model. We propose a Laplace-transform-based approach to computing
Value-at-Risk (VaR) and Expected Shortfall (ES) of portfolio returns. Additionally, European-style basket options
written on the extreme and average stock prices or returns can be evaluated semi-analytically. One of the main
features of the proposed model is the possibility of estimating parameters for each asset price process individually.
We present the conditional maximum likelihood method for fitting asset price processes to empirical data. Alter-
natively, the least-square method calibrates the model to option values. The number of parameters grows linearly
in the number of assets compared to the quadratic growth through the correlation matrix, which is typical for many
other multi-asset models. We discuss the properties of the proposed model, the estimation of its parameters us-
ing conditional and standard MLE methods, a least-squares technique, the valuation of VaR and ES metrics, and
pricing European-style basket options. We develop semi-analytic pricing formulae for VaR, ES, and call and put
options on a geometric or arithmetic average value and a maximum or minimum price. Computational results are
compared with Monte Carlo estimates.
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The most widely utilized methods to positively identify the mass spectra of an analyte often struggle when faced
with isomers or similarly structured compounds. Additionally, for identification of compounds with many isomers,
both the mass spectrum and retention index are often needed. Ultimately, final compound identification is at the
discretion of the researcher. Given the potential for incorrect characterization, development of improved methods
for identification of unknown analytes with similar spectra is an active research area. Recently, a new method
called high-dimensional consensus (HDC) mass spectral (HDCMS) for similarity scoring was developed and ap-
plied to fentanyl analogs. In lieu of more traditional similarity measures it builds a measure of dissimilarity based
on a constructed probability distribution associated with collections of replicate spectra. The method is a promising
approach for differentiating spectra of isomers. In this poster we present results for applying HDC to distinguish
several monoterpenes that are not differentiable by current methods, even with the use of retention index. To
measure the efficacy of the HDC algorithm, we apply the technique to 15 replicates of 9 monoterpenes (C10H16)
with retention indices that differ by less than 30 and spectral similarity match factors that are greater than 900.
Match factors were determined by calculating the cosine similarity between 20 monoterpene library spectra from
the NIST20 library. The replicate spectra used in the HDC algorithm were taken by Gas Chromatography-Mass
Spectrometry (GC-MS) using the same instrument parameters. With replicate terpene measurements we calculate
the mean, variance, and standard deviation of the mass-to-charge ratio (m/z) and intensity of each collection of
replicates in order to build a probability density approximation. The findings from this compound identification
numerical experiment are compared to results produced by existing and widely used match methods such as cosine
similarity or modified cosine similarity.
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When modeling data, we would like to know that our models are extracting facts about the data itself, and not
about something arbitrary, like the order of the factors used in the modeling. Formally speaking, this means we
want the model to be invariant with respect to certain transformations.

Here we look at different models and the nature of their invariants. We find that regression, MLE and Bayesian
estimation all are invariant with respect to linear transformations, whereas regularized regressions have a far more
limited set of invariants. As a result, regularized regressions produce results that are less about the data itself and
more about how it is parameterized.

To correct this, we propose an alternative expression of regularization which we call functional regularization.
Ridge regression and lasso are special cases of functional regularization, as is Bayesian estimation. But functional
regularization preserves model invariance, whereas ridge and lasso do not. It is also more flexible, easier to
understand, and can even be applied to non-parametric models.
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This paper contributes to the understanding and practical utilization of last passage time in derivative mar-
kets and Excursion Theory. In the context of derivative markets, the practical relevance of last passage time is
demonstrated through the design of path-dependent step options that directly rely on its dynamics. Furthermore,
we extend our analysis to include barrier options with killing. Closed-form spectral expansion pricing formulas for
these last passage step options and barrier options are derived under various one-dimensional time-homogeneous
diffusion models. These include Geometric Brownian Motion (GBM), the Constant Elasticity of Variance (CEV)
model, and other solvable nonlinear state-dependent volatility models. The accuracy and effectiveness of our
theoretical results are validated through numerical computations, providing further support for their practical ap-
plicability.

Furthermore, the paper explores the application of last passage time in excursion theory for solvable diffusions.
It investigates the density of Dl(T ), which represents the probability density of the excursion process straddling
time t, as well as the joint density with last passage time. Additionally, the density under the scenario of killing is
derived. The efficient and accurate numerical calculations of our spectral expansion formulas outperform Monte
Carlo simulations.
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Interactions of graphene and other two-dimensional (2D) materials with externally moving charged particles
have been studied in recent years in the context of Electron Energy Loss Spectroscopy in Scanning Transmission
Electron Microscope, which has become a very popular experimental technique for exploring the excitation of
plasmons in graphene over a broad range of frequencies. On the other hand, the technological need for a stable and
tunable source of terahertz (THz) radiation has prompted several recent studies of the electromagnetic radiation
from graphene, induced by its interaction with fast electron beams.

We have recently developed a fully relativistic theory of energy losses for a fast charged particle traversing
single-layer graphene [1, 3, 7] and multi-layer graphene (MLG) [2, 4, 5] . It was shown that the total energy
loss of the external particle consists of two components: the energy absorbed by graphene layers in the form of
electronic excitations (Ohmic losses), which include the excitation of Dirac plasmon polaritons (DPP), and the
energy that is emitted in the far field as transition radiation (TR). We have also studied the effects of varying the
charged particle energy and angle of incidence [1, 3, 7], as well as the effects of hybridization between the DPPs
in different graphene layers within MLG structures [3]-[5], in both the Ohmic energy loss distributions and in the
angular spectra of TR.

In recent work, we have applied our methodology to phosphorene, a single layer of black phosphorus, which
exhibits strongly anisotropic optical properties. Describing this anisotropy by a 2D conductivity tensor, we have
explored the possibility of directional excitation of the hyperbolic plasmon polaritons in phosphorene, which may
arise in the infrared frequency range, by using incident charged particles under oblique angles of incidence upon
phosphorene [6].
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In this work, we provide a granular view of factors affecting COVID-19 disease transmission across the
province of Ontario, Canada in 2020. Using a generalized multi-linear regression process, we determine the
perceived risk of infection and personal discomfort of complying with non-pharmaceutical interventions (NPIs) to
Ontarians across 34 public health units. With the use of game theory, we model a decision making, time-dependent,
process by which we estimate how average individuals in each PH region decide to minimize their risk of infec-
tion, as well as their discomfort to adhering to measures. This model gives an estimate on NPI (mask use, mobility
reductions, etc.) adoption rate across Ontario from March to December 2020. Using an SEIRL compartmental
model for ON, we highlight how decisions fed into the transmission process, and viceversa. Finally, we explore the
model versatility (i.e., application to other parts of the world, not just ON) as well as its applicability to scenario
testing (i.e., to differing potential emerging infections).

Non-pharmaceutical interventions; game theory and decision making models; Nash equilibrium; behavioural
epidemiology; infectious disease.
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For almost a century, several prevention and treatment strategies has been employed at both the population
and cellular levels, in an effort to control/eliminate malaria. Nonetheless, malaria remains a major global health
problem. Emergence of resistance to antimalarial drugs and insecticides; some mosquitoes bite outdoors; most
antimalarial drugs are not active against sexual stage are some of teh common challeges, [2]. Moreover, most
available drugs kill malaria as it gets established in the liver or after it has infected red blood cells, but cannot
tackle it once the parasite is released from the cells as gametocytes, which is when it is transmissible to other
people via mosquito bites.

Recently, promising clinical advances have been made in developing novel antimalarial drugs that block par-
asite transmission, cure the disease, and have prophylactic effects, called transmission-blocking drugs (TBDs) [3,
4, 5]. Our main aim is to explore the potential effects of such TBDs on malaria transmission in the effort to con-
trol and eliminate the disease using mathematical models to ascertain how the presence of TBDs can mitigate the
transmission of malaria parasites on both asymptomatic and symptomatic carriers in a defined hotspot of malaria.
Our special focus was on the effects of the treatment coverage and the efficacy of TBDs along with the protective
effect and waning effect of TBDs. For this, we propose and analyze a mathematical model for malaria transmission
dynamics that extends the SEIRS-SEI type model to include a class of humans undergoing treatment with TBDs
and a class of those protected because of successful treatment. The mathematical and epidemiological implications
of TBDs are assessed using different approaches.

Furthermore, we fit the model to malaria data using the library "lmfit? in Python and use the validated model to
explore the model’s predictions under various scenarios. Results from our analysis show that the effect of treatment
coverage rate on reducing reproduction number depends on other key parameters such as the efficacy of the drug.
The projections of the validated model show the benefits of using TBDs in malaria control in preventing new cases
and reducing mortality. In particular, we find that treating 35% of the population of Sub-Saharan Africa with a
95% efficacious TBD from 2021 will result in approximately 82% reduction on the number of malaria deaths by
2035.
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Atherosclerosis is one of the primary causes of cardiovascular disease (CVD). Its early stage is subclinical
atherosclerosis (SCA) which is determined by the measurement of the carotid intima-imedia thickness (CIMT). In
this study, we used CIMT measurements with a threshold of 0.078 cm to divide the patient data into two classes.
The data contained 6 variables and 221 observations. We used supervised machine learning (ML) techniques
to perform a classification task with alternative ML algorithms that included Logistic Regression (LR), Support
Vector Machine (SVM), Decision Tree (DT), and Random Forest (RF) . While working on our project, we noticed a
disparity in the sizes of our class. For this reason, we oversampled, that is, balancing the class and gave both results
of the imbalanced data and balanced data. The performance of each ML algorithm applied was also evaluated using
different performance metrics. Finally, we discovered that the SVM algorithm is the optimal classifier for SCA.
This prediction algorithm can help Clinicians quickly identify patients in the early stage of atherosclerosis and
administer timely treatment and in turn aid in reducing the increase in cardiovascular disorders.
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The "shock and kill" strategy is being widely explored to purge Human Immunodeficiency Virus (HIV) latent
reservoirs. Romidepsin, a kind of latency-reversing agents (LRAs), has been shown to induce HIV RNA tran-
scription. However, several clinical trials testing this drug have resulted in limited effect in reducing the HIV
latent reservoirs. To understand the mechanisms underlying such limited effect, we develop a multi-scale model
that incorporates pharmacokinetics and considers the toxicity of romidepsin to T cells in this paper. By fitting
the model to the viral load data from plasma of six patients received romidepsin, we find that the model with T
cell toxicity of romidepsin can well explain the clinical data. The dynamics of latently infected cells during ro-
midepsin administration are explored using the best-fit parameter values. The results show that latently infected
cells decrease very slowly and remain very stable overall in 4 of the 6 participants under the assumption of T cell
toxicity of romidepsin. This implies that the ineffectiveness of romidepsin on latent reservoirs can be explained
by its toxicity to T cells. In the remaining 2 participants, however, latently infected cells are quite stable without T
cell toxicity of LRAs. It is found that the estimated activation rate of latently infected cells by romidepsin and the
estimated elimination rate of romidepsin on immune cells for these two patients are very different from those for
the other four patients. Thus we speculate that the heterogeneous response to romidepsin across participants may
also be a determining factor of the effectiveness of romidepsin. These results may have significant implications in
the search for the control of the infection.
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A keystone species is one on which other species in the ecosystem largely depend and consequently if removed
there are drastic effects on the ecosystem. Bears, salmon, and vegetation are unique in an ecosystem because all
three are keystone species dependent on one another. We propose a stoichiometric model to study the afore-
mentioned ecosystem where bears consume salmon and vegetation. The results show that the bear population
may coexist with salmon and vegetation populations at a steady state or oscillate periodically. Moreover, a small
vegetation growth rate drives the vegetation population to extinction whereas salmon coexist with bears but the
populations oscillate periodically. On the other hand, the salmon population goes to extinction but the vegetation
coexists with bears at a steady state when the vegetation growth rate is large.
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Calcium plays fundamental role in dictating subcellular signaling and cell fate in biological systems. It 

does so through the formation of calcium signals that are regulated by channels and pumps expressed on the 
membrane of the cell and on the membrane of storage compartments within the cell such as the endoplasmic 
reticulum (ER). Depending on the cell type, these signals exhibit distinct and very interesting stochastic spa-
tiotemporal dynamics ranging in behaviour from being oscillatory with very complex profiles [1]̧ to being 
purely transient embedding key features [2, 3]. One can use the calcium flux-balance model [4] to explain how 
these signals are generated, and apply slow-fast analysis [5] to decipher their underlying dynamics. In this talk, 
I will outline our recent work using this approach to explain the calcium profiles seen in two cell types: oli-
godendrocytes and osteoblasts. 

 
References     

 
[1] O. Lawrence, N. Desjardins, X. Jiang, K. Sareen, J.Q. Zheng and A. Khadra, Characterizing Spontaneous Ca2+ Local 

Transients in OPCs Using Computational Modeling, Biophys. J. 121,  23, pp. 4419-4432 (2022). 
[2] N. Mikolajewicz, D. Smith, S.V. Komarova and A. Khadra, High-Affinity P2Y2 and Low-Affinity P2X7 Receptor Interaction 

Modulates ATP-Mediated Calcium Signalling in Murine Osteoblasts, PLoS Comp. Biol. 17, e1008872 (2021).  
[3] L. Mackay, N. Mikolajewicz, S.V. Komarova and A. Khadra, Systematic Characterization of Dynamic Parameters of Intracellu-

lar Calcium Signals, Front. Physiol. 7, pp. 525 (2016). 
[4] A. Sherman, Y.X. Li, and J.E. Keizer, Whole—Cell Models, Computational Cell Biology, New York: Springer, pp. 101-139 

(2002). 
[5] B. Ermentrout and D.H. Terman, Mathematical foundations of neuroscience, New York: Springer, pp. 331-367 (2010). 

✷✾✻



The VI International AMMCS
Interdisciplinary Conference
Waterloo, Ontario, Canada

Reconfiguration of vertex colouring and forbidden induced subgraphs

M. Belavadi1, K. Cameron2, O. Merkel3

1 Wilfrid Laurier University, Waterloo, Canada mbelavadi@wlu.ca
2 Wilfrid Laurier University, Waterloo, Canada, kcameron@wlu.ca
3 Wilfrid Laurier University, Waterloo, Canada, owenmerkel@gmail.com

Let G be a finite simple graph with vertex-set V (G) and edge-set E(G). For a positive integer k, a k-colouring
of G is a mapping α:V (G) → {1,2, . . . ,k} such that α(u) ̸= α(v) whenever uv ∈ E(G). We say that G is k-
colourable if it admits a k-colouring and the chromatic number of G, denoted χ(G), is the smallest integer k such
that G is k-colourable.

The reconfiguration graph of the k-colourings, denoted Rk(G), is the graph whose vertices are the k-colourings
of G and two colourings are adjacent in Rk(G) if they differ in colour on exactly one vertex. We say that G is
k-mixing if Rk(G) is connected and the k-recolouring diameter of G is the diameter of Rk(G). Given two k-
colourings α and β of G, deciding whether there exists a path between the two colourings in Rk(G) was proved to
be PSPACE-complete for all k > 3 [1]. The problem remains PSPACE-complete for graphs with bounded band-
width and hence bounded treewidth [2]. In this paper, we investigate the connectivity and diameter of Rk+1(G) for
a k-colourable graph G restricted by forbidden induced subgraphs. We explore the structural properties of graph
classes defined by forbidden induced subgraph to study the diameter and connectivity of the reconfiguration graph.
A graph G is H-free if no induced subgraph of G is isomorphic to H. Let Pn, Cn, and Kn denote the path, cycle, and
complete graph on n vertices, respectively. For two vertex-disjoint graphs G and H, the disjoint union of G and H,
denoted by G+H, is the graph with vertex-set V (G)∪V (H) and edge-set E(G)∪E(H).

We show that Rk+1(G) is connected for every k-colourable H-free graph G if and only if H is an induced
subgraph of P4 or P3 +P1. We also start an investigation into this problem for classes of graphs defined by two
forbidden induced subgraphs. We show that if G is a k-colourable (2K2, C4)-free graph, then Rk+1(G) is connected
with diameter at most 4n. Furthermore, we show that Rk+1(G) is connected for every k-colourable (P5, C4)-free
graph G.

A preprint is available at https://arxiv.org/abs/2206.09268.
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