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Preface

The Aerospace PhD Days are organized by the Italian Association of Aeronautics and
Astronautics, AIDAA, and are open to PhD students working on Aerospace Science and
Engineering topics. The first two editions were held in Pisa under the supervision of Professor
Aldo Frediani. The event has no parallel sessions to alow students to follow all presentations,
furthermore, most of the organization is carried out by graduate students.

The 2023 edition had 63 presentations, with students from more than ten institutions, including
delegates from China, France, and Spain. Many aerospace disciplines and topics were covered,
i.e, dynamics and control, navigation, aeroacoustics, fluid dynamics, human-machine
interaction, structures, maintenance and operations, sustainability of aeronautics and space,
space economy, propulsion, additive manufacturing, sensors, aerospace systems, aeroelasticity,
artificial intelligence, and UAV.

Four invited speakers delivered lectures on opportunities, challenges, and perspectives of the
aerospace field: Angelo D’Agostino (Head of Research career and NCPs coordination Unit,
APRE), ERC Starting Grant & M SCA-Postdoctordal Fellowships opportunities; Franco Ongaro
(Chief Technology and Innovation Officer — Leonardo), Aerospace perspectives of Leonardo
Company; Tatjana Boli¢ (Chair of the SESAR 3 Joint Undertaking’s Scientific Committee -
University of Westminster), Innovations in ATM; Maria Antonietta Perino (Director Space
Economy Exploration and International Network - Thales Alenia Space), Exploration: from
LEO to Moon and Mars. The closing ceremony included a speech from Anthea Comellini, a
Member of the ESA astronaut reserve.
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Autonomous navigation methods for spacecraft formation flying
in cislunar space

Sergio Bonaccorsil2”
!Politecnico di Milano, Milan, Italy, 20156
asergio.bonaccorsi@polimi.it

Keywords: Three Body Problem, Autonomous Navigation, Formation Flying

Abstract — Dueto the increasing number of deep space missionsin the following years, the focus
on methods and strategies that enable a spacecraft to perform critical operations autonomously is
becoming crucial. In the context of cislunar space, thisresearch aimsto investigate state estimation
methods for such ahighly nonlinear dynamics environment in order to identify the best operational
scenarios and constraints that enable accurate performance for autonomous spacecraft navigation.
In particular, the LIAISON navigation method is considered in the context of a formation of
satellites moving in cislunar space exploiting the presence of other cooperative satellites to
exchange inter-satellite signals to get range measurements.

Introduction

In the context of current and future lunar missions, the number of operating satellitesin the cislunar
environment is expected to grow. At the same time, spacecraft formation flying (SFF) isreceiving
increasing attention for its concept of distributing the functionality of a single spacecraft between
several close-flying satellites, and for its higher adaptability and flexibility to different mission
concepts. For these missions, the baseline option for orbit determination is, in general, ground-
based radiometric navigation. Through technological advancements in autonomous Guidance,
Navigation, and Control (GNC) capabilities for formation flying two main benefits would be
accomplished: reduced costs and ground operations, and superior performance in terms of control
accuracy and mission adaptability. For these reasons, autonomous navigation methods for SFF
operating in highly nonlinear dynamics environments are investigated.

Space missions of formation of satellitesin regions far from Earth pose different challengesfor
navigation and communication dueto large distances. Nowadays, spacecraft navigation techniques
for deep-space missions largely rely on radiometric measurements collected on the ground by the
Deep Space Network (DSN). All data are processed on the ground to estimate traj ectories and plan
maneuvers. Newman et a. [1] have assessed the extent to which the DSN should be utilized to
meet the tracking requirements for orbit determination. As areference, for the Lunar Gateway, in
the absence of any onboard sensors, DSN measurements should be used at |east three contacts per
orbital period, lasting 6 hours each time, to meet the navigation performance requirements [2].

There are severa challenges to navigating in cislunar space that the current ground-based
navigation paradigm does not readily address, such as their limited scheduling resources due to
the increasing number of deep-space missions, constrained observation times, processing time and
communication delays [3]. For these reasons, the concept of autonomous navigation is gaining
interest as the most favorable approach for lunar missions.

Current Trendsfor Navigation

In the last decade, thefirst ideato aleviate theload of ground stations was still to assume the DSN
as the primary resource for providing inertial measurements, but with the reduction of its overall
work through the utilization of different onboard sensors. Secondly, with the ultimate goal of a
completely autonomous system, the problem where a satellite attempts to simultaneously estimate

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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itsown inertial state, aswell asthe inertial state of atarget with only relative measurements, was
considered. This so-called co-estimation problem was first solved using cross-linked range
measurements within the Linked Autonomous Interplanetary Satellite Orbit Navigation
(LIAISON) method [4]. Then, newer works expanded LiAISON results to optical measurements
[5], and different sensors have been considered within the concept of datafusion [3,6,7,8]. Among
them, X-ray pulsar navigation and, most importantly, cameras for optical navigation have been
considered to get measurements from observations of asteroids, other satellites, Moon centers, and
landmarks.

Regarding fully autonomous navigation strategies, current research interests focus on two main
trends. The first relies solely on optical navigation, showing that the most efficacious target
observations are images of artificial satellites and observations of the Moon (landmarks and/or the
center of the figure). The second trend relies solely on satellite-to-satellite measurements, such as
range or range-rate. These two systems differ in the algorithms used to process the sensor output
and in the power consumption and weight of the overall equipment. Both of them rely on the
concepts of the LIAISON navigation method.

LiAISON navigation isbased on the notion of uniqueness. If there exists an orbit that is unique,
then its absolute orientation is spatially unambiguous, and therefore any other orbit measured with
respect to that orbit will, likewise, also be unambiguous. The characteristics of the acceleration
function determine whether a unique trajectory exists, and also the degree to which the absolute
position of the spacecraft can be estimated using inter-satellite measurements. Building on this
assertion, satellites that are in sufficiently distinguishable orbits, are most attractive for this type
of navigation. Fortunately, for spacecraft orbiting in the Earth-M oon neighborhood, the three-body
dynamics provide the appropriate conditions for unique trgjectories and for the subsequent use of
such an autonomous navigation system. The LiAISON technique cannot determine the absolute
states of both satellites from a single epoch measurement; rather, it requires a time series of
measurements that are long enough for the asymmetric dynamic effects to show up in the data.

First Results

Simulations of hybrid strategies (implementing autonomous navigation methods but still relying
on DSN) have shown, as afirst remarkable result, the possibility of reducing the workload of DSN
and ground operations in general, such as data processing and subsequent satellite uplink. In their
work, Yun et a. [7] have shown how the combined use of optical navigation, antennas for GPS,
and X-ray pulsar navigation could reduce the dependency on DSN to one hour per pass, asix-fold
reduction from the nominal DSN-only approach.

Bradley et a. [3] support thefeasibility of autonomous navigation in cislunar space with current
technology and the application of LiAISON. They have demonstrated the possibility of meeting
different navigation performance requirements based on the ability of three optical cameras with
different resolutions to extract information from various target types at different times. The results
show average uncertainty levels ranging from tens of kilometers to single kilometers. The more
targets in visibility and the more measurements that can be provided to the navigation filter, the
more accurate the state estimation will be. The most useful target types turn out to be artificial
satellites and lunar centers. In particular, different mission scenarios, including different data
cadences and correction maneuvers within the time windows of the estimation process, have been
analyzed to also consider the robustness of the filtering process with respect to these aspects.

Following this work, Greaves and Scheeres [9] underline that all the previous work assumed a
well-known target state so that only arelative state needed to be estimated. Therefore, they state
that performing autonomous navigation using just optical sensorsis possible, but they also put in
evidence that the range estimate generated using bearing measurements is often only weakly
observable and highly dependent on the nominal trajectory. For this reason, they have explored
new guidance policies, which seek to maximize range information in the cislunar co-estimation
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problem given relative optical measurements. This has been investigated for theideaof performing
autonomous navigation in cislunar space by exploiting targets whose state has to be estimated as
well.

Based on the concept of co-estimation with atarget satellite, autonomous navigation performed
using crosslink radiometric measurements such as range and range-rate is investigated in recent
works [10,11,12,13]. Firstly, the authors have shown that range measurements in general provide
better state estimation than range-rate observations for cislunar satellites performing autonomous
navigation. Then, they have shown that the LiAISON technique could be a possible approach for
the LUMIO mission, based on the existing inter-satellite link with the Lunar Pathfinder satellite
without using any ground-based measurements. By means of an observation effectivenessanalysis,
they have also highlighted the presence of optimal tracking windows, which is a crucia remark
considering the goa of optimizing the onboard measurement schedule. The same authors have
then focused on the analysis of radiometric navigation for cislunar satellite networks involving
three satellites moving in centralized or distributed configuration by exploiting the existing
communication links between them. The distributed topology has been found to provide better
state estimation and quicker convergent navigation solutions.

Regarding these feasibility analyses involving LiAISON navigation, the authors have
underlined the importance to investigate what would happen considering the full operative mission
lifetime and the presence of dynamics errors and clock model errors. To consider the practical
chalenges of implementing LIAISON, Wang et a. [14] developed a high-fidelity model to
consider the effects of model errors and time synchronization on navigation performances. The
most relevant conclusion drawn from this work is that LIAISON navigation allows to meet quite
accurate navigation performances even considering a high-fidelity dynamic model. This has been
possible by considering these model errorswithin the navigation filter algorithm. The authors have
finally underlined several times the strong dependence of the estimate accuracy on the
measurement geometry, which leads to very different performances to be evaluated according to
mission requirements. In other words, the orbital regimes of the satellites involved in the
navigation scenario strongly influence the resulting performances.

Summarizing the current trends for autonomous navigation in cislunar space, the Cislunar
Autonomous Positioning System Technology, Operations, and Navigation Experiment
(CAPSTONE) mission will serve as a pathfinder for navigation and operations in the same near
rectilinear halo orbit (NRHO) that will be utilized by NASA’s Lunar Gateway [15]. The Cislunar
Autonomous Positioning System (CAPS), anavigation product devel oped by Advanced Spacevia
aNASA Small Business Innovation Research, isintended to allow for the navigation of most small
satellites without the requirement of a high-gain antenna, high-sensitivity GNSS receiver, or other
specialized onboard hardware [16]. While standard DSN two-way navigation will still be the
baseline operationa navigation framework for the mission, the ultimate goal is to demonstrate
navigation with either no ground-in-the-loop or without a dedicated two-way ground link.
Currently, there are two measurement paradigms that can be processed by the CAPS flight
software: crosslink measurements between two spacecraft, and one-way uplink measurements
made possible by an onboard Microsemi SA.45s chipscale atomic clock (CSAC), which will
leverage the enhanced oscillator stability for the estimation of clock bias and drift within the
navigation filter.

To demonstrate the expected performance of CAPSTONE, high-fidelity navigation simulations
have been performed considering noise values and biases that are expected based on ground tests
of mission hardware. According to these preliminary results, one-way measurements or crosslink
measurements alone would likely be good enough to support the onboard planning of orbit
maintenance maneuvers if desired. Each of these data types can provide onboard solutions
comparable to the quality of the ground-based filters given the expected CAPSTONE tracking
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schedule. Additionally, the utilization of both data types can provide additional improvements to
onboard solutions. The scientific community look forward to analyze CAPSTONE'’ s experimental
data, and sharing the achieved results with the rest of the world.

Spacecr aft Formation Flying Navigation

The aforementioned navigation problem focuses on single spacecraft missions interacting with
aready present targets in cislunar space, but, considering the presence of close-flying satellites
within the concept of SFF, relative navigation issues must be addressed as well. Considering the
problem of autonomous relative navigation between an active satellite (chaser) and another space
object (target) orbiting in close-proximity, for SFF applications the latter can be included in the
category of actively or passively cooperative targets, depending on the strategy adopted. In the
actively cooperative target case, both chaser and target have the knowledge of their own state with
acertain degree of uncertainty and they exchange information by means of a communication link.
In some cases, the target may also be cooperating in a passive way, through artificial markers on
the spacecraft body that can be detected and tracked by the chaser spacecraft.

In general, the state estimation problem for SFF has attracted a considerable amount of attention
due to its practical and theoretical significance. The most direct and accurate way to solve this
problem isto design centralized solutions, in which the chief performs all the computation for the
fleet using data collected from the deputies [17]. Unfortunately, as the number of the spacecraft
information becomes larger, the computation burden of the chief becomes unbearable due to its
requirement of large state covariance and measurement matrix calculation [18]. To overcome this
problem, decentralized solutions are designed, which allocates the computational load among all
the spacecrafts in the formation by gathering the measurements and estimating the state in a
decentralized way (i.e. each spacecraft gathers its own measurements and has its own estimator)
[19].

Navigation Filters
Following the guidelines given by Pesce [20], some relevant aspects have to be taken into account
while designing a navigation filter. It must be robust to measurements and initialization errors.
Thisimplies that an appropriate filter should converge to the desired solution in areasonable time
and with an opportune accuracy, aso in the case of measurement noise levels and uncertainty in
the dynamical model different from the expected ones. The computational load must be reduced
due to the fact that high frequencies can be required but the computational power onboard is
limited. Asimportantly, the choice of the model to describe the state dynamicsis crucial for filter
design. External disturbances and orbital perturbations could be included, implying an increase of
the computational cost, but they are necessary for filters with low frequency updates or long
operational time, when the effects of perturbations become significant, like in the case of SFF.
An efficient way to handl e the prediction step of aKaman filter, including an accurate dynamic
model to propagate covariance and trgectory, is a relevant topic nowadays with the aim of
improving the accuracy of the filter without affecting computational performance. The specific
case of navigating in cislunar space turns the attention towards the problem of state estimation in
the context of highly nonlinear dynamics. In addition, for autonomous purposes, current researches
focus on the use of sequentia filtering that allows for the simulation of an actual real-time onboard
implementation. In particular, the extended Kalman filter (EKF) and the unscented Kalman filter
(UKF) are widely used. Regarding EKF, in some cases, the linear assumption fails to provide an
accurate realization of the local trgjectory motion due to the low frequency of the estimation
process as well as the nature or the limited number of measurements. In such cases, UKF yields
superior performance in highly nonlinear situations because it is based on the unscented
transformation, which does not contain any linearization. Following the idea of enhancing the
filter's ability to manage nonlinear dynamics, in the work of Valli et a. [21], it has been
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demonstrated that working in the differential algebra framework significantly reduces the
complexity and the computational burden related to the standard higher-order approaches.

Additionally, inthe context of using the LiAISON strategy, the same nonlinearitiesthat produce
observability also causeissuesfor linearized filters. Thefilter linearization assumptions are further
strained by the inflated uncertainty profiles associated with the co-estimation problem. Thus, it
becomesincreasingly vital to obtain additional state information and to manage the prediction step
better to alleviate nonlinearities, improve observability, and ensure accurate navigation.

Conclusions and Future Per spectives

The main focus of this research concerns the role of the navigation filter for the autonomous
navigation of aformation of satellites operating in cislunar space. At the same time, theideaisto
evaluate the navigation performance by considering combined metrics that take into account both
estimation accuracy and mission objectives in order to consider a practical use of the algorithms
and the possible improvements to realistic applications.

The major part of thisresearch regards how to manage state estimation in such highly nonlinear
dynamics, understand the behavior of propagated uncertainties, and how to mitigate their
accumulation in a computationally efficient way. These points are addressed in the context of
autonomous navigation, considering a possible real-time onboard implementation according to
appropriate mission limitations and requirements.

To pursue these goals, the first step is the definition of accurate dynamic models and
representative measurement models. In a navigation framework including the LiAISON method
in the three-body problem of the earth-moon system, the satellites involved can operate in orbital
regimes experiencing very different acceleration fields. For a practical implementation of the
desired strategy, it isfundamental to consider dynamic model errorsand clock errors. For the same
reason, the actual sensors to be used onboard must be appropriately modeled considering real
parameters and noise values. The most reaistic dynamic environment should be reproduced
through the implementation of ahigh-fidelity model of cislunar space, and an appropriate dynamic
model must be included for the filter's prediction step considering computational constraints.

The effects of nonlinearity on the curvature of the state distribution after a certain propagation
time could lead to an untreatable knowledge of the spacecraft state because of the accumulated
uncertainty. For this reason, as a first step, this work aims to apply well-known uncertainty
propagation techniques in order to analyze their behavior when used in the three-body dynamics
with the ultimate goal of exploring strategiesto mitigate their accumulation over time. Considering
the peculiarities of such a navigation scenario, different state representations and uncertainty
propagation techniques will be used within the prediction step of the estimation filter with theaim
of defining a suitable strategy to meet requirements on the accuracy of the solution and
computational load.

Additionally, considering the typical sparse observations of these navigation scenarios, and the
need to speed up computations for efficient onboard implementation, the use of multi-fidelity
propagation methods should be considered as a potentia turning point. The choice to investigate
the potential of these methods is also motivated by the different orbital regimes covered by the
satellites involved in our scenario. This situation leads to the presence of time windows in which
the model of the orbital dynamics could be simplified leading to a more performing propagation
step.

Finally, considering formations of satellites flying at relatively short distances, the co-
estimation problem results difficult to be solved [4]. For this reason, according to decentralized
state estimation for SFF, the idea is to define a navigation strategy such that a leader satellite is
involved in the solution of a co-estimation problem with appropriate external targets in cislunar
space, while for the deputies the problem could be reduced to the sole estimation of the relative
state through the use of RF-based or vision-based systems. The main goal is to investigate the
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effect of performing decentralized relative navigation with respect to a target whose state is
retrieved in real-time through the LiAISON strategy.

Once the issues related to state estimation for SFF operating in this environment have been
addressed, the ideaisto recover the general framework of the desired mission to apply navigation
strategies and methods to a practical test case. This research aims to put the navigation system of
an SFF mission into the specific framework of a space mission, thus not just evaluating the state
estimation performance in an idea case without considering the actual mission requirements and
onboard capabilities. The driven idea is to identify one or more specific surveillance missionsin
cislunar space for which SFF could provide benefits in terms of mission objectives. This will
provide requirements on SFF orbit, sensor, configuration, and the number of satellites. Then, after
a first simple evaluation of autonomous navigation performances, the idea is to define
comprehensive metrics to combine the needs of guidance and navigation procedures with the
objectives of a surveillance mission. The result is therefore to drive optimization procedures to
identify guidance strategiesto meet favorable navigation accuracy and surveillance performances.
Finally, the potential role of SFF for other cislunar missions could be investigated.

Through the eva uation of the aforementioned metrics along one or more orbital periods or the
entire mission lifetime, it is possible to highlight the presence of regions of space or time intervals
in which the navigation strategy or the mission objective is not performing well. In this way, one
can identify possible limitations of the considered mission and navigation strategy, but also use
the metricsin order to drive some optimization routines toward more suitabl e solutions according
to the desired requirements.

Thefinal product of this processisto identify proper guidelinesto improve the overall mission
performance. The evaluation of the defined metrics could be used to identify appropriate solutions
interms of different aspects of the mission, such asorbital regime, target for the LiAISON strategy,
type of sensors for surveillance operations, number of spacecraft and configuration for the
formation.

To sum up, the following questions can be considered representative of the main objectives
pursued by this research:

e Could an autonomous navigation strategy, based on the use of the LIAISON method and a
relative navigation measurement system, lead to the required accuracy for SFF cislunar
missions?

e Could the use of combined metrics for navigation and mission goas lead to the
improvement of SFF mission design?

e Which areimprovements resulting from the use of a multi-sensor configuration of satellites
to perform surveillance operations of uncooperative targets in cislunar space?
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Abstract. This article explores a solution utilizing a convolutional neura network (CNN) to
simulate robust monocular visual navigation during proximity operations of a space mission,
where a precise determination of relative poseiscrucial for mission safety. Thisoperation involves
closely observing a spacecraft with a CubeSat under challenging illumination conditions. The
methodology involves generating a dataset using Blender software and training aMask-CNN with
a ResNet-50 architecture to identify relevant features representing the target's 3D model. The
dataset's ground truth is obtained through an inverse Perspective-n-Point (PnP) problem. Overall,
this work provides valuable insights into the potential of deep learning-based visua navigation
techniques for enhancing space mission operations.

I ntroduction

In modern times, digital cameras have become compact, precise, non-invasive, and affordable,
which has led to their widespread use in vehicle and robot navigation. Over the years, various
techniques have been developed for this purpose, with visual navigation being one of the most
accurate ways to estimate position and attitude, also known as camera pose estimation.

Visua navigation has been extensively studied in the context of robotic space exploration,
including the Mars exploration rovers in 2003. However, there has been a growing interest in
applying visual-based navigation techniques for on-orbit servicing missions in recent years. This
is especialy important for automatic rendezvous operations, which require precise determination
of relative pose to ensure safe mission completion.

The traditional approach of pose estimation involves multi-view geometry, which compares
two or more consecutive frames finding a set of 2D/2D correspondences to determine the cameras
movement as in (Fravolini, 2010).

These methods are mostly applied in conditions where no known target object is observed. On
aspace mission, during proximity maneuvers, atarget object can be observed and, if the geometry
is known, a single image is enough to estimate the camera pose. Classical single-image pose
estimation methods aim to solve the Perspective-n-Point (PnP) problem. PnP is the problem of
estimating the pose of a calibrated camera given a set of n 3D points in the world and their
corresponding 2D projections in the image. Model-based methods use a wireframe 3D model of
the target spacecraft to match with 2D features extracted from the image and estimate the relative
pose. Non-model -based methods compare the in-flight image with a pre-stored database of images
to estimate the pose without feature extraction (al., 2012). However, these approaches lack
robustness due to low signal-to-ratio, extreme illumination conditions, and dynamic Earth
background in space imagery.

Recent developments in computer vision have introduced deep learning for pose estimation.
Deep |learning-based pose estimation methods typically use convolutional neural networks (CNNs)
to extract features from input images or sensor data and then use these features to estimate the
object's pose. By leveraging large amounts of labeled training data, deep learning methods can

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
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learn complex relationships between input data and object poses, enabling them to achieve high
accuracy even in challenging conditions such as low-light environments or cluttered scenes.

The objective of this paper is to explore a solution based on a CNN for simulating robust
monocular visual navigation during a space mission's proximity operation, which involves closely
observing a spacecraft with a CubeSat in critical illumination conditions. The optical sensor will
be evaluated as a strong option in synergy with GPS dataand IMU to calcul ate the relative position
and attitude accurately. The final part of the mission involves a docking maneuver, where visual
navigation is crucial, and hence, an accurate study of the technique is necessary.

M ethodology

Tealning Pararmeners
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Dlepectian PaP Sabver
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Keypoln-Based Chdi

Image caprared

Figure 1 High-level architecture

The high-level architecture first involves the generation of the dataset using the 3D modeling
software Blender. We placed in a blender environment a CAD model of SR and used blender’s
built-in cameramodel to visualize the camera sfield of view, sensor size and resolution. Although
this method is not physically or radiometrically accurate, it isagood way to test feature extraction
algorithmsunder ideal circumstances. The environment isbuilt by introducing arealistically scaled
Earth, amoving sun, and trajectory import from STK or MATLAB simulations. However, the vast
scale differences between Space Rider and Earth introduced core renderer issues that were
addressed via workarounds. Three objects - terrain, atmosphere, and clouds - each with their own
custom shader, made up the Earth. The terrain was composed of high-resolution satellite imagery,
and alayer mask was used to increase roughness and create specular reflections on the water. The
atmosphere was modeled to capture Rayleigh scattering and atmospheric pressure decay, which
gives the sky its colour during daytime and tinge it red during sunset. The cloud layer imitated
volumetric effects through a semi-transparent texture wrapped around the globe, and the sun mesh
was placed according to the sun vector, with Blender's lens flare effects overlayed when visible
from the camera. Blender's environment can read coordinate filesin .csv form taken from STK or
MATLAB and use them to procedurally place objects throughout the scene. Overal, this detailed
environment provided a good testbed for feature extraction agorithms before introducing
complications such as an illuminated moving background, real-world effects such as amplification
and radiation noise, motion blur, bloom, or optic-induced blur.

The second component of a visual navigation simulator involves training a CNN to recognize
relevant features in the images. In this case, a Mask-CNN with a ResNet-50 architecture is used
(He, Gkioxari, Dollar, & Girshick, 2018). The Mask-CNN is a variant of the standard CNN that
includes an additional output layer that predicts object masks. Thisisuseful for tasks such as object

10
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segmentation, wherethe goal isto identify the pixels corresponding to specific objectsin animage.
In our case, the specific objects are 6 keypoint representing the 3D model of our target.

Figure 2 3D Modédl in Blender environment

The ground truth of the dataset (the 6 keypoints) is calculated through an inverse PnP problem;
given the relative attitude and the relative position, the u and v coordinates of the keypoints on the
image captured are automatically calcul ated:

X Y,
(u,v) = (f cam uo,f cam UO)
Zcam Zcam
fYeam | = f v anm = f v, 0 o 1llz D
7 1 cam
cam 1 1

In which X,,,, and Y,,,, are the coordinates of the keypoints in the camerareference frame, f is
thefocal length, u, and v, are the coordinates of the principal point of the camera, X Y and Z are
the 3D coordinates in world coordinates frame (we considered a body reference frame).

The CNN architecture was designed with Pytorch framework on Python with a texture-
randomized to increase accuracy and robustness. The Resnet 50 architecture is already
implemented in the standard Pytorch libraries.

Figure 3 PnP problem depicted

Thethird component of avisual navigation simulator involves solving the PnP problem to find the
relative pose of the target with respect to camerareference. The PnP problem is a classic computer
vision problem that involves estimating the position and orientation of an object relative to a
camera, given aset of 2D image points and their corresponding 3D points in the object coordinate
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system. In the context of visual navigation, the PnP problem is used to determine the position and
orientation (R and t in

Equation 1) of the autonomous agent relative to the environment it is navigating in. This
information is critical for the agent to make informed decisions on how to navigate through the
environment safely and efficiently. The problem is solved with RANSAC (Random Sample
Consensus) (Fischler, 1981) algorithm, which isrobust to outliers and can handle noisein the data
The RANSAC agorithm works by randomly selecting a subset of 3D-2D point correspondences
to estimate the camera pose.

Overall, the architecture of a visua navigation simulator is designed to enable the creation of
realistic environments and provide the necessary tools for training and testing autonomous
navigation algorithms. The use of redlistic illumination conditions, the training of a CNN, and the
solution of the PnP problem are al critical components of a visual navigation simulator that
contribute to its effectiveness in training and testing autonomous navigation algorithms.

Results & discussion

The model was trained with 4500 synthetic images generated with Blender as explained in the
previous section. The synthetic images are generated in arandom position of our chaser in arange
from 100 m to 10 m around the target. This dataset replicates the maneuver carried out which is
an observation maneuver around thetarget, and the distance varies asit isa spiral-shaped maneuver
with an elliptical-shaped base.

Thelearning rateisinitially set to 0.001 and decays exponentially by afactor of 0.98 after every
epoch. The network istrained on an NVIDIA GeForce RTX 3090 for 200 epochs. Our aim was to
evaluate the performance of the model in predicting the pose of objectsin the scene. We used two
metrics to evaluate the error in the predicted pose: E, for the quaternion error and E, for the
tranglation error (Sharma & D'Amico, 2019).

Er = 2 arccos|q - §| (2
| — ¢l
TN =

|l

Where t, q are the predicted unit quaternion and translation vector aligning the target body
reference frame and the Cameraframe, and t,q are the ground-truth unit quaternion and translation
vector. ER corresponds to the angle of the smallest rotation that aligns q

and q. ETN isthis distance normalized by the ground truth distance between the target and the
camera. A fina metric combines the two errors:

EC=ETN+ER
Table 1 CNN Scores
Metrics Score
Mean E; [m] [0.2978 0.2131 0.3376]
Mean E, [deg] 4.302
Mean E 0.1345

Table 1 reports the CNN'’'s performances (Park, Sharma, & D'Amico, 2019) tested on a
validation dataset of 100 synthetic images.
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Overal, our results demonstrate the effectiveness of the Mask-CNN Resnet 50 model in
accurately predicting the pose of objects in synthetic images. Specifically, the mean ET is about
50 cm, while the mean ER is around 4.3 degrees.

Whileinitial results show promise, they are not as robust as those reported in seminal worksin
the field (Park, Sharma, & D'Amico, 2019) (Black, 2021). However, it is important to note that
this work represents an early iteration in the development of new approaches to pose estimation
using CNNs.

Figure 4 Keypoint detection results

Conclusion

In conclusion, this paper presents a solution based on a convolutional neural network (CNN) for
simulating robust monocular visua navigation during a space mission's proximity operation. The
proposed approach involves the generation of a dataset using 3D modeling software and training
a Mask-CNN with a ResNet-50 architecture to recognize 6 keypoint features in images. The
ground truth of the dataset is calculated through an inverse Perspective-n-Point (PnP) problem.
The CNN's output is used to estimate the relative pose of a target spacecraft with respect to a
CubeSat using amonocular camerain critical illumination conditions.

The proposed approach has several advantages over traditional methods for visual navigation.
Deep learning-based pose estimation methods can learn complex rel ationships between input data
and object poses, enabling them to achieve high accuracy even in challenging conditions such as
low-light environments or cluttered scenes. The use of amonocular camerain critical illumination
conditions reduces the complexity and cost of the system while maintaining high accuracy. The
proposed approach can be used for automatic rendezvous operations, which require precise
determination of relative pose to ensure safe mission completion.

The present findings underscore the need for further research and refinement of the proposed
method to achieve more robust and accurate results. Expanding the dataset, improving its quality
evauating the use of other software and adjusting training parameters may hold promise as
solutions to the current limitations of the method.

Another future work involves the integration of the proposed approach with GPS data and
Inertial Measurement Unit (IMU) data to calculate the relative position and attitude accurately.
Overal, the proposed approach shows promise for improving visual navigation in space missions
and could be an essential tool for future on-orbit servicing missions.
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Abstract. Efficient and safeintegration of Unmanned Aeria Systems, both civil and military ones,
must be guaranteed in the airspace, which is expected to be threated by problems of collisions, loss
of communications and congestion of the air traffic environment. One of the main issuesis how to
improve the identification of unmanned aircrafts in the low altitude airspace. The identification
process, that includes detection, verification, and recognition phases, is affected by different
problems such as the difficulty of distinguishing Unmanned Aircraft Vehicles from other small
flying objects as birds, because of their ssimilar Radar Cross Section (RCS). To improve this
process, an enhancement of the RCS can be a solution. The purpose of my PhD isto find the best
passive and active solution for the following assignment.

I ntroduction

Unmanned Aeria Systems (UASs), i.e. drones, have been recognized as one of the revolutionary
advancesin the recent technological evolution. The origin of UA S traces back to the military field,
for operating in hostile or human-denied areas. They are typically employed for “Dull, Dirty and
Dangerous” missions. Today, their technology is improving more and more and making these
types of systems more attractive for several applications both in civilian and military domain,
including surveillance, search and rescue, traffic and weather monitoring and others [1]. Their
main features include improved transportability due to small size, low cost, and speed of
implementation. The current level of safety they can provide has made this technology accessible
to the genera public.

In 2020, the global small UAV market was valued at US$ 411.8 million and is predicted to be
more than US$ 1350.1 million by 2027 [2]. Therefore, a large number of projects started in the
past years, such as Single European Sky ATM Research (SESAR) [3] and the American “Next
Generation Air Transportation System” (NextGen ATS) [4], with the purpose to enable several
standards and regulations to fulfil the operational needs of and the basic requirements for UAS
Traffic Management [5].

In Europe, a relevant project is the SESAR 3 Joint Undertaking (SJU) [6] which is an
institutional European Partnership between private and public sector partners set up to accelerate
through research and innovation the delivery of the Digital European Sky. This project started in
2021 and will end in 2031, and it aimsto develop all the architectures, services and regulations for
the realization of a safe, smart, sustainable and well-connected UTM airspace. More specifically,
the European Union has devel oped a U-Space project [7], that deals with the realization of a set of
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services to ensure a safe and efficient integration between air traffic of manned aircraft vehicles
and air traffic of UAVs.

The “safety and security assessment” aspect is essential both under functional and operational
aspects. In genera, the challenges that affect the integration of U-Space in Urban Environment are

[8]:
0 Public acceptance;
0 Safety metricsfor VLL operation;
0 Need for high fidelity updated obstacle data;
0 Hyper-loca weather events;
0 Communication and GNSS occlusions,
0 Airrules and airspace organization.

From an operational point of view, loss of communication, congestion problem and traffic
collision arethe main reasonsfor thelack of safety and must be reduced for an efficient and smarter
UTM.

One of the first steps to enable the integration of unmanned aircraft in Urban Air Mobility
(UAM), isto take care of surveillance systems to support UTM. Surveillance is the function that
provides a continuous monitoring of trajectories of RPAS flying inside a volume of interest. It
must guarantee three main features, such ag[9]:

0 Interoperability;
0 Performance;
o Efficiency.

These three characteristics combined allow cooperative and non-cooperative surveillance
systemsto deliver abroader range of services and to operate within awider range of environments.

A big challenge concerning drone surveillance systems is the identification process, which
includes three phases. detection, classification, and recognition. Identification means that a small
Remotely Piloted Aircraft is properly recognized as soon as a track is initialized after sensor
detection. The drone’'s detection problem is more challenging in urban environments given the
number of potential targets, multipath, and often low Signal-to-Noise Ratio (SNR). The problems
of identification are multiples [10]:

0 UAVscan be identified after along time is passed from their initial detection when they
fly at very short distances from surveillance sensors;

0 Because of thelr small Radar Cross Section (RCS), they can be barely distinguished from
other small flying objects such as birds;

o0 Their low-speed poses challenges when sensors are provided with specia processing
features such as Moving Target Indicator used to remove ground clutter.

A possible solution to improve the drone detection performance using radar sensors is to do
Radar Cross Section RCS enhancement. It is the capability to improve the intensity of radar echo
backscattered by adrone. The idea of the proposed PhD project isto evaluate the effect of passive
and active solutions for RCS enhancement of a prototypical drone. Both passive and active
solutions should be evaluated in light of the flight mission, and the impact on weight, endurance
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and range, and other parametersrelated to the safety and efficiency of flight. Passive systems refer
to al the methods for radar cross section enhancement which modify the geometry of the drone,
for example using corner reflectors on-board, whereas active systems are the onesthat do not affect
the geometry of the drone, but they can make the enhancement using antenna, sensors or hardware.

Building up a prototypical unit can be easily performed by using Software Defined Radio
(SDR). The SDR is a radio communication system that employs reconfigurable software-based
components for the processing and conversion of digital signals[11] Flexibility, reduced costs and
versatility [12] make it a suitable system for an experimental test of active and passive radar cross
section enhancement. It is possible to set the parameter of the hardware through software, also in
real-time, on the basis of the available type of radar.

M ethodology
The proposed activity can be summarized in a sequence of processing steps, as follows:

I.  Identify and test passive solutions for RCS enhancement of a small drone;
[1.  Identify and test active solutions which are able for RCS enhancement of a small drone;

1. Build a prototype of a small multicopter drone implementing the proposed solution to
accomplish acivil flight mission;

IV. Integrate the proposed active enhanced detectability solutions in the guidance control and
navigation system to take advantage of the position, attitude and situational awareness of
the drone;

V. Make acampaign of flight tests with the developed prototype and provide indications on
the impact of the proposed solution on flight performance and safety and on the detection
rates.

To carry out these tasks, the following procedure is adopted for the research project:

0 First step: State-of-the-art analysis. The am is to identify all interesting projects on the
detection of drones in an urban air mobility scenario, to find the most important systems
(active and passive) that can fit the proposed objective of research and to study if their
application isfeasible.

0 Second step: set up of requirements needed for the choice of the various system for the
drone. Theideaisto realize aprototype of asmall drone from the beginning, soitiscrucia
to fix the most important requirements that must be satisfied such as endurance, payload
weight, and radar specification. The specifications can be used to sizethe active and passive
systems (SDR and corner reflectors).

o Third step: define the system architecture. After the requirement definition, it is possible
to proceed with the choice of systems. Table 1 lists all the components needed for the
experiments that must be conducted.
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Table 1. System Architecture.

Drone Configuration Payload Ground Control Systems
Object Quantity Object Quantity Object Quantity

Autopilot [13] 1 Secondary battery 1 Radar [14] 1
Firmware 1 CPU Computer [15] 1 Remote controller 1
GPS receiver 1 [81%? transcelver 1 Computer 1
Inertial
M easurement 1 Antenna 4
Unit (IMU)
ESC motor 6 Corner reflector 1
controller
Propellers 6
Motor 1
Primary battery 1
Receiver 1

o0 Fourth step: define system testing strategy. A set of Flight Test Cards can be filled to
describe the proper realization of the experiments. For instance, assuming that ‘open
category’ drones can fly within a maximum altitude of 120 [m] above ground, three
different values of altitude are chosen to carry out the same manoeuvre. Then for each
altitude, other three different values of speed are imposed, assuming that the maximum
velocity allowed in the Urban Air Mobility is 5 [m/s]. For each test, there is a total of 9
acquisitions, as shown in Table 2.

Table 2. Types of tests acquisition.
Altitude [m] Speed

¢ 60% of Vmax
60 o 75% of Vmax
¢ 90%o0f Vmax

e 60% of Vumax
0 o 75% of Vwax
e 90% of Vmax

e 60% of Vmax
120 o 75% of Vmax
e 90% of Vmax
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o Fifth step: test execution.

0 Sixth steps: data processing and results analysis. The data acquired during the test must be
processed using a processing software tool, such as Matlab™.

Results

Asresult, it is expected that the signal is amplified when come back to the radar and to find out
which are the best conditions for this to happen. In previous work, a preliminary test campaign
was carried out and the signal amplification by acommercial SDR system, i.e. HackRF One [17],
was validated. It is possible to appreciate in Fig. 1 the peaks which represent the proper
amplification of the received tone by the on-board SDR for six different cases, listed as follows:

Testl. Dronein asteady state mode on the ground, with an active rotor blade;
Test2. Post take-off phase;

Test3. Quickly movement up and down;

Test4. Quickly movement up and down;

Test5. 360° heading rotation in hovering around its vertical axis,

Test6. Data are acquired subsequentially to the rotation until the leading;

The weaker response is when the drone rotated 360°, because of the presence of the landing
gear.
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Fig. 1. Peaks of the signal amplified by the HackRF One for six different cases.

Conclusions
An optimization method for the surveillance of drones in the Urban Air Mobility is the Radar

Cross Section enhancement. To carry out thistask, both active (SDR) and passive (coating, phased
antenna array, corner reflector, etc...) systems are investigated. Further activities will be mainly
focused on the execution of several tests and simulations in order to assess the best solution to
perform RCS enhancement.
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Abstract. Novel boundary integral formulations suitable for the radiation of acoustic pressure
from deformable, solid or porous, surfaces in arbitrary motion are theoretically/numerically
developed. These will first be applied to atranslating wing subject to unsteady bending and torsion.
The influence of surface deformation on the evaluated perturbation fields will be assessed for
different amplitude and frequency values of the bending and torsion modes. Subsequently,
pressure will be radiated from a deformabl e porous sphere to validate the formulationsfor thistype
of surface.

Introduction
Nowadays a crucial issue for the aviation industries is the mitigation of the aircraft nuisance to
comply with the increasingly demanding constraints in acoustic emissions.

Indeed, the growing interest in Urban Air Mobility (UAM) applications makes the design of
more environmentally sustai nable vehicles mandatory, representing akey point for the community
acceptance of this new mobility concept. At the same time, the enhancement of conventional
aircraft sustainability is also of primary importance from the perspective of eco-friendly next-
generation aviation. To thisaim, severa international institutions and committees have established
guantitative goals to achieve these common targets [1], in line with the Flightpath 2050 global
vision [2].

For these reasons, many industries and research centers are making a great effort to develop
new |ow-noise technologies to improve the sustainability of the current-adopted ones. Thus, to
guarantee the sustainability of the aviation described in [2], the need to develop breakthrough
concepts abl e to reduce both noise emissions and fuel consumption [3] has become unquestionabl e.
In this framework, a lot of disruptive design solutions have been proposed like, for instance,
Distributed-Propulsion layouts [4] based on the integration of the propulsive system with the
aircraft airframe, with the possibility to exploit Boundary—L ayer—Ingestion (BLI) technologies[5].

From all the above considerations, it is understood that an accurate description of the vehicle's
acoustic emissions is undoubtedly of primary importance in the whole design process since its
early stages. Because of this, it isessential to observe that the aeroacoustics of these novel concepts
is affected by phenomena that might be negligible in standard configurations. Among these, for
instance, the strong aerodynamic interactions occurring in multirotor propulsive systems, which
may significantly modify performance and noise radiation of the aircraft more than in a standard
configuration [6]. Furthermore, in highly-flexible innovative configurations, particular attention
must be paid to the effects produced by the body deformation, which must be accurately taken into
account both in aerodynamic and aeroacoustic simulations.

A significant amount of literature concerning the aeroacoustics of rigid bodiesis available (see,
for instance, the Farassat 1A formulation [7] commonly applied to evaluate noise emitted by roto-
trandating bodies (like helicopter rotor blades). However, since the distribution of perturbation
fields produced by bodies moving in afluid medium depends on the spatial orientation of the body

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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surface, it can be strongly affected by their deformation (particularly considering slender, flexible
structures). Thus, the availability of aerodynamic and aeroacoustic formulations capable of
considering such effects can be mandatory. Some acoustic formulations accounting for the body
deformation are available in the literature, for instance, the approaches presented in [8] and [9],
where the contribution of the blade deformation isincluded in the Farassat 1A formulation and in
its compact-source version, respectively.

Specificaly, starting from the most general form of wave equation governing the propagation
of perturbationsin afluid medium, the Green function isintroduced in order to derive the solution
in terms of a boundary integral representation capable to take into account surface deformation
effects. Two versions of the integral solution are determined for solid surfaces: one expressedin a
reference frame that only observes the deformation of the surface (i.e. the one fixed with therigid
motion of the body) and one expressed in a reference frame fixed with the undisturbed medium.
Given the lack of investigation on this topic in the literature, the proposed formulations are
validated by cross-comparison of the predictions provided by the integral solutions expressed in
the two reference frames. The numerical investigation concerns the effect of surface deformation
on the noise emitted by a trandating wing subjected to unstable bending and torsional
deformations. The effects of the amplitude and frequency of surface deformations on the radiated
noise will be analysed by comparison with the acoustic emission of the rigid body, in order to
assess the importance of including body deformations in aircraft aeroacoustics. To validate that
the written formulations apply to porous surfaces as well, the pressure radiated from a deformable
porous sphere containing a source inside was compared with the direct radiation from the source.

M ethodology

Let us consider a moving body producing perturbations within a fluid. In a frame of reference
R(x), fixed to the undisturbed fluid (FFR), the potential aerodynamics and noise radiation
problems can be described by modelsthat are expressed as subcases of the following general wave
equation problem for the generic field, W(x, t)

Viy LW _ +2z-VH+V-(ZVH) +k aH+a(k aH)+a( VH) 1
2oz AT7 19t Tar\"2 5 ) Tac W D

where ¥ = WH(f) is the extension of the field ¥ to the whole domain R3, with H(f) denoting
the Heaviside function with the argumentf (x,t) representing the body surface. In addition, ¢
denotes the speed of sound in the undisturbed fluid, while k4, k,, z, w and Z are scalar, vector and
tensor forcing terms which depend on the specific aerodynamic or aeroacoustic application.

The application of the Green function method provides an integral solution of Eq. (1), which
has been extensively used and validated in the past for potential aerodynamics and aeroacoustics
of rigid bodies (see, for instance, [10], [11] and [12]). In the following, the extension of the
boundary integral solution of EQ. (1) to deformable bodiesis briefly described. It derives from the
boundary integral formulation for the potential aerodynamics of deformable bodies introduced in
[13] which, in turn, is developed as the extension of a boundary integral formulation for rigid
bodies expressed in aframe of reference rigidly connected to the body (BFR, R(y)).

Note that, in the case of arigid body, the introduction of the BFR is particularly useful since,
differently from the FFR description, the integration domain (namely, the locus of the emitting
points at the instants of emission of the signals that reach the microphone at the observation time)
coincides with the real surface of the body.

Following [13], for the development of the integral formulation for deformable bodies, let us
introduce a curvilinear coordinate system (&1, &2, &3) that follows the deformation of the body,
such that: £3(y, t) = 0 identifies the motion of the body surface § with respect to the BFR, and
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each point y € § is associated to a point in the plane (¢1, £2) € Q. Thus, close to the surface of
the body one has V,,& 3 = n (with n denoting the outward unit normal vector of surface §), and the
Heaviside function on the body surface is expressed as H[&3(y, t)].

Noise radiation in the body frame

From the general integral solution of Eg. (1), the integral formulation for sound radiation is
derived, aswell. To this purpose, for p, and p, denoting pressure and density of the undisturbed
fluid, let us introduce the acoustic pressure, p’ = ¢%(p — p,) and the compressive tensor, P =
(p —po)I. Then, for vy = v+ vp, Eq. (1) reduces to the Ffowcs Williams and Hawkings
equation for ¥ =p', y = =V, -V, - (HT), Z = P and w = —pyvy, While z =0, k; = 0 and
k, = 0. Thus, the integral solution of the genera differential model in Eq. (1) provides the
following BFR representation of the acoustic pressure radiated by deformable bodies [14]

ﬁ,(Y*v t*) :f [[ _GO Vy . Vy ' (HT) j
0 Q

—ff [(Pn) -V, Gy f]’ , de'de?
Q {‘;'_—0

detderde?
g=0

2=0
+ ffg m %f [(Pn) - V,8 Gy J] L;__Oodgldfz @
—ff [povr -nv-V,GoJ|| | dé'dé?
Q ';;;00
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Where Gy = —1/[4nr(1 + M,.)]|5, with (...)|4 indicating evaluation at time t, — 8 (the symbol
0 denotes the time taken by the signal to propagate from a point in the BFR to the observer). In
addition, M,, =M -e,., M = v/c, with e, = r/r, while v and v are rigid and deformation
velocity of the body, respectively, and j = |a; X a, - az|/|1 + vp - Vy§| is the Jacobian of the
curvilinear co-ordinates transformation, with ag denoting the covariant basis vectors of the
curvilinear co-ordinate system. Furthermore, the symbol (...)]| g3=9 INdicates evaluation over the
body surface, whereas the symbol (...)|4-o represents evaluation at the instant of emission from
the point of the deformed surface of the signal that at the time t, reaches the observer.

Noiseradiation in the air frame
An equivalent integral formulation for the acoustic pressure fields related to moving deformable
bodies can be derived in the FFR.

Thisisreadily derived from Eq. (2) by observing that v = 0 (the velocity of the fluid reference
frameisnull), replacing v, with v (in the air frame of reference the velocity of the body is given
by the superposition of that related to the rigid body motion with that due to the deformation),
replacing G, with G, = —1/(4nr) (Green's function in the air reference), and replacing 8 with
0 = r/c (timetaken by asignal to propagate from afixed point in the FFR to the observer). Thus,
the following representation of the acoustic pressure radiated by deformable bodies in the fluid
frame of referenceis obtained [14]
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where J =|aq X a; -a3|/|1+vr-VO| is the Jacobian of the curvilinear co-ordinates
transformation in the FFR.

For rigid body applications, the integral formulation in the BFR is convenient because the
integration domain coincides with the real surface of the body. This does not occur in the case of
deformable bodies. However, as already stated, the BFR formulation is introduced in order to
provide analytical/numerical comparison with the FFR integral formulation for cross-validation
purposes.
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Noise radiation from a porous surface

From the general integral solution of EQ. (1) we aso derive the integral formulation for sound
radiation from porous surfaces. Making the same assumptions as for the formulations for solid
surfacesand defining u asthefluid velocity, Eq. (1) reducesto the FfowcsWilliamsand Hawkings
equation for porous surfacesfor ¥ =p', y = -V-V-(HT),Z=P + pu®(u—vy) and w =
—povr — p(u—vy), whilez =0, k; = 0 and k, = 0. Therefore, the integra solution of the
general differential model in Eq. (1) gives the following FFR representation of the acoustic
pressure radiated by deformable porous surfaces:

p'(x*,r*)=f0wf/9—60v-v-(HT)J
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where G, /] and 6 are exactly the same as defined for the formulation for solid surfacesin the FFR.
It is also useful to note that for solid surfaces, the u — v term is null, and Eq. (4) reduces to Eq.

A3).

Numerical Results

A preliminary numerical investigation on the body deformation effects on the aerodynamic and
acoustic fieldsradiation is here addressed. To this purpose, an upswept, untapered wing in uniform
trandlation, with NACA 0012 airfoil sections, semi-span equal to 1.5 m, and chord equal to 1 m
is considered. In a right-handed BFR with origin at the mid-wing section leading edge, y;-axis
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coincident with the advancing direction and pointing forward, and y,-axis directed starboard, the
observer isplaced a [0, —2 m, —0.5 m]. A lifting case is examined by setting the wing angle of
attack equal to 4°. The aerodynamic solution over the body surfaceis evaluated by an aerodynamic
integral solver for the rigid body motion, with the deformation only taken into account in the
definition of the boundary conditions. The body deformation is expressed as xp(y,t) =
Y, (y)qp(t) + P.(y)q.(t), with the two bending and torsion shape functions given by

0 y3 sin (Q; y2)
Yp(y)=90¢; Y.y = 0 (%)
¥ —y18in (Q y2)

Where Q; = /b, with b denoting the semi-span, whereas the lagrangean coordinates are
expressed as q,(t) = Acos(w,t) and q.(t) = Bcos(wt) with w, and w, representing the
pulsations of the bending and torsion deformations, respectively. First, for several Mach numbers,
Fig. 1 shows the comparisons between the time signatures at the observer position evauated
through the integral formulations written in the FFR and in the BFR, respectively for the acoustic
pressure. In this case the wing deformation is defined with A = 0.01 and B = 0.1, w;,, = 4n/T
and w; = 6w /T, where T isthe observation time interval length. This time interval is assumed to
beT = 0.12 s, i.e. such that it includes at least two periods of deformation oscillations. These
parameters correspond to a maximum bending deflection equal to 1.5% of the wing semi-span,
and maximum twist angleequal to « = 3°. Theresultsshownin Fig. 1 demonstrate that, regardless
the Mach number as expected, the integral formulations expressed in the FFR and BFR perfectly
match, thus confirming their full equivalence.
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Figure 1. Comparison between time signatures of acoustic pressure evaluated by the integral
formulations written in the FFR and in the BFR, at different Mach numbers.

In addition, the effect of the deformation parameters on the radiated pressure is investigated.
Specificaly, three different deformations are analysed: i) “deformation 1’: A = 0.01, B = 0.1,
wp =4n/Tandw, = 61/T (w = 0.015 and a = 3°); ii) “deformation2”: A = 0.02,B = 0.2,
and the same frequencies as in “deformation 1” (w = 0.03 and a = 6°); iii) “deformation 3"
same amplitudes as in “deformation 1", wy, = 2n/T and w, = 3w/T. For M = 0.5 and for the
three wing deformations considered, Fig. 2 depicts the comparison between the pressure signatures
evaluated through the integral formulations written in FFR and BFR. These results confirm that
the predictions provided by the integral formulations expressed in the fixed and moving frames of
reference perfectly coincide, regardless amplitude and frequency of deformations.
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Figure 2. Acoustic pressure signature evaluated for different body deformations.

To validate the formulation for porous surfaces, a porous sphere with aradiusof R = 1 m was
used. A point source emitting a potentia ¢ (t) = sin (wt), with w = 5 rad/s, was placed at the
center of the sphere (which was located at the origin of the y4, y5, y3 axes). The sphere and source
moved at a constant speed of 100 m/s in the opposite direction along the y; axis. The
deformation of the sphere was described by the bending shape function ¥, (y) and the Lagrangean
coordinate qp(t) illustrated earlier, with A =0.5 and w, = 4rad/s. The observer was
positioned at at [-150 m, 10 m, 0 m]. Fig. 3 shows the trends in acoustic pressure reaching the
observer, calculated in two ways: directly from the source and from the porous sphere. To calculate
the pressure reaching the sphere emitted by the source, Bernoulli's theorem was used. From Fig.
3, itisevident that the two trends are similar enough to confirm the correctness of the formulation
for porous surfaces.
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Figure 3. Comparison of acoustic pressure radiation from a point source and from a porous
surface, where the porous surface always radiates the signal emitted by the point source.

The objective in the near future is to perform similar analyses to those conducted for the
translating wing but for arotor in forward flight. The numerical investigation will have atwofold
purpose: to evaluate the significance of body deformation on the assessment of noise radiated by
the rotor, and to discuss the advantages and disadvantages of the BFR and FFR approaches in
terms of numerical performance.
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Conclusions

In conclusion, two novel boundary integral formulations for the aerodynamics and aerocoustics of
deformable bodies, with both porous and solid boundaries, have been presented. Through
numerical investigations of a trandlating wing subject to bending and torsion deflections, and by
validating the formulations using two reference frames, one fixed with undisturbed air and the
other fixed with the undeformed body, we have confirmed the full equivalence of the formulations,
regardless of the body velocity and magnitude and frequency of the deformation. Additionally, we
have shown that the effect of wing deformation on acoustic radiated field is not negligible, and
that the perturbation amplitude increases with the deformation amplitude. The developed
formulation for porous deformabl e surfaces has al so been validated through a comparison of direct
radiation from a point source and radiation from the porous surface. The novel formulations
presented in thisarticle offer valuable insights and toolsfor accurately modelling the aerodynamics
and acoustics of complex deformable bodies, and have the potential to enhance the design and
performance of awide range of engineering applications.
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Abstract. Hypersonic flight is challenging for vehicle design and operation due to the intense
heating generated by kinetic energy transfer from the vehicle to the gas surrounding it. Asaresult,
plasmais produced, which can interfere with radar tracking and communication, particularly upon
re-entry into the Earth's atmosphere. Plasma affects wave propagation, and if the electron density
is high enough, waves may lose intensity as they propagate, distorting radar traces. The objective
of thisresearch isto predict plasma formation during suborbital hypersonic flight, with a specific
focus on determining the Mach number and altitude conditions that generate critical levels of
plasma density. To achieve this, Computational Fluid Dynamicsis employed to solve the Navier-
Stokes equations, and a multi-temperature thermochemical model is adopted to accurately predict
plasma behavior. The model is applied in a simplified scenario involving a sphere exposed to
hypersonic flow.

Introduction

The hypersonic regime is a flight condition that poses significant difficulties to flight vehicle
design and operation. In hypersonic flight, objects traveling at speeds much higher than the speed
of sound transfer a significant amount of kinetic energy to the gas surrounding them. Thisleadsto
anincreaseinthegassinternal energy and generates aregion of high temperature around the body.
The resulting gas flow characteristics are highly complex and differ from those observed in
subsonic and supersonic flows. The transfer of kinetic energy from the object to the gas primarily
occurs through an intense bow shock wave, which envelops the flying object. This phenomenon
triggers chemical reactions and air ionization, leading to the formation of a plasma, whichisastate
of matter consisting of charged particles (i.e., ions and electrons) that interact strongly with
electromagnetic fields. The plasma formed around the hypersonic vehicle can affect the vehicle's
radio communication capabilities, produce electromagnetic interference, and significantly disrupt
radar tracking, leading to the "blackout” phenomenon. In fact, the presence of a non-negligible
number of ions and electrons around an object in its hypersonic motion can cause a significant
reduction in electromagnetic wave transmission and reflection efficiency, leading to a complete
loss of communication signals. This phenomenon can occur at any altitude but is most severe
during re-entry into the Earth's atmosphere, where plasmaformation around the hypersonic vehicle
is the most pronounced. Therefore, understanding and predicting plasma formation around
hypersonic vehicles is crucial. This would help evaluate their radio communication capabilities,
obtain reliable data for radiation heating simulations, and accurately track such objects.

To go into further detail, if the density of charges is high enough in plasma, the wave can
undergo complete reflection. The propertiesthat govern wave propagation in amedium are defined
by the relative electric permittivity €, or, aternatively, the refractive index (provided that the
medium is non-magnetic). According to the standard theory [1], the refractive index n is related
to the frequency f of the EM wave (e.g. one generated by radar) and the electron density n,, of the
plasma according to the following rel ationship:

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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the electron number density n, isrelated through the plasma frequency:

fpe = ezne/gome- (2

where n,, is the number density of electrons, e is the electric charge, m, is the effective mass of
the electron, and e the permittivity of free space.
fc isthe collision frequency (between electrons and neutral particles) defined as[2]:

8kyT
mme

fe=2i N0 e (3)

with n; being the neutral density, o; ., the neutral-€l ectron cross section for the neutral speciesi, T
the temperature and k;, the Boltzmann constant.

Thereal part of the refractive index becomes zero or negative when the frequency of the wave
is lower or equa to the plasma frequency (f,.), which occurs when the electron density is
sufficiently high. In regions where the square of the refractive index is less than or equal to zero,
the wave is classified as evanescent and gradually loses intensity as it propagates, leading to the
reflection of theradiation by the plasma surface. Thisresultsin the replacement of the body surface
by the plasma surface, causing a distortion in the radar trace. If the plasma density fails to reach

the cut-off threshold of % > 1, the phenomenon of refraction or absorption can still occur, leading

to aredistribution of the electromagnetic waves and a decrease in re-radiation.

Therea part of €, governs wave propagation, while the imaginary part determines collisiona
absorption (i.e. the transfer of energy from electrons to neutral species).

Thisresearch aimsto create areliable numerical model capable of predicting plasmaformation
in the context of suborbital hypersonic flight. More specifically, the aim isto determine the Mach

number and altitude conditions that could generate regions surrounding the vehicle, where the

value of % and %reach critical levels.

Plasma model and methodology
Since the considered flight altitudeislow, the fluid is approximated as continuous and is described
by the Navier-Stokes equations. The Computational Fluid Dynamics approach is used as a means
of solving these equations and predicting plasmabehavior. Inthisstudy, airisachemically reactive
and compressible mixture comprised of seven chemical species: oxygen (O2), nitrogen (N2), nitric
oxide (NO), nitrogen atoms (N), oxygen atoms (O), nitrous oxide ions (NO+), and electrons (e-).
Given the presence of high temperatures, the modes of rotational, translational, vibrational, and
el ectronic energy must be taken into account. For thisreason, amulti-temperature model isadopted
to describe energetic non-equilibrium phenomena. The thermochemical model utilized in this
study is described in [2,3], and the thermodynamic properties of each chemica species are the
ones specified in [4]. Additionally, diffusion coefficients for each chemical species are taken from
[5].

Given the large computational cost of solving this complex problem, the model is applied to a
simple axial-symmetric case of asphere with aradiusof 152.4 mm, exposed to ahypersonic flow.
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The Mach number and altitude conditions correspond to the trgjectories typical of a hypersonic
Glider availablein [6]. A radiative adiabatic wall condition has been applied at the wall

It should be noted that numerical and experimental results related to thistype of simulation are
very rare in the literature. Therefore, the model’s validation becomes even more important.
Specifically, experimental data obtained for the RAM-C Il [7] will be presented to validate the
developed model.

Results

The following results are reported for an interesting case, related to a flight altitude of 40
kilometres and aMach number equal to 15. The plasmaand collision frequencies have been scaled
with respect to areference frequency of 1 GHz. The compressive shock effect on the air generates
high temperatures downstream, as observed in Fig.1. Additionaly, the adiabatic radiative wall
boundary condition causes the temperature at the wall to decrease. However, the most critical zone
is where the shock is normal to the direction of the air, leading to considerable high-temperature
effects. This observation is supported by Fig.2, which shows the largest concentration of electrons
in this region. When examining the area near the axis of symmetry, numerical instabilities cause
the shock to become slightly distorted.
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Fig. 1-Temperature around a sphere at an altitude of 40 kilometres at a Mach number of 15.
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Fig. 2- Electron number density around a sphere at an altitude of 40 kilometres at a Mach
number of 15.

Moreover, plasma frequencies in the flow field, as seen in Fig.3, reach extremely high values,
up to two orders of magnitude higher than the reference frequency. Thisimplies that any incident
wave incident with that frequency will be evanescent downstream of the shock. In Fig.4, the
collision frequency also shows interesting behaviour. Due to the sub-orbital atitude, the shock
layer contains a collisional region that cannot be ignored, where the frequencies reach up to 45
GHz near the wall and 35 GHz in the normal shock zone.
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Fig. 5—Collision Freguency and Plasma Frequency ratio around a sphere at an altitude of 40
kilometres at a Mach number of 15.

Understanding the propagation of electromagnetic waves in plasmais crucially dependent on
the ratio between two parameters, asillustrated in Fig.5. In the specific flight conditions examined,
the results demonstrate that the propagation of electromagnetic waves is evanescent downstream
of the shockwave due to the high plasma frequencies. It is worth noting that collisional absorption
appears to be less dominant than the af orementioned phenomenon.

Conclusions

This study presents a numerical model for predicting plasma formation in suborbital hypersonic
flight conditions. the analysis revealsthat at aflight altitude of 40 kilometers and a Mach number
of 15, the shockwave induces significant thermal effects downstream, resulting in a critical zone
with high-temperature effects. The investigation shows that the plasma and collision frequencies
in the flow field reach extremely high values and that the propagation of electromagnetic wavesis
mainly evanescent for high plasma frequencies. Moreover, collisional absorption is less
preponderant than the cut-off phenomenon. Our research provides valuable insights into the
behavior of plasmain hypersonic flight conditions and has the potential to aid in improving the
radio communication capabilities of hypersonic vehicles.
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Abstract. The am of this study is to exploit digital technologies to develop and validate an
innovative Human Machine Interface for Air Traffic Control Operations tailored based on actual
visibility condition, specific phase of flight and different user working positions. The model for
the interface prototype exploits multimodal interaction features and implements technologies and
functions such as Extended Redlity, aircraft identification and tracking labels, and safety net
visualization. Moreover, it includes the future possible scenario of the Air Traffic Management
comprising the integration of autonomous drones and Urban Air Mobility.

I ntroduction

In recent years, innovative and advanced visualization tools for Air Traffic Controllers (ATCOs)
such as movement maps, conformance monitoring and conflict detection, have been designed to
improvethe operational safety of airports. However, the increased number of information required
and displayed on the workstation terminals such as Aerodrome Traffic Zone and position and
tracking of aircrafts and vehicles, lead to more time in head-down position watching at the screens
rather than in a head-up one focusing on the out-of-the-window view with the consequent risk of
not detecting unpredictable and potentialy dangerous events [1]. In addition, continuously
switching from one position to another focusing on two different perspectives of the same
environment would lead to a reduction in the situational awareness of controllers [2,3,4,5]. To
address this problem, the idea of using Augmented Reality (AR) in the control tower to overlay
auxiliary information over the real external view was introduced almost 30 years ago when this
technology was still in the very early stages of its industrialization [6]. Over the years, a few
experiments with modern hardware have been performed to test the soundness of AR technology
in air traffic control towers, confirming its positive potential to benefit control tower operations
[7,8,9].

Extended Reality technology in Airport Control Towers

Resilient Synthetic Vision for Advanced Control Tower Air Navigation Service Provision

The RETINA-The Resilient Synthetic Vision for Advanced Control Tower Air Navigation Service
Provision Single European Sky ATM Research (SESAR) project concept has filled the gap of
using the latest advances in Augmented Reality to further investigate the application of synthetic
vision toolsin areal airport control tower environment (Figure 1) [10].

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
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awaNAR,
Figure 1: Retina Concept: an ATCO with the ST-HMD visualises the Aircraft Tracking Label
through the window of the Control Tower.

The project consortium has investigated the potential and applicability of Virtual/Augmented
Redlity (V/AR) technologies for the provision of Air Traffic Control (ATC) service in
conventional airport control tower [11,12]. RETINA has assessed whether and how the concepts
that stand behind tools such as Head-up Displaysin the aircraft cockpit, Enhanced Vision Systems
and Synthetic Vision Systems could be transferred to ATC with relatively low effort and
considerable benefitsfor controllers Situational Awareness. In doing so, two different AR systems
have been investigated: Conformal-Head-Up Displays (C-HUDs) - which, potentialy, can be
made to coincide with the tower windows - and See-Through Head-Mounted Displays (ST-HMD).
A proof-of-concept of both systems has been implemented and validated by means of human-in-
the-loop real-time simulations in alaboratory environment. The external view was provided to the
user through a high fidelity 4D model in an immersive environment that replicates the out-of-the
tower view and additional information such as airport layout, flight tags, wind velocity and
direction and warning detection were placed over the actual out of the window view. RETINA
concept, therefore, has enabled the controllers to have a head-up view of the airport traffic in any
visibility condition. The outcomes of the project validation, obtained through both subjective
gualitative information and objective quantitative data, have proven how this concept could lead
to an improvement of the human performance in the control tower, preserving safety and
increasing resiliency at airportsto low visibility [13]. The results obtained by RETINA consortium
have been exploited to feed SESAR's Digital Technologies for Tower (PJO5-W2 DTT) project
[14,15].

Digital Technologies for Tower
The DTT project aims to contribute to Air Traffic Management (ATM) digitalisation objectives
maturing the concept of an Augmented Reality-based interface for Air Traffic Controllers in
conventional and remote airport control towers. The project is composed by three different sub-
projects, each of which isfocusing on specific purposesto be validated and progressively matured
for the benefit of the Air Traffic Management (ATM) network in terms of safety, capacity,
efficiency and flexibility. Thefirst sub-project, Multiple Remote Tower and Remote Tower Centre,
proposes the development of aremote aerodrome air traffic service in which services from various
aerodromes are combined in a centralised control room independent of airport location.

The second and third sub-projects, ASR at the TWR CWP supported by Al and Machine
Learning and Virtual/Augmented Reality applications for Tower, address the devel opment of new
human machine interface (HMI) interaction modes and technologies at the Controller Working
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Position. They deal with both the current operating airport environment and future environments
focusing the activities towards two main areas. Automatic speech recognition (ASR) and Virtua
and Augmented Reality. ASR supported with Artificial Intelligence/Machine L earning techniques,
is investigated to enable the recognition and trandation of spoken language into the system
reducing their workload and improving safety whilst, V/AR is expected to allow tower ATCOsto
conduct safe operations under any meteorological conditions while maintaining a high taxiway
and runway throughput. Within this last area, specific aspects of other features, such as Tracking
Labels(TL), multimodal interaction and Attention Guidance/Safety Nets, areinvestigated by three
of the different DTT project partners in different simulation scenarios [16,17,18]. In particular,
one of the validation exercises has been carried out as areal-time human-in-the-loop simulation in
the Virtual and Smulation Laboratory of the University of Bologna (Figure 2) utilizing the more
technically advanced version of the platform exploited to validate RETINA concept. The exercise
has assessed, at different maturity levels, the introduction of an adaptive HMI encompassing
different functions, namely, Virtua/Augmented Redlity TL and airport layout overlays,
multimodal interaction (voice and Air Gestures) to deliver not time critical clearances and Safety
Nets visualisati O-r.]...t_f_) guide the attention of the operators towards hazardous situations.

Figure 2: University of Bologna simulation and validation platform at the Virtual and
Smulation Laboratory in Forli premises. The ATCOs are provided with arealistic and
consistent scenario of the out-of-the-tower view of the aerodrome onto a CAVE-like virtual
environment, by wearing the ST-HMD devices the users can simultaneously see the both the AR
overlays and the out-of-the-window view (personal view of the specific ATCO in the green
square).

As expected, the results of Bologna validation exercises confirmed that the proposed solution
of a V/AR HMI interface in conventional control towers can support the ATC operations. The
introduction of synthetic overlays stimulates the controllers in working in a head-up position and
reducing the number of switching head-up/head-down with a consequent positive impact on
human performances and situational awareness. Nevertheless, further improvements can still be
considered to provide an even more effective interaction in airport control towers.

Human Machine Interfacefor Air Traffic Control Operations

Starting form RETINA and DTT technologies, devices and results, and considering the recent
advancement in the aeronautical sector, the aim of this study is to exploit digital technologies to
develop and validate an innovative Human Machine Interface for Air Traffic Control Operations
tailored based on actua visibility condition, specific phase of flight and different user working
positions. The interface should enable a more natural and effective interaction in control tower,
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improving, on one hand, the performance and, on the other hand, the situational awareness of the
ATCOs.

The model for the interface prototype exploits multimodal interaction features and implements
technologies and functions such as Extended Redlity (XR), aircraft identification and tracking
labels, safety net visualisation, Conflicting ATC clearances alerts, in-air gesture interaction and
speech recognition. Moreover, the future possible scenario of the Air Traffic Management
comprising the integration of autonomous drones and Urban Air Mobility (UAM) that requires a
closer integration between vehicle and infrastructure capabilities [ 19] are considered to beincluded
in the proposed project. Within the project, different simulation scenarios integrating ATM and
Unmanned Aircraft System Traffic Management (UTM) are planned to be implemented and
assessed in alaboratory environment to explore awide set of possible solutions which are not yet
available in the real world. More specificaly, the model focuses, on one hand, on the
representation of different designs and locations of UAM infrastructures (e.g. vertiports)
foreseeing UAM dedicated and integrated airspace and, on the other hand, on the supply to the
controllers of the necessary tools to conduct manned and unmanned air traffic control operations.

Conclusions

The proposed research can contribute to lead to asignificant benefit for the future aviation system,
including, but not limited to, increased safety for passengers, financial savingsfor carriersand Air
Navigation Service Providers, better point-to-point connections and shorter travel times, and
improved resilience and efficacy for the control tower IT systems. The development of such
interface, indeed, could reduce the workload and increase the productivity and the situational
awareness of the ATCOs. Through the use of XR technologies and multimodal interaction,
controllers will be provided with high-quality information to operate in any condition of traffic,
weather, airport complexity, etc., without endangering safety. Moreover, airports could use the
resultsin planning the infrastructure of the future. Asamatter of fact, the integrated traffic forecast
given by the increase of autonomous advanced systems, will lead, not only to a whole new batch
of actors in the aeronautical panorama, but also to change the perspective and the role of the air
traffic controllers.
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Abstract. We carry out direct numerical simulation (DNS) of turbulent flow in pipes with a grit-
blasted surface, to investigate both on momentum and heat transfer. A wide range of Reynolds
numbers are considered, while maintaining a constant molecular Prandtl number of 0.7. The large
relative roughness influences both the velocity and the temperature fields, indicating that the
Reynolds analogy does not hold at high Reynolds bulk number.

I ntroduction
Pressure-driven flow in ducts is a subject of utmost relevance in mechanical and aerospace
engineering applications.

Most ssimulations of forced convection in circular pipes have been carried out for the canonical
case with smooth walls [1]. The case of rough wallsis however at least as important, but so far it
has mainly received attention through experimental studies and for surfaces with relatively low
roughness. However, recent technological advances in the field of additive manufacturing have
further prompted investigations of flow over surfaces with large relative roughness [2], which
significantly affects both frictional drag and heat transfer. Understanding the behavior of flows
over irregular rough surfaces with higher relative roughness than the ones studied in most
experimentsis thus certainly of great practical interest.

The systematic experimental investigation carried out by Nikuradse [3] is regarded as the
starting point for the study of turbulent flows over rough walls. Nikuradse generated an extensive
database for fully developed flow in circular pipes whose walls were covered with sieved sand
grains. He identified three flow regimes: hydraulically smooth, transitionally rough, and fully-
rough. In the first regime the height of the roughnessis of the order of the viscous sublayer, hence
roughness does not affect the flow. In the transitionally rough regime, the behavior of the flow
instead depends strongly on the geometrical parameters of the roughness. Finally, in the fully-
rough regime the friction coefficient is nearly unaffected by the Reynolds number. Generally, the
friction factor increases with the relative roughness height, except for the laminar regime, where
the friction factor of all the tested rough surfaces collapses to the smooth pipe case.

The presence of roughness affects both the mean flow and the turbulent motion of afluid, which
entails an increase of friction with respect to the smooth wall case. Thisislinked to the downward
shift in the inner-scaled profile of the mean streamwise velocity, which can be expressed through
the roughness function [4],

AU = UF — Uf, (1)

where U{ is the value of the mean streamwise velocity of the smooth case scaled in inner-units
and U7 isthe one for the rough-wall case at the same friction Reynolds. The roughness function
is computed in the logarithmic region of the velocity profiles, so that it can be unambiguously
defined.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Nikuradse's investigation and more recent studies [5] [6] performed experiments with other
types of rough surfaces and found that the velocity profiles of the rough-wall case collapse to the
smooth-wall caseif they are scaled in outer units. This result supports the validity of Townsend’s
outer-layer similarity hypothesis [7]. According to that hypothesis, smooth and rough wall
turbulence behave similarly away from the wall at sufficiently high Reynolds number and at a
sufficient scale separation between the typical roughness height (k) and the outer length scale of
the flow (8§, eg., the pipe diameter). Jménez [8] stated that scale separation requires
k/8 < 1/40. However, several studies have shown that outer-layer similarity still holds in the
wake region of the wall layer for surfaces with higher relative roughness[9] [10].

Whilethe effect of wall roughness on momentum transfer isbeing extensively investigated, less
attention has been given to the effect of wall roughness on turbulent heat transfer. Dipprey and
Sabersky [11] performed some experiments over a granular surface and found that roughness
augments momentum transfer more than heat transfer. The same result was found by Bons [12]
who examined anumber of realistic roughness geometries of gas turbine blades. On the other hand,
so far direct numerical simulations (DNS) have been mainly focused on structured roughness [13].
Lately, more realistic surfaces have been investigated by Peeters et a. [10], who found an outer-
layer similarity also for the temperature field. However, they also noticed a decrease in heat
transfer efficiency at high Reynolds since momentum transfer is less increased than heat transfer
with respect to the smooth-wall case.

The latter result is directly linked to the fact that the Reynolds Analogy hypothesis does not
hold for arough surface. According to this hypothesis the mean temperature field is similar to the
velocity field. The discrepancy between the two fields can be quantified by the Reynolds Analogy
Factor (RAF), which decreases as the efficiency in heat transfer diminishes.

Analogously to the velocity field, we can define a temperature roughness function,

Aot =0 — of (2)

In this case, the subtraction must be done both at the same friction Reynolds and at the same
Prandtl number.

To sum up, the state of the art is mainly focused on relatively low roughness, and most of the
DNS performed up to now consist of flowsinside channelswith infinite extensionsin the spanwise
direction. The present project aims at investigating the influence of relatively large roughness on
the flow inside acircular pipe, with the goa of characterizing the differences between momentum
and heat transfer. A relatively wide range of Reynolds numbers is investigated, up to the fully
rough regime.

Numerical methodology

We use second-order finite-difference discretization of the incompressible Navier-Stokes
equations in Cartesian coordinates, based on the classical marker-and-cell method [14] [15], with
staggered arrangement of the flow variables to remove odd-even decoupling.

The divergence-free condition is enforced through the Poisson equation, which is solved by
double trigonometric expansion in the streamwise and spanwise directions, and inversion of
tridiagona matricesin thethird direction [16]. We use a hybrid third-order Runge-K utta algorithm
to perform the time integration. Furthermore, the convective terms are treated explicitly, whereas
the diffusive terms are handled implicitly to alleviate the time step limitation. The mass flow rate
is kept constant in time through a time-varying pressure gradient 1, which represents a uniform
volumetric forcing applied to the streamwise momentum equation.

Similarly to the streamwise velocity field, the passive scalar equation isaso forced with atime-
varying, spatially homogeneous forcing term Q, in such away that the integral of the temperature
@ over the pipe is dtrictly constant in time [17]. In the present simulations the constant passive
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scalar value at thewall 8,, = 0 isassigned as boundary condition and a Prandtl number Pr = 0.7
isassumed in all the simulations.

The computational domain is arectangular box of size L, X L, X L, , covered with auniform
Cartesian mesh of N, X N, X N, grid points. The rough pipe with mean radius R and cross-
sectional area A = mR? isembedded in it. The no-slip boundary conditions and the temperature at
the wall are approximately enforced through the immersed-boundary method.

As a preliminary step, the pipe geometry is generated in the standard Stereo-LiThography
format, and a preprocessor based on the ray-tracing algorithm is used to discriminate grid points
belonging to the fluid and to the solid [18]. Near the fluid-solid interface the viscous terms
dominate the nonlinear and pressure terms, hence the boundary conditions can be enforced by
locally changing the finite-difference weightsfor the approximation of the second derivatives[19].

The controlling parameter of the flow is the bulk Reynolds number Re, = 2Ru, /v, where
u, isthe bulk velocity.

The resulting friction Reynolds number is Re, = Ru,/v, where the friction velocity is
evaluated based on the measured pressure gradient, u, = /7, = R/2 <11 >.

For normalization of the temperature field, we will consider the friction temperature,
0, = % = g%, where < q,, > isthe heat flux through the walls of the pipe.

The Trasistancé that the fluid encounters inside the pipe is quantified through the friction
coefficient, defined as

Cr = 2w 3)

- 2
pup

Whereas the overall heat transfer performance of the duct is quantified in terms of the Stanton
number,

<qw>
St = _ Sdw>
pCpup(By—6y)

(4)

The bulk temperature can be computed as 0, = % J, UBdA. In this case, the non-dimensional
form for the previous equation is adopted, thus the density p and the specific heat C,, are equal 1.

Results

We consider a grit-blasted surface downloaded from the University of Southampton Institutional
Repository [20]. The geometry has been scanned and post-processed, more information is reported
in[21].

The pipe, shown in figure 1, is obtained by doubling the baseline samples in the spanwise
direction and wrapping the obtained surfaces around the mean pipe geometry. In this study we
define the roughness height to be the mean-peak-trough height (k), as obtained by partitioning the
surfaceinto 5 x 5 tiles of equal size, and then computing the average of the difference between the
maximum and minimum height for each tile [22]. In the case of arough surface another important
parameter that needs to be defined is the roughness Reynolds number k* = k u,/v.
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Figure 1 Pipe geometry obtained by wrapping the original rough surfaces around the pipe.

The results and the test conditions of the present DNS are listed in table 1. Since C; is amost
constant moving from Re;, = 9800 to 30000, we can state that the fully-rough regimeis achieved.

Table 1 The definition of the first parametersis given inthetext. Ax*™, Ay*tand Az* arethegrid
spacings in the streamwise and cross-stream directions, given in wall units. T isthetime interval
used to collect the flow statistics, and t,is the eddy turnover time.
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Figure 2 depicts the mean streamwise temperature distribution averaged over the cross section
of the pipe, limited to the volume occupied by the fluid. The velocity isolines are superimposed
on the temperature contours.

Figure 2 Contours of mean streamwise velocity for pipe at Re;, = 4400 (left),
Re;, = 9800 (centre) and Re;, = 30000 (right). The black lines represent the velocity levels.
The dashed circular line marks the position of the mean pipe surface, and the solid circular line
marks the position of the plane of the crests.

Owing to the large relative roughness, the fields do not show any symmetry, since the effect of
thewall isfelt throughout the wall layer. Furthermore, the fieldsiso-lines show clear sensitivity to
Reynolds number variations and to the roughness geometry. As expected, temperature and vel ocity
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contours present the same shape far from the wall, however they show some differences in the
vicinity of thewall.

" i
-

Figure 3 Scatter plot of mean temperature (@) versus mean velocity (U*) for pipe at Rey, =
4400 (left), Re, = 9800 (centre) and Re, = 30000 (right). The black line corresponds to the
ideal behaviour for the near-wall region in the smooth case, @ = Pr U™,

These discrepancies are further investigated in figure 3, where we show a scatter plot of mean
velocity and temperature scaled in inner units. The colors represent the distance from the mean
radius R. In the smooth case anear equality of the two distributions occurs and alinear relationship
between the velocity and temperature fieldsis expected near thewall, ®F = Pr U*. The same does
not happen for the rough wall case, where alarge scatter between * and U* occurs near the walls.
Thisis owed to the presence of the recircul ation zones where the vel ocity reaches negative val ues,
whereas the temperature present always positive values. Moreover, the scatter increases with
Reynolds bulk since the strength of the recircul ation zone increases and the vel ocity reaches lower
mean velocity values. Furthermore, hotter fluid can flow from the bulk region towards the wall,
which leads to higher mean temperatures inside the roughness layer [10]. Far from the wall the
scatter decreases, also reflecting the similarity of the shapes of the contours in figure 2. However,
the temperature presents much higher values than the mean streamwise vel ocity.

Figure 4 shows the defect velocity profiles of the mean streamwise velocity and temperature.
Some scatter is observed near the walls, but both the temperature and the velocity profiles tend to
collapse far from it. Despite large relative roughness, our DNS provides evidence that the outer
layer smilarity isachieved evenif k/R = 1/5.

L.

i I .. | ii 4
= T 1 1] na A 4.6 ns I
I

Figure4 Velocity (left) defect profiles and temperature (right) defect profiles at various Rey,,
with colors defined in table 1. The black line corresponds to the smooth wall case. The vertical
solid line corresponds to the plane of the crests and the dashed like marks the mean pipe surface
NER=0.

The validity of the outer-layer similarity permits to identify a logarithmic region, even if with
narrow extent. This is necessary to properly define both velocity and temperature roughness
functions.
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Figure 5 shows the roughness functions for our DNS as function of k*, the data from
Nikuradse's experiment [3] and the fully-rough asymptote. Velocity roughness function (red
circles) hasatrend quite similar to that observed in Nikuradse' s experiments (black circles). It can
be noticed that the velocity roughness function is aways increasing with k*, whereas the
temperature roughness function (red squares) has a gradual increase, and it is believed to reach a
plateau for high roughness Reynolds numbers [10]. This is directly correlated to the fact that at
high Reynolds number the increase in friction with respect to the smooth case is higher than heat
transfer augmentation.

As customary we proceed to determine values of the equivaent sand-grain roughness height,
by enforcing universality of the roughness function to the fully-rough asymptote of Nikuradse.
Data fitting of our DNS results yields k = 0.76 k™ for the surface under consideration. For
completeness, we recall that there is no universal behavior in the fully rough regime for the
temperature roughness function since the results of previous studies present a wide scatter.

Figure 5 Variation of the velocity roughness function (red circles)
and the temper atur e roughness function (blue squares) with inner-scale roughness height.
Empty circles represent Nikuradse' s results and the dashed line is the fully-rough asymptote.

Left panel of figure 6 shows the friction coefficient and the Stanton number obtained from the
present DNS as functions of the Reynolds numbers. Referring to the laminar flow region in the
low-Re end of the graph, in Nikuradse’s experiments the friction factor for all surfaces collapsed
to the Hagen-Poiseuille prediction f = 4C; = 64/Re,,, thus suggesting that friction is not affected
by the change of thewall geometry. In the present DNS we notice that the computed friction factors
are higher than the expected theoretical values by about 7% for the present simulations. This
indicates that in our case the larger relative roughness has the role of atering the geometry of the
pipe, thus producing modification also in the laminar flow regime. The same result was found by
Huang et a. [ 23], who noticed that as the rel ative roughness becomeslarger, the friction coefficient
increases aso in the laminar region.

After the transition from laminar to turbulent flow, both the friction factor and the Stanton
number start increasing. At the highest Reynolds numbers, Cr attains almost to a constant value,
and the fully-rough regime is reached. Since the Stanton number is the thermal counterpart of the
friction coefficient, one would expect a constant value of the Stanton number in the fully-rough
regime. However, the plot shows that it decreases at the highest Reynolds numbers. Furthermore,
in thetransitional rough regime the Stanton number isamost constant, asif the fully-rough regime
isreached at lower Reynolds number for the temperature field. Similar results have been found by
Forooghi et al. [24], who addressed this behavior to the thinner boundary layer of the temperature
with respect to the velocity at Prandtl 0.7.

Right panel of figure 6 shows the trend of the ratio between the Reynolds Analogy Factor of
the rough (RAF) and smooth case (RAFs) as a function of Reynolds bulk for the flow in the
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turbulent regime. In accordance with previous studies [9] [12], the Reynolds Analogy Factor
decreases with respect to the smooth pipe, this is due to the fact that roughness augments
momentum transfer more than heat transfer. As the Reynolds number increases, the efficiency in
heat transfer decreases and so does RAF.

Indeed, at low Re;, the viscous transport is still important, and hence, the value of RAF iscloser
to that of a smooth wall. Whereas, in the fully-rough regime the resistance of the flow is mainly
due to the pressure or form drag and not to the viscous drag. However, there is no enhancement
mechanism for heat transfer comparable to the pressure, this explains why heat transfer is not
increased by roughness as much as skin friction, especially for high Reynolds numbers.
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Figure 6 Right: Variation of & (blue squares) and C (red circles) with the Reynolds bulk.
The black lines represent Hagen-Poiseuille prediction C; = 16/Rey,.
Left: Variation of the RAF /RAF ¢ coefficient with the Reynolds bulk, for Re;, = 3000.

Summary
To conclude, it is evident that the presence of rough walls influences both the velocity and the
temperature fields. Moreover, the large relative roughness influences the flow aso in the laminar
region, as if the roughness modified the shape of the cross-section of the pipe. Last, it is evident
that the Reynolds analogy does not hold, as the Reynolds bulk increases. The latter result isavery
important since the industrial design of the cooling channelsis based on the use of the Reynolds-
averaged Navier-Stokes equations (RANS), which could rely on the Reynolds analogy, thus
yielding an overprediction of the heat transfer.

Follow-up studies should include DNS of flows over new rough surfaces. The resulting
database could then be used to develop improved predictive correlations for heat transfer and for
the tuning of the RANS simulations.
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Abstract. A novel approach for free vibration analysis of train body structures is introduced by
using the Carrera Unified Formulation (CUF) and Dynamic Stiffness Method (DSM). Higher-
order kinematic fields are developed using the Carrera Unified Formulation, which allows for
straightforward implementation of any-order theory without the need for ad hoc formulations, in
the case of beam theories. In particular, the parallel axis theorem isintroduced on the basis of the
Taylor expansion cross-sectional displacement variables, which unifies the different shape
subsections of the train into the same coordinate system. The Principle of Virtual Displacements
is used to derive the governing differential equations and the associated natural boundary
conditions. An exact dynamic stiffness matrix is then developed by relating the amplitudes of
harmonically varying loads to those of the responses. Finally, the Wittrick—Williams (WW)
algorithm was used to carry out the free vibration analysis of the train body and the natural
frequencies and corresponding modal shapes are presented.

Introduction
Train body frame is an important part of the train as a load-carrying system. The operating
environment of high-speed trainsis complex, with theincrease of speed, the vibration of train body
becomes more and more obvious, which has a great impact on the stability, comfort and safety of
train operation. As the first step in the optima design of train body structures, free vibration
anaysisisanimportant part of the analysis of train dynamic characteristics. At present, high-speed
trains adopt the concept of modular design, and analyze the structure of different parts of the frame
separately. The dynamic analysis of thetrain body frameisstill initsinfancy [1], soit is necessary
to establish an efficient and accurate modeling method and analysis method for the body frame.
As atypica frame structure in engineering, the shape of the train body structure is extremely
complex. In order to be ableto calculate, certain assumptions and simplifications are often adopted
[2]. Among many approximate analysis methods, the finite e ement method (FEM) is undoubtedly
the most extensive and effective numerical calculation method. The finite element (FE) modeling
method of thetrain body can choose refined modeling and equivalent modeling. Refined modeling
isto appropriately ssimplify the train body structure under the premise of retaining the main shape,
and reduce the number of units and calculation time of the model while reflecting the actual
structural characteristics of the train body as much as possible. Sung-Cheol Yoon [3], H.Kurtaran
[4], Wang Wel [5] and others studied the refined modeling of train body structure respectively,
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and on the basis of the model, the analysis and calculation of strength and mode were carried out.
The equivalent modeling is to perform equivalent processing on the structure of the train body.
There is a certain difference between the shape and the actual model. The mechanical parameters
are derived and calculated according to the actual structural materials. The equivaent model has
advantages in terms of the number of units compared to the refined modelling. D.Ribeiro[1] and
others established the equivalent single-layer plate model of the BBN train body in the Alphatrain.
Shen Zhenhong [6] used different methods to establish the train sandwich plate structure. The
finite element model of different modeling methods is compared with the deviation of the
calculation results of the solid element method, and the feasibility of the lamination theory
modeling method is verified. However, the FEM essentially obtains approximate solutions by
dividing units. The above two methods still require a certain number of units to meet the accuracy
regquirements for complex frame structures, and their high calculation costs are hard to accept for
the optimal design of train body structures.

The present work isintended to provide amore powerful approach for thefreevibration analysis
of train body as abeam structure through the application of the Carrera Unified Formulation (CUF)
and dynamic stiffnessmethod (DSM) in amuch broader context by allowing for the cross-sectional
deformation. CUF is a hierarchical formulation that considers the order of ofthe model, N, as a
free-parameter (i.e. as an input) of the analysis or in other words, refined models are obtained
without having the need for any ad hoc formulation [7-9]. On this basis of the Taylor expansion
(TE), we introduce the parallel axis theorem (PAT) for train body structure, which broadens the
applicable field of TE. On the other hand, the DSM is appealing in dynamic analysis because
unlike the FEM, it provides exact solution of the equations of motion of a structure once the initia
assumptions on the displacements field have been made. This essentially means that, unlike the
FEM and other approximate methods, the model accuracy is not unduly compromised when a
small number of elements are used in the analysis.

In this work, 1D higher-order Dynamic Stiffness (DS) elements based on CUF are extended
and applied to the free vibration analysis of train body. In the next section, CUF and PAT is
introduced and higher-order models are formulated. The principle of virtual displacementsisthen
used to derive the equations of motion and the natural boundary conditions, which are subsequently
expressed in the frequency domain by assuming a harmonic solution. After the resulting system of
ordinary differential equations of second order with constant coefficientsis solved, the frequency
dependent DS matrix of the system is derived. Finally, the algorithm of Wittrick and Williamsis
applied to extrapolate the free vibration characteristics of train body.

1D unified formulation
Preliminaries
Within the framework of the CUF, the displacement field u(x, y, z; t) can be expressed as

u(x,y,z;t) = F(x,z2)u.(y;t), t7=1.2,..,M. @

where F; are the functions of the coordinates x and z on the cross-section. u, is the vector of the
generalized displacements, M stands for the number of the terms used in the expansion, and the
repeated subscript, 7, indicates summation. The choice of F, determines the class of the 1D CUF
model that is required and subsequently to be adopted. According to Eq. 1, TE (Taylor expansion)
1D CUF models consist of a MaclLaurin series that uses the 2D polynomials X' Z as F, functions,
where i and | are positive integers. For instance, the displacement field of the second-order (N =
2) TE model can be expressed as
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Uy = Uy, + XUy, + ZUy, + X2Uy, + x2Uy + 27U,
_ 2 2
uy, = uy +xu,, +zu,, +x°u,, +xzu, +z°u,,, (2

— 2 2
Uy = Uy, + XUy, + ZUy, + X U, + XZU,, + Z7Uy,.

The order N of the expansion is set as an input option of the analysis; the integer N is arbitrary
and it defines the order the beam theory.

Gover ning equations of the N-order TE model and parallel axis theorem
The principle of virtual displacementsis used to derive the equations of motion.

6Lint = fV 5ETO'dV = _5Line- (3)

where g isstress, e isstrain, L; Standsfor the strain energy and L;. isthework done by theinertial
ladings. § standsfor the usual virtual variation operator. After integrations by part, Eq. 3 becomes

SLine = J, SufK™usdy + [6u£l]”us]§,’:€. 4
where K™ isthe differentia linear stiffness matrix and IT*® is the matrix of the natural boundary
conditions in the form of 3x3 fundamental nuclei. Due to space reasons, the K* matrix and
IT™ matrix are not expanded in detaill which can be referred to [9]. However, the critical part of

these matrices is the solution of the cross-sectional moment parameter Ezg s

E;’fgs, ¢ = I CapFroFs ,dQ. (5)

where Caﬁ is the coefficient matrix related to the Young modulus, the Poisson ratio, and fiber
orientation angle. For the integration of cross-section functions, in general, the Taylor expansion
isonly applicable to the whole cross-section. However, as shown in the Fig.1, the cross-section of
the train body contains both the Cartesian coordinate system and the polar coordinate system,

which need to be integrated separately. Therefore, we introduce the concept of the parallel axis
theorem and the specific steps are as follows

A [ T

I i,

Fig.l Cross-section of the train body

I &t o

b

I'I:.h__'.l_l i X

I 1

For the Taylor expanded body section integral, when the midpoint of the integral is (o, zo), it
can be expressed as

J BFsd = 3o Xto [ x™2" x°2%dA. (6)

where n=N-m, d=N-c. Coordinates (Xo, zo) have the following relationship with (x1, z):
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X1 —Xo=a,z; — Zy = b. @)

Thus, to represent the circular areain the polar coordinates, each term of the summation in Eqg.
6 can be rewritten as
Jo x+a)™(z+b)*(x + a)°(z + b)*dQ
= [ M, Chxla™ iy, ClzIb T B, CPxPacP ¥, CIz9b49d0
=Y X0 X0 Xdoo ChCACPCIa™ b acPha~4 [ xiz/xPzdQ.
)
where C is the binomial coefficient and the integral part in Eq. 8 can be further converted to
solvein polar coordinates
[ xiz/xPz9dQ = [ r*/+PHacosi*P Gsin/+9 6dQ
= f:lo f:lz riHitp+d cositP g sin/ 9 9dodr .
)

where rg isthe radius of the outer side of the ring. Based on the above method, the cross-sectional

moment parameter EI‘_’fg s, Of thetrain body section can be derived.

Then, the virtual variation of theinertial work is given by
8Line = [, 8u; [, pFFsdQiigdy = [, uM%iisdy. (10)

where M™ isthe differential linear mass matrix. And the explicit form of the governing equations
IS

5uxr: _E'[656uxs,yy + (Erz?cs - Erzséx)uxs,y + (Erzisx + E?_js_z)uxs
—E3Uysyy + (Erzgc - E?S?x)uys,y + (ETZ,?cS,x + E;L,SS,z)uys
+(E‘?;Zs - E%sz)uzs,y + ( zl'%;}slx + E%,chrz)uzs = _E‘fsﬂxs'
5”3/1': _E‘?s6uxs,yy + (E‘?,?cs - E‘?s%x)uxs,y + (E‘?,Jﬁcs,x + Ezl},gs,z)uxs
—EXUysyy + (B3 — B uysy + (Eess, + E2Ss, Juys (12)
+(E‘L§,g - E%sg:z)uzs,y + (E%,?cs,z + Eﬁ,g = Uy = —E.ﬁ.ilys,
Uy, (Erlg - E?ssrz)uxs,y + (E'?jcs,z + E%,%S,x)uxs
+(E}§ - Ersss,z)“ys.y + (EIL'},ES,Z + Erl,gs.x)uys - Ersssuzs.yy

+(E‘LZ'L,JSCS - Ezl}ss,x)uzs,y + (Ez?ﬁs,x + E‘}ésrz)uzs = _Eﬁsﬂzs-
where
Ef, = [, pFFsdQ. (12)

Double over dots stand for the second derivative with respect to time (t). Letting P, =
{er Py PZT}T to be the vector of the generalized forces, the natural boundary conditions are
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. — 66 26 36 66 16
5uxr- Pes = Egs Uys,y + Ers,xuxs + E7s Uys,y + Ers,xuys + Ers,zuzs'
. — 36 23 33 36 13
5”3/1'- Pys = E7s Uys,y + E‘rs,xuxs + E7S Uys,y + E‘rs,xuys + E‘cs,zuzs' (13)

. — F45 55 55 45
5uzr- st - Ers,zuxs + Ers,zuys + Ers Uzs,y + Ers,xuzs-

For afixed approximation order N, Eq. 11 and 13 have to be expanded using the indices r and
sin order to obtain the governing differential equations and the natural boundary conditions of the
desired model.

In the case of harmonic motion, the solution of Eq. 11 is sought in the form

us (v t) = Ug(y)e'". (14)

where U (y) is the amplitude function of the motion, « is an arbitrary circular or angular

frequency, and i is v—1. The formulation of the equilibrium equations and the natural boundary
conditions in the frequency domain can be obtained by substituting Eq. 14 into Eq. 11.

Dynamic stiffness for mulation

In Section 2, the ordinary differential equations of the beam in free vibration have been derived
and the procedure to obtain the Dynamic Stiffness (DS) matrix for a structural problem can be
summarized as follows: (i) Seek a closed form analytical solution of the governing differential
eguations of the structural element; (ii) Apply a number of general boundary conditions equal to
twice the number of integration constants in algebraic form, which are usually the nodal
displacements and forces; (iii) Eliminate the integration constants by relating the amplitudes of the
generalized nodal forcesto the corresponding generalized displacements generating the DS matrix
XK. For the sake of brevity, the expressions for the DS matrix K are not reported here, but can be
found in standard texts, see for example Pagani [9]. It should be noted that the DS matrix consists
of both the inertia and stiffness properties of the structure element unlike the FEM for which they
are separately identified.

The DS matrix ¥ is the basic building block to compute the exact natural frequencies of a
higher-order beam. The DSM has also many of the general features of the FEM. In particular, itis
possibleto assemble elemental DS matricesto form the overall DS matrix of any complex structure
consisting of beam elements. The global DS matrix can be written as

PG = %Gl_]G' (15)

where K is the square global DS matrix of the final structure. For the sake of simplicity, the
subscript “G” is omitted hereafter. The train body structure can be regarded as beams of different
cross-sectional forms, and the whole train body structure can be obtained by simply assembling it
like FEM. The boundary conditions can be applied by using the well-known penalty method (often
used in FEM) or by simply removing rows and columns of the stiffness matrix corresponding to
the degrees of freedom which are zeroes. Due to the presence of higher-order degrees of freedom
at each interface, a multitude of boundary conditions can be applied at the required nodes.

The Wittrick—Williams algorithm is used to solve the transcendental (nonlinear) eigenvalue
problem generated by the DSM. Once the natural frequencies are calculated and the associated
global DS matrix is obtained, the complete displacement field can be generated as afunction of X,
y, zand the timet. Clearly, the plot of the required mode and required element can be visualized
on afictitious 3D mesh. By following this procedure it is possible to compute the exact mode
shapes using just one element which isimpossiblein FEM.
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Numerical Results
A train body with four types cross-sections such as the one shown in Fig. 2 isconsidered. The four

types represent the cross-section of the body frame, window, door and end wall respectively. The
material data are the Young modulus, E = 75GPa, the Poisson ratio, v = 0.33, material density,
p = 2700kgm~3. The cross-sectional data are L1=1.6m, L»=1.65m, Lz=1m, Ls=2m, W1=3.3m,
H1=2.55m, H>=0.425m, H3=1.275m, H4=0.4m, H5=0.2m, He=1.7m, H7=2m, Hg=0.8m, Hy=1.04m,
R1=0.85m, R»=0.75m, t=0.02m. Distribution of cross-section typesin the y-direction (lengthwise)
isshowninFig. 3. The bodies of 4 types cross-sections are combined into acompletetrain structure

which the length is 18m.
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(c) Cross section of body frame with doors (Type 3) (d) Cross section of body frame with end wall (Type 4)
Fig. 2 Cross section of four typical train body frames
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Table 1 shows the first 6 natural frequencies of the train body for free-free BCs. Classical
Timoshenko beam method (TBM) aswell as up to the fifth-order TE refined train body models by
the present DSM approach are given in Table 2.

Table 1 First to sixth natural frequencies (Hz) for the FF train body.

Mode 12 Mode 2° Mode 3° Mode 4¢ Mode 5° Mode 6'
N=5 50.3449 59.7189 82.2272 109.2521 127.8564 145.3032
N=4 50.9998 60.0692 82.4901 111.4041 129.5863 145.3141
N=3 51.2261 60.1823 86.9639 113.2928 130.6047 145.3141
N=2 53.2889 61.870 87.8691 126.1918 140.4748 145.3489
N=1 53.2628 61.8535 89.5141 104.9372 126.0787 140.4051
TBM - 61.8535 - - 125.0255 140.4051

2First flexural mode on plane yz. ® First flexural mode on plane xy. ¢First torsional mode.
d Second flexural mode on planeyz. ©Second flexural mode on plane xy. f Second torsional mode.

Fig.4 shows the first six modes of the train body for free-free BCs. The Mode 1 is first
flexural mode on plane yz, the Mode 2 is first flexural mode on plane xy, the Mode 3 is first
torsional mode, the Mode 4 is second flexural mode on plane yz, the Mode 5 is second flexural
mode on plane xy and the Mode 6 is second torsional mode. Moreover, it has been demonstrated
that CUF TE higher-order models can deal with non-classica phenomena such as torsion, shear
effects and couplings. Train body elasticity solutions can, in fact, be reproduced with CUF models
if asufficient number of terms are considered in the kinematic field of the beam theory.

i)

€]

Fig.4 Firstflexural on planeyz (a), first flexural on plane xy (b), first torsional mode (c), second
flexural on plane yz(d), second flexural mode on plane xy (), second torsional mode (f) for the
FF train body, N=4.
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Conclusions

In the framework of CUF, the introduction of the parallel axis theorem in the Taylor expansion
greatly improves its applicability: 1) geometrical boundary conditions can be applied in
subdomains of the cross-section (and not only to the whole cross-section). 2) cross-sections can
be divided into further beam sections and easily assembled. Combined with DSM, a high-order
DS matrix is developed and the natural frequencies and mode shapes of the train body structure
are calculated using the WW agorithm. Through further validation, the method can provide a
powerful tool for the dynamic analysis and optimised design of laminated composite train body.
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Abstract. New “enlightened” and holistic maintenance strategies are shaping the industrial world
from theinside, providing intelligent and focused solutions where high availability, reliability and
safety are required. Maintenance planning and scheduling is an extremely daunting and muilti-
faceted task which involves competences from fairly different fields: customer support, quality,
engineering, production, RAMS, cost estimation etc. In the aerospace sector, a significant
percentage of Life Cycle Costs (LCCs) and, in particular, operating costs, are determined by
Maintenance, Repair and Overhaul (MRO) activities and the relative asset unavailability due to
down-time or turn-around-time [1,2]. Thisis the reason why currently there is an ongoing intense
effort in the research community and in the industry towards new maintenance strategies which
could overcome the limitations of preventive maintenance thus streamlining operations, without
jeopardizing mission safety. Thisresearch project is hence spot on and focuses on the devel opment
of optimized maintenance strategies, built around the system health status.

Introduction

Preventive maintenance employs a very simple approach where the component is replaced after a
number of cycles or hours. This approach is definitely safe (as significant safety margins and
factors are applied) but it is beyond any doubt inefficient for both the Origina Equipment
Manufacturer (OEM) and the operator, which have to replace working parts. On top of that, the
Integrated Logistic Support (ILS) chain must be somehow oversized to guarantee component
readiness.

A plethora of maintenance solutions have hence engendered to pitch in these scenarios,
bolstered by the paralel growth in sensors technologies and Industry 4.0: starting from
Opportunistic Maintenance (OM), passing through Condition-Based Maintenance (CBM) and
even approaching predictive maintenance. If OM proposes an intelligent regrouping of
maintenance activities, CBM and predictive maintenance [3] tries to plan maintenance actions
according to the real component/subsystem health status. If the idea behind the CBM concept is,
a least, quite straightforward, the implementation is anything but ssimple. This requires the
complex interaction of several entities which must be integrated in a single holistic framework to
enable the vision of customized, pinpointing and tailored planning [1].

In fact, CBM involves different steps. data collection, data analysis, forecasting and acting. The
selected component or subsystem must be monitored by appropriate sensors which transmit data
that are logged and analyzed in a Prognostic and Health Management (PHM) perspective.
Meaningful featuresthat can successfully track down possible failures are extracted and examined
through different algorithms. A centra step is represented by Remaining Useful Life (RUL)
predictions: leveraging on sophisticated algorithms, a probabilistic approach is often employed
[4]. After that, a maintenance plan can be derived from RUL predictions, the relative confidence

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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levels and many other factors (e.g. hangar slots and availability, maintenance task flexible
regrouping, criticality of the potential failure, regulations, etc.).

Before the algorithm could be employed, an extended off-line activity must be carried out with
historical datato train the algorithms and verify the accuracy and confidence levels of the overall
prognostic framework [4].

The goa of this Ph.D research project co-financed by Leonardo S.p.A. and Politecnico di
Torino is to develop a CBM framework which could support Leonardo’s customers and, at the
same time, bringing the current state-of-the-art of maintenance strategies a step forward,
employing cutting edge agorithms to real-life operational data. Furthermore, it has to be noted
that interaction with an industrial partner isthen pivotal to have areal-life feedback of the solution
feasibility.

If inthecivil aviation sector, the devel opment of PBL (Performance Based L ogistics) and CBM
logics is difficult due to safety and reliability concerns, in the defence field al of this is
compounded by additional complexities. Disruptive routines, ateration (or absence) of flight
schedules and routes, 24-hour-a-day activities, excessive structural stresses, extended flight
envelopes require an even more flexible maintenance planning, which should take into
consideration specific mission profiles and requirements.

Material and Methods

Starting from a candidate aircraft for the analysis and the general overview of its subsystems
architecture, the research is focused on algorithms and solutions which integrate PHM strategies
with Remaining Useful Life (RUL) predictions in more complex frameworks for maintenance
scheduling and planning [5].

Among different possible subsystems, the research will focus on primary flight control
actuation systems and the relative non-linearities (e.g. friction, free-play [6] etc). To thisend, a
literature review is currently being carried out to highlight the potential PHM strategies applied to
Electro-Hydraulic servo actuators for primary flight control [7], starting from diagnostic
applications[8].

The first step of any PHM related activity starts with the analysis of the system architecture
along with the RAMS-T industry department. A series of dataranging from technical publications
to historical failure events as well as maintenance, operative and flight performances are currently
being examined to identify possible opportunities and threats.

The central objective is to identify and assess the correlations that may exist between the
operational data gathered from flight operations, maintenance reports, historical data, and the real-
time data obtained from onboard sensors (downloaded on ground after landing or in the future
potentially transferred live during flight). This research will encompass mapping out and defining
these correlations with the aim of comprehending the frequency, types, severity, and occurrence
of failures. Leveraging on engineering and logistics resources, agorithms will be designed and
developed for CBM purposes of selected critical systems/items in view of optimizing fleet
management. After appropriate simulations with devel oped models aimed at forecasting operation
in nomina and degraded conditions, thefinal step will include the framework validation with real -
life data, in order to assess the strategy performance in terms of prognostic capability and positive
effects on the fleet availability.

Enabling technologies could range from Digital Twins (DT) [9,10,11] to high and low fidelity
models which could predict the component behavior. Data-driven, model-based as well as hybrid
solutions will be taken into consideration with specific literature reviews to select appropriate
Machine Learning (ML) methodologies and computational approaches. Promising strategies
include particle filtering, Long Short-Term Memory (LSTM) [12] or even Physics Informed
Neural Networks (PNN) combined with classification algorithms like Support Vector Machines
(SVMs) or random forests. Moreover, the approaches should take into consideration the “few-
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shot” phenomenon, which lead to the substantially unbalanced healthy-unhealthy datasets typical
of PHM tasks[12,13]. During the development phase there will be an extensive use of modelling
techniques based on physical laws and experimental data: thanks to high and low fidelity models,
the expected component behavior can be outlined and compared with the actua trends. In this
direction, even the initial steps towards the creation of components and subsystem DTs or
reasoning models will be considered, exploiting CAD and physics-of-failure representation.

Since the selected aerospace application is extremely safety-critical, particular attention will be
paid to the method traceability, explainability and interpretability selecting, if possible,
Explainable Artificial Intelligence (ExAI) methods. In thisway, operators and maintenance crews
can interpret the results and understand why a particular decision has been taken, providing useful
feedbacks and contributing to decision-making.

Results & Conclusion

The expected result is atight integration between academia and industry, computational analyses
and on-site experience, technical design and customer support, maintenance planning and
prognostic results, enhanced by cutting edge data science methods. CBM and predictive
maintenance are here to stay and this project is perfectly spot on with the research community,
giving its own contribution to make the aviation world more efficient, safer and, at the sametime,
assuring top-notch asset performance.
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Abstract. The sustainability of the space environment around the Earth is becoming an
increasingly important issuein the space sector. Indeed, the space population isevolving over time.
Therefore, careful mission design together with mitigation guidelines and policies are essential to
regulate its evolution and to avoid the proliferation of derelict objects around the Earth. The main
objective of this research is to connect different models that share the same goal: the sustainable
evolution of the space environment around the Earth. In this view, the research focuses on the
definition of metricsto assess the influence of missions (already occurred or planned) on the space
environment and of a carrying capacity that the space can support, and on the characterization of
in-orbit breakup events.

Introduction
The sustainability of the space environment around the Earth is becoming an increasingly
important issue in the space sector. Indeed, the space population is evolving over time [1].

On one hand, there is the deployment of many satellites, including large constellations, that
place many satellites in specific orbital regions. This requires new mitigation policies and careful
mission design, with special attention to end-of-life strategies. To help this, several risk metrics
are being developed to assess the impact of missions on the space environment, each of which
seeks to capture the main elements influencing it. Bastida Virgili and Krag [2][3] proposed a
criterion to select candidates for Active Debris Removal (ADR) missions, while Lewis [4]
introduced a criterion which includes capacity and health scores to measure the efficacy of
mitigation measures and the influence of spacecraft on the operational orbital region, respectively.
Rossi et al. [5] proposed the criticality of spacecraft index to rank abandoned objects. Letizia et.
[6] defined arisk indicator, ranking all space objects considering the effect of their fragmentation
on other operative satellites.

On the other hand, new breakup events occur frequently increasing the background population
of inactive objects. Examples are the recent CZ-6A breakup occurred on the 12" of November
2022 and the Cosmos 1408 breakup occurred on the 25" of November 2021. Indeed, some events
are still difficult to predict (e.g., collision between objects) while others are unpredictable (e.g.,
explosion of arocket body). These new uncontrolled objects, posing athreat to the population of
objects orbiting the Earth, are to be tracked as soon as possible after the event to investigate their
origin that is to determine the epoch and location of the event and the object(s) involved. In the
past years, severa tools have been developed to detect fragmentations. Romano et al. [7] and
Andrisan et a. [8] developed tools which estimate the epoch and position of the breakup by
studying the average distance between the objects in the debris cloud. Differently, Frey et a. [9]
and Muciaccia et al. [10] focused their works on the long-term evolution of orbits (years)
considering an averaged dynamic and determining the epoch of the breakup by detecting a
convergence of objects in the space of inclination and right ascension of the ascending node.
Dimareet al. [11] identify fragmentations by defining asimilarity function of the orbital elements
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of the observed objects. Once the characteristics of the event are known, risk analyses can be
carried out by modelling the distribution of the fragments right after the event and its evolution
over time, and by studying their interaction with other orbiting objects.

The main objective of this PhD research isto connect different models that share the same goal:
the sustainable evolution of the space environment around the Earth. In this view, the research will
focus first on the definition of metrics to assess the influence of missions (already occurred or
planned) on the space environment and of a carrying capacity that the space can support. Thisis
necessary to regulate the evolution of the population of active objects and to avoid overcrowding
of specific regions of space, giving the possibility of use to future missions as well. Then, the
research will investigate models to characterise breakup events. The latter is essential to limit the
proliferation of space debris (i.e., uncontrolled objects) generated by collision between the
fragments and the active satellites. Indeed, knowing the characteristics of fragmentation it is
possible to define satellite at risk and thus to plan collision avoidance manoeuvers useful to
decrease the effect of the fragmentation. By combining the models, we will then have monitoring
of alarge part of the population of objects orbiting the Earth.

A schemaof the activitiesis shown in Figure 1, while adescription of each activity is presented
in the following sections.
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Figure 1. Schema of the Ph.D. activities.

Environmental index and capacity definition
The model evaluates the impact of a generic mission during its entire lifetime, taking into account
several aspects of mission design.

First, the mission profileis divided into phases (e.g., operational, deorbiting, etc.) to investigate
the weight of each on the total mission index, that is computed as

tEoL te tr
1t=f 1dt+a-f Idt+(1—a)-f Idt (1)

to teoL teoL

where | is the index evaluated at a single epoch, t, is the starting epoch, teov is the epoch at
which the operational phase ends, te isthe epoch at which the disposal ends, tt is the epoch at which
the object would naturally decay from its initial orbit and « is a parameter associated to the
reliability of the Post Mission Disposal (PMD) strategy and varies between 0 and 1. Thefirst term
is used to compute the index of all the phases before the PMD, while the latter is computed using
the last two terms. Theindex at a single epoch is evaluated following the ECOB formulation [6]
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I=p.e.+ p.-e. (2)

where p. and p,, represent the collision and explosion probabilities, and e, and e,, represent the
collision and explosion effects, respectively. In case the satellite is active and can perform
Coallision Avoidance Manoeuvres (CAM), the eval uation of theindex at asingle epoch iscomputed
as

I'=p Icay+ A —=P) Lno-cam ©)

where I..,,, istheindex at asingle epoch when CAM capabilities are considered, I,,,_cqm 1Sthe
index at a single epoch when No-CAM capabilities are considered, and g is the CAM efficacy
(ranging from O to 1) and is considered fixed along the entire mission profile.

Grid definition

The parameters (i.e., the probability of collision and the collisions and explosions effects)
previously introduced are computed on a grid based on Keplerian orbital elements. The set of
orbital elements is not fixed but it varies depending on the orbital region under analysis. Indeed,
each orbital region is characterised by apeculiar distribution of the objects. Asan example, for the
specific case of the LEO region, atwo-dimensional grid in semi-major axis and inclination [6] is
used. The grid is defined from O deg to 180 deg in terms of inclination and from 6771 km to 8371
km in terms of semi-mgjor axis, and the selection of the bin size can be chosen arbitrarily (default
cell size of 10 km in semi-magjor axis and 10 deg in inclination).

Probability of collision

The probability of collision is evaluated adopting a flux-based model of the space debris
environment and exploiting the analogy with the kinetic gas theory [12]. The value of the average
debrisflux isextracted from ESA MASTER 8[13], considering the debris popul ation at a specified
epoch. In addition, MASTER 8 is aso exploited to evaluate the averaged impact velocity, used to
filter out the flux of particles able to generate catastrophic collisions. Studies were carried out to
investigate the influence of parameters on the value of the collision probability, such as the
collision avoidance maneuver capabilities of satellites or the size of the trackable debris from the
ground (see Fig 4).

Probability of explosion

The probability of explosion is derived from historical datafrom the ESA DISCOS database [14].
A preliminary investigation has been performed on the type of explosion events and the type of
objectsinvolved. From the information available in DISCOS, alist of event families along with a
list of object classes have been defined. Then, two methods have been compared to compute the
explosion probability: the Kaplan-Meyer estimator [6], commonly used in medical sciences to
estimate the survival rate of patience, and the Nelson-Aaen estimator [15], used to directly
evauate the cumulative hazard rate function associated to the fragmentation events for the
different classes of objects.

Fragmentation effect
The evaluation of the effects of afragmentation is performed on a set of spacecraft targets that is
representative of the entire population of active objects. The data of the operationa satellites are
extracted from ESA DISCOS, where information about the activity status, the orbital region and
the orbital elements, and the physical properties (i.e., mass and area) can be retrieved. The targets
are defined by looking at the distribution of the cross-sectional area of operationa satellites on a
grid in terms of Keplerian parameters (described before).

Then, the effect terms of both collisions (e;) and explosions (es) depend on the characteristics
of the fragmentation, and on the evolution of the cloud of debris (propagated using a continuum
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approach [16]) and its interaction with the objects population. Specifically, the resulting increase
in the collision probability for operational satellitesis used for the assessment of the consequences.
The effects map is generated by evaluating the probability of collision with the representative
targets. For each bin belonging to the grid, a fragmentation (collision or explosion) is generated
and propagated for 15 years; over this time span, the cumulative probability of collision with the
population of representative targetsis estimated, and the effects e are computed as:

Nt
1
e= ZPC(t =15ys) 4; (4)
ATOT im1

where Aror isthe overall spacecrafts cross-section, A; isthe cumulative cross-section of the
objects belonging to the i bin, and P. isthe collision probability.

Fragmentation detection
The model characterise the breakups that occurred in orbit by evaluating:

e Epoch and location of the event

e Involved object(s)

e Mass and energy associated tot he event (useful to mode the distribution of the
generated fragments)

Two methods are considered. A short-term investigation analysing the possibility of
fragmentation in awindow of days and making use of osculating orbital elements (SGP4 [17]) for
the propagation of the orbital elements of the objects, and a long-term investigation analysing the
possibility of fragmentation in a window of months or years and making use of mean orbital
elements (PlanODyn [18]) for the propagation of the orbital elements of the objects.

The general workflow of the two methodologies is the same. First, a set of unknown objectsis
generated from public catalogues. All the objectsin the set are then propagated backwards to study
the evolution of their orbits, and thusto identify possible clustersin aspecific phase spacein terms
of Keplerian orbital elements. Whenever apossible breakup isidentified (i.e., acluster is detected),
the model examinate the fragments selected to characterise them in terms of families by using a
hierarchical clustering method [19]. In addition, a second set of objects including only satellitesis
scanned to identify the parent(s) of the fragmentation by comparing the location of the satellites at
the estimated epoch of the event and the location of the event itself.

The difference between the two models lies in the way epoch and location of the fragmentation
are estimated.

The short-term routine uses a triple-loop filter to identify a cluster of objects in terms of their
proximity to each other. The filter, comparing two objects at a time, is composed by an
apogee/perigee filter which checks that the relative geometry of the orbits can lead to close
encounters. If this filter is passed, the model evaluates the minimum orbit intersection distance
(MOID) [20]. If the MOID between the orbits of the two analysed objects is below a defined
threshold, a last temporal filter is considered. The latter consists of generating angular windows
around the MOID, then converting them into time windows using Kepler’s equation, and finally
checking the possibility of having both objectsin the same window at the sametime. Thisfilter is
coupled with the propagator to perform the investigation inside the window under analysis.

The long-term routine detects the fragmentation using the right ascension of the ascending node
(RAAN) as study parameter. Indeed, near the event epoch, all the fragments generated will share
this Keplerian orbital parameters, making it useful for the purpose of the anaysis.
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The information coming from the previous analysis (i.e., the epoch and the location of the
fragmentation, and the parent(s)) are than used to characterise the fragmentation in terms of total
mass and energy involved. Thelatter are used asinitial condition to generate the cloud of fragments
with the NASA standard breakup model [21].

Main results

The environmental index model can be used for severa types of analysis. First, the index can be
used to investigate the impact of a single mission on the space population. An example is shown
in Figure 2, where the picture shows the evolution of the index over time.
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Figure 2. Index evolution over time of a payload.

Then, the same procedure can be applied to the entire population of orbiting objects to
investigate the most critical regions and the share of the index associated to specific class of objects
(e.g., rocket bodies). Figure 2 shows the distribution of the index (the marker size is proportional
to the index value) on a semi-major axis and inclination grid.
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Figure 3. Index value for objectsin LEO on a semi-major axis and inclination grid (marker size
is proportional to the index value).

Asvisible from the picture, the most critical regionisthat at around 7171 km in terms of semi-
major axis and 90° of inclinations.

Regarding the fragmentation event, severa studies were conducted on past and recent
fragmentation. An example of application is shown in Figure 2, considering the Cosmos 2251-
Iridium 33 breakup. The initial set of objects included about 2000 objects (19 belonging to the
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collision event) available on SpaceTrack on 16" of February 2009 (i.e., 6 days after the event).
The model was applied to the fragmentation and was able to properly detect the epoch (10"
February 2009) and location of the fragmentation, along with theinvolved fragments and parent(s).

Figure 4. Cosmos 2251 - Iridium 33 breakup. Set of initial objects (left) and final set including
only the involved families (right).
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Abstract. To bring supersonic flight back to redlity, it is crucial to demonstrate that future
supersonic aircraft can reduce their environmental impact compared to the past. In line with this
effort, the EU-funded MORE& LESS project is reviewing the environmental impact of supersonic
aviation, by applying a multidisciplinary holistic framework to help check how enabling
technologies of supersonic aircraft, trgjectories, and operations comply with environmental
requirements. The present study is part of this project and focuses on updating the traditional
conceptual design process with methods for estimating the noise generated at airport level by
supersonic aircraft. To achieve this, it is necessary to include some basic capability in the design
flow, such as modelling for aircraft noise prediction and simulation of take-off and landing
procedures. The approach used to consider these two elements is described in this paper.
Preliminary results from Concorde-like case study are presented.

Introduction

It is well known that environmental impact was one of the most relevant factors leading to the
retirement of Concorde, the first supersonic airliner. High fuel consumption, high noiselevels, and
the emission of nitrogen oxides (NOx) into the atmosphere raised concerns about public health
and air pollution, causing Concorde to restrict its routes. Furthermore, the Concorde accident in
2000 reinforced concerns about the safety of the aircraft, bringing to the decision to permanently
withdraw it from service in 2003.

Sincethen, significant progress has been made to better understand the environmental footprint
associated with SuperSonic Transport (SST) operations [1, 2]. Consequently, research into the
design of a new generation of greener supersonic aircraft have become more concrete in recent
years. NASA isleading an experimental supersonic aircraft project called the "X-59 QueSST" to
reduce noise pollution caused by the sonic boom [3]. Additionally, private companies, such as
Boom Supersonic, are developing commercia supersonic aircraft projects for long-haul air travel
[4]. Alongside these devel opments, regulatory efforts are being made to address the environmental
impacts of supersonic aircraft. The International Civil Aviation Organization's Committee on
Aviation Environmental Protection (CAEP) is collaborating with industry and research
organizations to update existing environmental regulations and improve knowledge of the
environmental consequences of introducing supersonic aircraft [5].

Aligned with thisundertaking, the EU-funded MORE& LEESS project aims at supporting Europe
to shape global environmental regulations for future supersonic aviation [6]. The main goal isto
review the environmental impact of supersonic aviation by applying a multidisciplinary holistic
framework, called ESATTO, to help check how enabling technologies of supersonic aircraft,
trgjectories, and operations comply with environmental requirements. The routines and software
tools used from aircraft design to tragjectory simulation activities will be updated to extend their
field of application to supersonic aircraft (considering the exploitation of both biofuel and liquid
hydrogen as fuel) and then integrated into this unique framework. In this way, the ESATTO
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framework will encompass different disciplines (aerodynamics, propulsion, aeroacoustics,
pollutant emissions and environmental impact) and their mutual relationships, thus allowing to
perform a multidisciplinary optimization of supersonic aircraft’ trgectories and operations.
Recommendations to suggest new guidelines to alow for the introduction of supersonic aircraft
with the least possible environmental impact will follow consequently.

The initial stage of this multidisciplinary optimization approach is the design of the reference
supersonic concept. To make the whole process more effective, an upgrade of the traditional
conceptual design methodology could be needed, not only to improve the prediction capabilities
of the aircraft performance but also to anticipate environmental impact evaluations and identify
the effects of environmental constraints on aircraft design and determine the extent to which
sustainability requirements are met or not.

This study addresses this need and contributes to the MORE& LESS project. Precisely, it aims
at including new methods and models to support the introduction of noise analysis since the early
stages of the design process for the next generation of supersonic aircraft. Therefore, it is focused
on the estimation of Landing and Take-Off (LTO) noise at airport level. Indeed, one of the primary
issues surrounding supersonic aircraft was the noise impact near airport areas, which far exceeds
that of subsonic aircraft. High thrust and speed required by supersonic aircraft taking-off result in
higher and unacceptable noise levels. Breakthrough technologies, improved performance and
advanced flight procedures are acknowledged as potential measures to mitigate the noise footprint
of such aircraft [7, 8]. To enable these assessments as early as possible in the design process, this
paper suggests an innovative design approach that includes the capability to predict aircraft LTO
noise in order to facilitate the identification of most promising concepts and procedures.

The document refers to ongoing activities and therefore asimplified approach has been adopted
at this early stage, which will be refined in due course. Some key points have been addressed,
including the implementation of an appropriate model for estimating the noise generated by
supersonic aircraft and the evaluation of performance for defining LTO flight paths. The related
noise model is based on semi-empirical relationships known in literature. Moreover, the
application to the reference case-study will be used to demonstrate its capabilitiesin the estimation
of aircraft emissions noise levels at the three certification measurement points and define possible
flight procedures for noise certifications. The maor outcome will be the estimation of the noise
impact of future supersonic aircraft during the early stages of the design process. Findly, the
resultswill serveto verify thetechnical feasibility of future supersonic concepts, identifying design
guidelines and advanced flight procedures aimed at reducing noise at the airport level.

The method of analysisis disclosed in Section 2. The principles of conceptual design process
are recalled and then the main steps of the proposed innovative workflow are described. Hence,
the analyses needed to support the noise performance estimation will be described. After that, the
method used to assess LTO noise in conceptual design is presented, specifying details about the
aircraft noise model and its future updates. Then, further information about the flight procedure
modelling is included. Lastly, Section 3 deals with the description of the current results and the
future expected outcome. Conclusions are drawn in Section 4.

Method of analysis

To enable the environmental assessment of supersonic aircraft during the design process, it is
necessary to review the traditional workflow, first verifying the ability to provide all necessary
inputs related to vehicle geometry, operations, and performance. In doing this, the integrated
multidisciplinary methodology for the design of high-speed aircraft adopted in ASTRID-H has
been taken as areference [9)].

Once the overarching process has been described, the proposed method to assess aircraft noise
levels at this stage of the project is disclosed. Supersonic aircraft noise model is the core of this
method of analysis. During the initial phase of the activities, this model will be maintained as
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simple as possible, using semi-empirica methods found in literature with low accuracy for
supersonic aircraft case-studies. Then, the model will be improved benefitting from the results of
high-fidelity aeroacoustics simulations for the prediction of jet noise. Another relevant element is
the introduction of operational procedures modelling capability for the selected case-study. This
will open the possibility for the definition of advanced noise reduction proceduresfor novel aircraft
concepts. The final objective of the described method is to evaluate noise levels at the three
certification measurement points defined by ICAO. Details available at this stage of the study
regarding the proposed approach, the models implemented, and the input/output data exchanged
are reported in the next paragraphs.

Upgraded conceptual design process

Addressing the design of future sustainable supersonic aircraft requires the consideration of
different and improved methods and models than those typically used for subsonic aircraft.
However, from the earliest stages of design, severa problems can be encountered, including the
lack of reference data for preliminary aircraft sizing and engine characterization or adequate
simplified models for evaluating some of the most critical phases of the mission (e.g., take-off,
supersonic cruise). In the frame of this work, the methodology implemented in the conceptual
design tool to support high-speed vehicles design developed at Politecnico di Torino, ASTRID-H,
will be used as a reference, with the aim of integrating the developed models for environmental
impact analysisin an updated version, helping to move towards ASTRID-H 2.0.

ASTRID (Aircraft on-board Systems sizing and TRade-off anaysis in Initia Design) is a
proprietary tool of the research group of Politecnico di Torino and it has been developed for almost
a decade through research activities. This tool allows to carry out the aircraft conceptual and
preliminary design, the sizing and integration of subsystems for a wide range of aircraft, from
conventional to innovative configurations, mainly in the subsonic and low supersonic speed
regime. Then, ASTRID-H is an extension dedicated to high-speed vehicle applications. Based on
its structure, our focus is the conceptual design phase at vehicle level. To better characterize
supersonic aircraft improvementsin aerothermodynamic and propulsive modelling capabilities are
ongoing, with the inclusion of medium to high fidelity routines. Specifically, these routines will
contain surrogate models relying on more accurate databases for aircraft performance prediction.
The surrogate models will be integrated in the conceptua design flow to refine thefirst guess data
obtained during the first iteration loop for the conceptual design of the aircraft, ensuring reliable
output data. The iterative procedure will serve to improve the thrust requirement estimation
derived from the Matching Chart analysis and to provide a preliminary mission profile (Fig. 1).
The new tool version will be tailored to civil supersonic concepts covering the entire range of
supersonic aircraft speeds from Mach 2 to 5.

In this context, the objective is afurther updating of the methodology with the introduction of
environmental targets as high-level requirements. Of course, for this evaluation to be effective, it
is necessary to include in the process relationships, models or methods that allow even an initia
assessment of these aircraft characteristics. The surrogate models and the definition of a
preliminary mission profile will support the fulfilment of this need. Environmental constraints for
supersonic aviation may concern engine emissions, sonic boom and LTO noise. Regarding LTO
noise, so that a complete analysis can be carried out towards a noise assessment at airport level, at
least three elements must be introduced: an aircraft noise model (Aircraft noise moddl), the
simulation of take-off and landing flight procedures (Departure/approach flight path), and the
assessment of noise perceived on the ground at certification points (Noise at certification points),
asindicated in the green box in Fig. 1.
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Fig. 1 — Upgrade of the rapid aircraft modelling methodol ogy implemented in ASTRID-H for
conceptual design of future supersonic aircraft.

LTO noise assessment

The simplified methodology for the assessment of LTO noise at conceptual design level to be
applied isdescribed in Fig. 2. Thefirst step involves the characterisation of an acoustic model that
is appropriate for supersonic aircraft. This aircraft noise model has to be based on a mathematical
formalism that is flexible and applicable at a design stage when detailed information about the
aircraft isnot yet available. Such afeature has been met by the semi-empirical noise source models
available in literature. At this early phase of study, the relationships present in the early versions
of the Aircraft Noise Prediction Program (ANOPP) developed by NASA around the 1970s were
applied [10]. Overall aircraft noise is predicted as an assembly of major noise sources, each
modelled with an individual semi-empirical noise source model. Specifically, the considered
contributions are related to airframe noise and engine noise; then, these maor noise sources are
further decomposed in wing, landing gear and vertical tail for airframe noise, whilejet (considering
both mixing and shock-associated noise) and fan for engine noise. The reference equations can be
found in [11]. The implemented model will give as output the mean-square acoustic pressure (p?)
as a function of directivity angles and frequency for each of the noise components and for total
acoustic pressure, obtained by summing each of the individual ones. The Sound Pressure Level
(SPL) can be easily computed from it (Eq. 1).

SPL = 10 logy, (%)2 (1)

With p, = 0,000002 Pa minimum audible sound pressure for the human ear. Although the
implemented model is not highly accurate for supersonic case study applications, it proved to be
reliable for general evaluations in the early stages of the project. To overcome this limitation, a
study is underway to update the model by modifying the empirical parameters used to estimate jet
noise, the dominant noise source, by the comparison with the results of simulations performed
with more accurate models.
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Fig. 2—LTO noise assessment methodol ogy

The calculated SPL refer to the noise at source. To predict the noise received on ground, flight
paths for the LTO phases must be defined. Reliable input data are required to estimate the main
operating parameters of the aircraft along defined trgectories (e.g. aerodynamic coefficients,
thrust, speed). In this methodology, LTO trajectories are reconstructed from the segmentation of
the flight path into sections with constant thrust and speed. This method alows arapid evaluation
of aircraft performance. The next step consists of selecting the noise measurement points defined
for certification purposes, depicted in Fig. 3, and defined as follows:

1) Siddine (full-power reference noise measurement point): the measurement point is along
the line parallel to the axis of runaway centre line at 450 m, where the noise level is maximum
during take-off.

2) Flyover or Cutback (intermediate-power reference measurement point): the measurement
point is along the extended runaway centre line at 6500 m from the start to roll.

3) Approach (low-power condition): the measurement point on the ground it is aong the
extended runaway centre line at 2000 m from the threshold. This corresponds to a position 120 m
vertically below the 3° descent path originating from a point 300 m beyond the threshold.
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Fig. 3 - ICAQ certification noise measurement points

Then, the received noise on ground is predicted considering the sound attenuation due to the
propagation in the atmosphere (according to SAE ARP 866 B). Finally, the overall sound pressure
level (Lp) ispredicted from the A-weighted SPL (SPL,) asindicated in Eq. 2:
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Ly = 10log;o Y, 10(5PLa/10) (2

Consequently, both related A-weighted single event L.« and exposure noise metrics SEL are
derived from it and used as evaluation variables to verify the noise requirements.

Results

Preliminary resultsthat can be obtained from the proposed methodol ogy are shown in this section.

For the aircraft that will be the subject of this study, performance has been estimated for the
definition of standard take-off and landing trgectories. Precisely, the considered aircraft is Case-
Study la (CSla), that is the reference concept for Mach 2 in the MORE&LESS project. This
vehicle has aconventional supersonic aircraft with Concorde-like configuration and propelled with
biofuel. High-level requirements are listed in Tab. 1, while aircraft configuration is in Fig. 4.
Medium to high fidelity datasets for the aerodynamic and propulsive characterization are available
for thisvehicle. Therefore, this data has been used to verify the take-off and landing performance.

Tab. 1 —High level requirements for the selected case study

High-level requirements for Case Study 1a (CSla)
Mach @ cruise 2
Range 7200 km
Payload 120 pax
Fuel Biofuel

Fig. 4 — CSla configuration

Different flight paths based on a standard flight procedure have been reconstructed. The
maximum thrust per engineis 90 kN, and athrust rating of 65% has been considered for the climb-
out phase. Some performance output values are listed in Tab 2. Otherwise, performance data for
approach phase arein Tab. 3. Thefinal trajectories are reported in Fig. 4.

Tab. 2 — Performance variables for take-off flight path

CLmax VLOF L/Dclimb Yclimb RIC Vclimb Thrust rati ng
[] [m/s] [-] [deg] [mVs] [m/s] [-]
0.959 114.08 8.6 =1 2.08 128 100 % (TO)
65% (CL)
1.171 103.24 8.6 =1 2.08 128 100 % (TO)
65% (CL)
1.309 97.65 8.6 =1 2.08 128 100 % (TO)
65% (CL)
1.384 94.95 8.6 =1 2.08 128 100 % (TO)
65% (CL)
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Tab. 3 — Performance variables for approach flight path

MLan VAPP VTD L/Ddescent Ydescent Landi ng Thrust rati ng
distance
[kd] [m/s] [m/s] [-] [deg] [m] [-]
65 % 111.85 98.94 6.83 3 3282 30 % (APP)
Mtow

T Appicech & Lavdg

44 ET 4 £8 £
Distance on grund st

Fig. 5 — Take-off and Landing flight paths

To provide an indication of what isexpected from the application of the proposed methodology,
the results derived from Concorde case-study are shownin Fig. 6 from [11]. Noise levelsin terms
of Lamax @ the three certification points defined by ICAO will be derived from the simulation of
take-off and landing trajectories. These will then be used to compare the values obtained with the
current noise limits applied for supersonic aircraft.

LA 4, - Sideline LAz - Flyover LA,,q - Approach
120 120 - 120

110 110 1 100

100 100

dBA

60
80 80
40

70 70
20

60 60 Airframe Jet Fan Total
Airframe Jet Fan Total Airframe Jet Fan Total

Fig. 6 — Noise levels at the three certification measurement points [ 10]

Conclusions
An approach for upgrading traditional design process for supersonic aircraft towards an innovative
framework has been presented. Specifically, the paper focused on the introduction of LTO noise
emissions estimations during conceptual studies. Simplified models and methods have been
included for supersonic aircraft noise prediction and flight procedures modelling. Supersonic
aircraft noise has been predicted using semi-empirical method well-established in literature, which
consider the main aircraft noise sources as independent noise sources. The aircraft flight paths
have been simulated dividing the aircraft trgjectories in segments at constant thrust and speed. In
this way, the aircraft noise levels at the three certification measurement points can be rapidly
estimated. The case study to apply the approach is a supersonic aircraft with a Concorde-like
configuration propelled with biofuel. Preliminary LTO trgectories have been cal cul ated based on
which noise levels will be estimated. To give an idea of the expected results, the estimations
obtained considering the Concorde have been reported.

From the outcome of the current study, it is apparent that the conventional Concorde-like design
isrequired by the incorporation of noise reduction measures from the earliest stage of the project,
both from a design and operational point of view. Although these results pertain to ongoing
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preliminary activities, they demonstrate the potential of introducing a noise estimation
methodology in the early stages of the design process, paving the way towards a design
methodology that includes environmental analysis of the aircraft. The most significant limitations
identified involve the requirement for acertain level of accuracy ininput dataand the fidelity level
of the models used with respect to the considered case study. Therefore, research on possible
updates to the methodol ogy is ongoing.

References

[1] S. Candel, «Concorde and the Future of Supersonic Transport,» Journa of Propulsion and
Power, p. 10, 2023.

[2] Y. Sun e H. Smith, «Review and prospect of supersonic business jet design,» Progressin
Aerospace Sciences, vol. 90, pp. 12-38, 2017. https://doi.org/10.1016/j.paerosci.2016.12.003

[3] L. R. Benson, Quieting the Boom: The Shaped Sonic Boom Demonstrator and the Quest for
Quiet, NASA Aeronautics book series, 2013.

[4] Boom Supersonic, «<BOOM ,» [Onling]. Available: https://boomsupersonic.com/overture.
[March 2023].

[5] Internation Civil Aviation Organization (ICAQO), «ICAO Committee on Aviation
Environmental Protection,» in ICAO Environmenta Report , 2022, p. 4.

[6] M. Project. [Onling]. Available: https://www.h2020moreandl ess.eu/project/. [March 2023].

[7] J. J. Berton, D. L. Huff, K. Geiselhart e J. Seidel, «Supersonic Technology Concept
Aeroplanes for Environmental Studies,» in AIAA, Specia Session: Community Noise Impact
from Supersonic Transports, Orlando, Florida, 2020. https://doi.org/10.2514/6.2020-0263

[8] J. J. Berton, S. M. Jones, J. A. Seidel e D. L. Huff, «Advanced Noise Abatement Procedures
for a Supersonic Business Jet,» in International Symposium on Air Breathing Engines (ISABE),
Manchester, United Kingdom, 2017.

[9] D. Ferretto, R. Fusaro e N. Viola, «A conceptual design tool to support high-speed vehicle
design,» in AIAA, Aircraft Concept Design, Tools and Processes 111, 2020.
https://doi.org/10.2514/6.2020-2647

[10] B. J. Clark, «Computer Program To Predict Aircraft Noise Levels,» NASA Technical Paper
1913, 1981.

[11] G. Piccirillo, R. Fusaro, N. Violae L. Federico, «Guidelines for the LTO Noise Assessment
of Future Civil Supersonic Aircraft in Conceptual Design,» aerospace, 2022.
https://doi.org/10.3390/aerospace9010027

75



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 76-82 https://doi.org/10.21741/9781644902677-12

Vibro-acoustic analysis and design optimization to improve comfort
and sustainability of future passenger aircraft

Moruzzi Martino Carlo*2"
lUniversita di Bologna, Italy*
amartinocarlo.moruzz2@unibo.it

Keywords: Aircraft Noise, Noise Reduction, Vibro-Acoustics, Carrera’s Unified
Formulation

Abstract. The challenges of recent years lead to the development of greener aircraft. However,
the concept of environmental sustainability cannot be declined on its own; economic sustainability
is aso required by increasing the services provided to the passenger, particularly comfort. This
work aims to propose a design process for a new sustainable aircraft that takes into account both
environmental sustainability, by reducing the aircraft's emissions with a new configuration, and
economic sustainability, by introducing a series of solutionsto increase comfort during flight, with
particular attention to acoustic comfort, i.e. internal noise.

Introduction

Recent social developments have brought new demands to the design of commercial passenger
aircraft. The environmental aspect has become paramount, and the new aircraft of the future must
be low emission. At present, the most promising technologies, in addition to aircraft optimization,
see a complete overhaul of the current configuration: acylindrical fuselage with lifting wings and
a combustion-based propulsion system. Magor research involves completely different
configurations (blended wing body aircraft, etc.) and new propulsion systems (hydrogen, biofuel).
However, these technologies, although certainly with very low emissions, lead to an increase in
the aircraft's production and operating costs. An increase that has repercussions on airlines and
thus on ticket pricesfor users. A further addition to the sustainability paradigm becomes necessary
in order to make these new technologies available to al: which cannot only be environmental, but
also economic. This aspect can be developed either by trying to reduce the cost of these
technologies or by offering a better flight experience to the passenger, e.g., by increasing the
comfort of thejourney. In this paper we focus on the second aspect, which in addition to containing
the seemingly inevitable increase in ticket costs due to the change in technology,'? leads the
aircraft to suffer less competition from other means of transport, such as high-speed trains or road
transport, particularly for regional or short-haul routes.

The main location of the flight, and therefore what we will be dealing with, is the passenger
cabin. Comfort during a flight depends on several factors and can be divided according to [1] into
visual, interaction, postural, acoustic, or thermal comfort. Each of these depends on several factors,
the former on ergonomics, interior design and lighting, acoustic comfort by the noise level and its
spectrum, thermal comfort, often coupled with acoustic, is afunction of cabin temperature and its
variation. In thiswork, the focus has been on acoustic comfort, and thus on interior noise. In fact,
several improvements can still be achieved in this field, for example by applying new generation
absorbent materials. Furthermore, the probable innovation in the aviation sector will lead to atotal

! https://www.iea.org/reports/the-future-of -hydrogen
2 https://www.iea.org/data-and-statistics/charts/f ossi-j et-kerosene-market-price-compared-with-hef a-aviation-
biof uel-production-cost-2019-2020
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change in the aircraft, and acoustic studies will be necessary to understand the new acoustic
behavior of the aircraft.
The interna noise problem in aircraft can be broken down into three issues:

e how to evauate this problem, therefore which parameters must be used to quantify the
noise, understood not simply with sound, that is an acoustic pressure, but as a disturbance
for the passengers,

e how to calculate numerically or experimentally, if possible, this noise inside a complex
structure such as that of an aircraft;

¢ how to reduce, once quantified, this noise, without significantly changing the performance
of the aircraft, i.e., by increasing its weight.

In design phases comfort evaluation can follow two different paths to measureit [2]. A human
model-based measurement considers the human as a model, which generally has some maximum,
minimum and average parameters. These can be obtained from physical and physiological laws
(e.g., the size of apassenger for ergonomics or the maximum loud noise) or from statistical survey
proposed to the users (the passengers, the crew, and the pilots). The advantage of this approach is
the simplicity, and the fact that it can be applied at any step of the design process. However, these
parameters do not consider subjective measurements and are unable to capture user's perceptionin
terms of emotions. In order to improve comfort, it is important to have a user centered design
process. Thisis possible through cabin or interior mock-up, where the user experienceis evaluated
with questionnaires surveys using psychometric scales. In the preliminary design phases, the main
issue is the availability of large and detailed mock-ups. Nonetheless, new technologies as virtual
reality and augmented reality can create virtual mock-ups in a more flexible and cheaper way,
allowing to switch and submit to the user several design concepts and possible improvements[3].
In noise evaluation the human model-based measures are the standard practice, and they are used
in thiswork. Usually, a noise level above 85 dB must be avoided for health reasons (the level is
lowered for long exposure, as in residential area), we measure the noise in the possible positions
of passengers during flight and we apply filtersto acoustic pressure to take in account the human’s
ear sensibility (the A, B, C and D filters). A concept for human centered design process for noise
evaluation is proposed in [4, 5].

The second open question can be ssimplified: studies of an experimental nature on complete or
partial aircraft are almost impossible in the preliminary phases of the design, while in the more
advanced phases they remain very expensive and complex, limiting the flexibility of the design
process. Therefore, they are recommended only in the last stages. Numerical analyses are very
useful; however, it is necessary to clearly define the methods used and their accuracy linked to the
computational cost. Traditionally, the noise problem in the frequency domain is studied through
Finite Element Method (FEM) and Boundary Element Method (BEM) when dealing with large
acoustic cavities, for low frequency. High frequency problems are solved through Statistical
Energy Analysis (SEA) methods. Middle frequencies are an open issue and hybrid models can be
exploited. In this work we focus on low frequency noise, which is difficult to absorb or to stop
with conventional material and acoustic solution. The method to study the problem and develop
solutionsis FEM. Nevertheless, in order to increase the accuracy of the problem and decrease the
computational effort, the numerical analyses are carried inside the Carrera’ s Unified Formulation
(CUF) framework, which exploits a class of powerful shell and beam theories [6].

The reduction of perceived noise can follow different paths. active and passive solutions have
been proposed and studied for the noise aircraft problem [7, 8]. A very promising technology is
Acoustic Metamaterials (AMMSs). These materials provide optimal sound absorption propertiesin
the chosen frequency ranges. They are composed of a host material, such as foam, and inclusions
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of another material. By playing with the size of these inclusions and their position, the acoustic
and mechanical properties of the AMM are modified. This can be studied a apreliminary level in
the CUF frame and then applied inside the passenger cabin and the aircraft itself, for examplein
the lining panel separating the fuselage and cabin.

In conclusion, alongside the more traditional elements in the design of a commercial aircraft,
such as safety and performance, there is also sustainability, which to be truly sustainable must
include both environmental sustainability, due to concerns about global warming and increased
pollution in certain areas, and economic sustainability, in order to ensure the survival of the
aviation market. If an increase in ticket prices might be inevitable by changing the propulsion
system completely, i.e., switching to hydrogen or biofuel, it is possible to offer the user a better
service, increasing comfort during the flight. The first step, proposed in this work, focuses on
acoustic comfort and thus the reduction of noise in the passenger cabin.

CUF integration

In order to be used in the vibro-acoustic field, the CUF requires some integration, both in the
formulation itself and in the procedure part within the software in which the formulation is
developed, MUL 2. Inthe CUF framework the fluid-structure coupling isintegrated within the fluid
matrices in terms of fundamental nuclei [6]. The major changes are summarized below:

e vibro-acoustic validation [9];
e acoustic boundary conditions and source [10];

e new adaptive finite elements[11], whlich allow to study complex geometries and variable
thickness plates. Moreover, this concept lays the foundation for the development of non-
homogeneous interfaces.

These integrations give the possibility to study vibro-acoustic problemsin simple and complex
structures in order to develop solutions at a preliminary level for noise reduction or to understand
the spread of noise and vibration in advanced multi-layer structures. Other devel opments are being
studied, regarding the concept of Adaptive Finite Element based on [12, 13].

Noise reduction solutions: AMM

Low frequencies, athough attenuated by the human ear, are complex to absorb. This can be
explained by the following simple relationship, valid for a plate, where the Transmission Loss TL
is proportional to the thickness d and density p of the plate and the angular frequency w = 2rf
(or to the frequency f) of the acoustic signal:

TLxd-p-w Q)

Therefore, for low-frequency noise, in order to have ahigh TL, it is necessary to use materias
with high density or thick plates. Both cases result in an increase in system weight, which in the
aeronautical field isto be avoided, asit islinked to an increase in fuel consumption.

Unconventional materials, such as AMMSs, can achieve high TL values even in low frequency
ranges due to their properties [14]. In thiswork, two types of AMMs are studied:

e a first one developed within the CUF and made by melamine foam with cylindrical
inclusions [15], Fig. 1;

e asecond produced using additive printing techniques (Fused Deposition Modeling FDM)
and numerically studied using a Layer Wise (LW) approach [16], Fig. 2.
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The AMMs studied exhibit very different behaviors, with the former reaching high TL vaues
below 300 Hz, while the latter strongly attenuates noise around 1000 Hz, thus now in the mid-
frequency range. In general, an attempt is made with these materials not to increase the weight of
the system compared to conventional solutions applied in the cabin lining panel.
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Figure 1: the first AMM used to reduce noise and Figure 2: the second AMM produced
developed in [15] with additively produced (FDM) in [16].

The aircraft passenger cabin

The passenger cabinisthe center of the comfort
problem, being the main, if not the only, place
the user frequents. Thisis why, before moving
on to its vibro-acoustic study, it is necessary to
give a brief description from an acoustic point
of view, within the fuselage, which holds the
cabin. Asdescribed in Fig. 3 the cabin-fuselage
system is composed by:

e the primary structure includes the
aircraft skeleton, so the stringers, the
frames and panels of the fuselage, the
passenger and cargo decks supportsand Figure 3: The sketch of a section of the fuselage
their panels on which the floor is and passenger cabin from an acoustic point of
placed, the bulkhead and wing box. Vview. Thedifferent vibro-acoustic components
Moreover windows frames, first glass and phenomena are underlined in order to show
pane and reinforcements areincluded in the complexity of the problem.
this subsystem;

e the secondary structure includes seats with their supports, lining, ceiling and dado panels
of the cabin, overhead luggage compartment and luggage compartment in the cargo hold,;

e cabininteriors, asthe floor carpet, the galleys and the toilets;

e several subsystems, astheair conditioning and pressurization system, the el ectrical system,
the thermal insulation system, etc;

e passengers, crew and luggage;

e acoustic cavities, in the fuselage there are severa cavities filled by air, such as the
passenger cabin, the cargo hold, the gap between the lining panel and the fuselage, the
small air gap in the windows.
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From an acoustic point of view, we must understand the contribution of each subsystem.
Nevertheless, the high complexity of the system requires some degree of simplification, and some
components or subsystems are neglected or simplified.

The passenger cabin FEM model generation

The above description shows the need to simplify the vibro-acoustics model of the fuselage and
cabin, eliminating those subsystems that do not counteract the N&V point of view (at least
apparently) and simplifying others, the description of which would be too complex, or because
there is no detailed information about them. Finally, possible external and internal sources must
also be considered. Again, in order to avoid over-complicating the model, it is necessary to include
them as external sources, i.e., structural or acoustic loads. Therefore, the maor limitations in
generating the FEM model are:

e lack of adequate information, either because thisis not available or because the systemsin
guestion have not yet been fully define in the design process;

e computational cost, in dynamic problems, increasing the maximum frequency of the
problem isinversely proportional to the size of the elements, so increasing the maximum
frequency increases the number of DoF;

e accuracy of analysis, some types of structures require advanced approaches and in genera
specia attention must be paid to the size (1D, 2D or 3D) of the elements in the various
components (for example, the lining panels require a 3D formulation for the core or a 2D-
LW approach, the stringers, and frames shell elements in order to avoid a numerical
increase in the stiffness).

Sensitivity study

Oncethe FEM model has been constructed, a sensitivity study can be carried out to assess how the
internal noise varies by varying the configuration of the structure, inserting new acoustic solutions,
such as the AMMs proposed here, and varying the acoustic sources.

The results partially reported in [17, 18] show the potential of AMMSs with an important noise
reduction. Furthermore, this reduction was demonstrated for different fuselage models. As an
example, the sound pressure maps in the passenger cabin applying the AMM in [15] are shown in
Fig. 4. The results are calculated at ear height of seated passengers. However, the computational
cost remains a significant constraint in this type of analysis. Obviously, for the study of new
configurations such as in [17] it is necessary to consider the extended concept of environmental
and economic sustainability, as reported for a windowless configuration in [19]. Alongside a
reduction in fuel consumption, the acoustic behavior did not change and therefore additional
acoustic solutions were required, i.e., AMMS.
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Figure 4: The Overall Pressure Level (OASPL) [dBA] maps on the positions of the seated
passenger’s heads in fuselage under an external complex pressure field [17]. The cabin of the
model is composed by eighteen rows with five seats each one (from the bow on the right to the aft
on the left). Thereisan increase in OASPL near the propeller position between row 2 and 5. (a)
Lining panel corein Nomex in traditional fuselage. (b) Lining panel core in AMM in traditional
fuselage.

Conclusions

In conclusion, the increase of comfort, including acoustic comfort, for the passenger during the
flight can lead to an increased competitiveness of air transport with respect to other means of
transport. Therefore, it is necessary to propose new solutions for noise reduction and tools to
characterize noise development in the cabin. Therefore, it is necessary not only to study new
solutions for noise reduction, such as AMMSs, but to define a design process for the study of noise
and vibration. This vibro-acoustic analysis must take into account the new innovative materials,
both used in aeronautics and designed to reduce noise, and therefore use advanced approaches
such asthose available thanks to CUF (as Layer Wise approaches). In fact, thisformulation makes
it possible to save significant degrees of freedom and thus raise the maximum frequency of the
problem or include new elements, without having a decrease in accuracy. In addition, the lower
computational cost of analysis can lead to easier integration of aircraft acoustic optimization (also
including vibro, aero and thermo-acoustics) in a multi-disciplinary optimization (MDO) process.
Furthermore, in the future new toolsfor assessing the impact of noise on the comfort of passengers
must be developed, placing the user at the center of the design process.
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Abstract: The following paper compares experimenta results obtained in free flight at Mach 4.7
within the MORE& L ESS project of aconfiguration at Mach 5 with high-fidelity simulations based
on CFD and propagation tools. The simulations replicate the flight and environmental conditions
of the test days, and the CFD approach is based on dedicated workshops by NASA for accurate
near-field study. Measurements are compared with CIRA acoustic microphones and contains four
different stations positioned at a maximum of ten meters from the centreline of the trajectory.

I ntroduction and background

The world of civil aviation has changed dramatically over the past few decades. While traveling
thousands of milesin afew hours has become easier and more affordabl e than afew decades ago,
traveling faster than the speed of sound is in the air. The EU-funded MORE& LESS project is
reviewing the environmental impact of supersonic aviation by applying amultidisciplinary holistic
framework to help check how enabling technologies of supersonic aircraft, trgectories, and
operations comply with environmental requirements.

As aresult of recent technological advances for the second generation of supersonic civilian
aircraft and given the future entry into service of the BOOM Overture aircraft, there is a need to
set new standards regarding supersonic flight over the land for civilian aircraft purposes. Since
1973 commercial supersonic overland flight is prohibited in most countries, and the ability to break
down this constraint is vital to the commercia success of the second generation of supersonic
aircraft. Changing the current ban on supersonic flight overland with an international regulation
with anoise emission ceiling is one of the goals of the industry itself. However, thereis aneed to
accurately identify both the methods for calculating the noise emitted on the ground and to
determine what the limit of acceptability might be to impose so as not to create excessive
annoyance to the population. The following paper demonstrates the veracity of the methodology
used to compute the grid by reproducing the experimental tests that were carried out at 1SL, which
isapartner of the MORE& LESS project in October 2022.

Sonic Boom Description and methodology in conceptual design phase

Any object traveling faster than thelocal speed of sound generates a disturbance in the atmosphere.
Theoretically, for slender configurations, this phenomenon is governed by the linearized
supersonic flow theory and computed from the supersonic area rule methods. On the other hand,
for blunt bodies, such as a space shuttle, the aerodynamic flow is nonlinear, and the computation
of the near field from the theoretical point of view is much more complex than in the previous
case. [1,2,3,4]

The disturbance that is generated propagates through the atmosphere: in the region in the
vicinity of the aircraft, there is the "near field" zone, in which the signature is a function only of
the geometric characteristics and flight conditions of the vehicle and extendsfor acouple of lengths
below the aircraft itself. In this small region, the atmospheric gradients do not have a significant
role. In the "midfield" area the signature is a function of both geometric characteristics and
disturbances related to atmospheric effects, in which there are significant nonlinear distortions of

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
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the signature itself, finally, in the "far field" region the signature is a function of the propagation
in the real atmosphere and has the typical N-wave shape. For a classical supersonic aircraft
configuration, thereis aninitial compression at the nose of the aircraft in which the local pressure
increases from p, by an amount Ap. Following this first compression, there is a slow expansion
occurs until thereis a pressure value slightly lower than atmospheric, and finaly, at the tail, there
IS a new compression that re-establishes the local pressure value. For a ground observer, the
acoustic response of the ear is composed of two different booms as the human ear can detect
changes beyond a specific frequency, and it manages to identify sudden changesin pressure. If the
interval between those two rapid compressions is below 0.10 seconds, the ear would not be able
to distinguish between them, and they would seem like one single sound.
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Figure 1: Sonic boom propagation through the atmosphere
In the slender body acoustic limit theory [5] , the near-field pressure can be calculated as:

' yM?F (x — pr)

\ 20T

op(x — Br,m) = py
(1)

In equation (1) &p isthe overpressure with the wave, p, is the ambient pressure, x is the axial
coordinate in body fixed, y is the ratio of specific heats, M is the Mach number and 8 =
VM? — 1. The quantity F is the acoustic source strength, it is based on linearized supersonic flow
arearule theory and can be evaluated as:

Fx )__f A"(f)

(2)

In equation (2) A is the cross sectional area of the vehicle along cuts aligned with the Mach
angle. Some early methods for studying sonic boom were based on Walkden's theory and involved
asimplified study of the atmosphere. One formulation used for volume-induced sonic boomiis:

Ap = KrKS\/ pvpg(MZ - 1)% : 21 : 7”_%
I

(3)
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In equation (3) K, is the ground reflection factor and it is equal to 2.0, Ks is the aircraft shape
factor, D isthe aircraft equivalent diameter, p, & p, arethe ambient pressure at the vehicle altitude

and ontheground. The ,/p,p, factor isthe consideration to thefact that atmosphereisnot uniform,

while a complete adjustment for the atmosphere uses the theory of geometric acousticsAnother
simplified model for the complete study of sonic boom is given by Carlson's method. It manage to
study the sonic boom characteristics concerning both bow shock overpressure and time signature
duration for different configurations for aircraft flying at an atitude of up to 76 km.[6]

The method contains many limitations and is easily applicable in the conceptual design phase
to get an indication of the order of magnitude of the shock intensity. The methodology isvalid for
aircraft in level flight or moderate climb or descent flight phases, the effect of flight path curvature
and acceleration is neglected, and it is just applicable for the classical N-wave in the far-field
region. The formulation for the maximum bow shock overpressureis:

1033
Apmax = KpKr\/ pvpg(Mz - 18- he4l4'Ks
(4)

Where K,, pressure amplification factor, K, isthe ground reflection factor, h, isthe effective atitude and K isthe
aircraft shape factor. The formulation for the time duration is equal to :

3.42 M 13
. -h%. 13- K

e

Atth'

3
ay (M2 —1)8

(5)

Where K, signature duration factor and a,, isthe local speed of sound.

The core of the methodol ogy is the calculation of the constant related to the shape factor: the first
step is the calculation of the equivalent area due to volume, which can be defined with the cross-
sectiona area of the aircraft along the longitudinal axis. The second step involves the evaluation
of the equivalent areadueto lift, which can be cal cul ated as the distribution of planform areaaong
the longitudinal axis. The third step is the combination of these two measurements to obtain the
total effective area of the aircraft, from which it is possible to go on to derive some parameters for
deriving the shape factor, such as maximum effectivearea 4., . and the effective length [,..

Figure 2 : Calculation of the effective area
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In the final step, the aircraft shape factor may it is found by specific shape factor curve with the
insertion of appropriate maximum effective area and effective length.
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Figure 3 : Shape factor charts

Within the method, all the parameters of equations 4 and 5 can be calculated from dedicated
graphs that are afunction of Mach and altitude.

CFD mesh

As previously mentioned, supersonic flight over land is prohibited, and for there to be a chance for
the economic success of the second generation of the supersonic vehiclethereisaneed to carefully
define a standard in terms of regulations by imposing a maximum noise level. The study of the
evolution of sound disturbance is usually divided into different regions to facilitate calculation.
The area in the vicinity of the aircraft where shocks are formed and where there are numerous
nonlinear phenomena such as shock-shock interactions, shock curvature, and crossflow is
evaluated within Computational Fluid Dynamics (CFD). [7] However, it isimpossible to study by
CFD down to the ground because of the size of the domain and consequently, the large computing
power required, so dedicated propagation models exist for detailed study. However, they need as
input the results processed in the near-field region obtained by CFD.

In these sonic boom propagation methods, the details of the configuration geometry are less
important than atmospheric variations and molecular relaxation phenomena. Particularly for the
study of both the near field region and propagation methods, NASA, since 2014 has been
conducting dedicated workshops every three years related to the study of these methods and
verifying the goodness of the results by comparing the obtained data with wind tunnel values. For
the case study, it was decided to follow the directions and suggestions of the last workshop for the
creation of the grid: in particular, there is the creation of a hybrid one, with an unstructured core
and a second region with a structured mesh. Concerning the structured mesh, there is an extrusion
from the unstructured mesh of a series of layers to produce the grid elements that are aligned to
the freestream Mach angle u:

— in-1 1)
U =sin ( m

(6)
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Figure 4 : Example of a CFD sonic boom grid

Case study
The near-field CFD simulations are based on one of the aircraft being studied within the
MORE& LESS project and for which experimental data are available. Specificaly, the aircraft is
an appropriately scaled model of the MR5 aircraft, which consists of a re-design of the MR3
aircraft. For the MR5 aircraft, except for the length, all other dimensions are kept constant to the
original configuration. In this way, the layout of the vehicle is modified, since its denderness
parameter is now different.

The final configuration of the MR5 aircraft has a length of 75 meters with a wingspan of 41
meters an MTOW of about 290 tons.

Figure5: MR5 aircraft configuration

As aready mentioned above, the geometry that was studied by CFD is the same that was used
in the experimental tests. This geometry, compared to the origina configuration, is modified to
avoid asymmetric lifting effects during the free-flight tests. First, the canards and the fins are
removed. To maintain the bottom contour, which is responsible for the later investigated sonic-
boom signature symmetry is obtained by mirroring thelower part to thetop, which leadsto aplane-
symmetric model with no lift generation at zero angles of attack.
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The model that is studied has the following characteristics:

l.
.
1.
V.
V.

Massequal to 501.7 g

Length of 201.5 mm

CG/Nose of 104.2 mm

Reference base surface 895.34 mm?
Equivalent base diameter 33.76 mm?
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Figure6: Test case

Theflight conditionsthat are studied by CFD are those of experimental tests, specifically the Mach
number studied is 4.7 and the angle of attack is O deg. The geometry is modeled with the CAD
program Solidworks and the meshes are generated with ICEMCFD 2020 R2. Regarding the mesh
structure, as previously mentioned, the philosophy adopted during the NASA workshops devoted
to the study of the near field for the sonic boom was followed. Thus, an inner cylinder formed by
an unstructured mesh was constructed, in which the size of the elementsis 10~3 mfor the elements
discretizing the surface of the aircraft and 4 - 1073 m for the elements of the cylinder itself: the

total number of e ements in the unstructured mesh isjust over 8.5 million.

Figure 7 : Unstructured mesh with the particular of the aircraft

Asfor the generation of the structured mesh, 12 blocks were created for the correct description
of the elements at a greater distance from the body.

Care was adopted for the generation of the structured part, to avoid the problem of the mesh
interface.

Thetotal number of elements in the structured mesh is just above 15 million.
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Figure 8 : Srructured mesh aligned with Mach angle

Finally, the merge between the two meshes was performed going to create the interface surface,
and after performing the necessary checks on the quality of the grid, the total number of elements
isabout 22.5 million.

Figure9: Final mesh

The numerical ssmulations will be performed with the finite volume code ANSYS FLUENT
version 2021R1. Asfor the simulation, the implicit, density-based solver with double precisionis
used, and the fluid is considered an ideal gas. The first smulations to be studied are those related
to the test carried out at ISL: specifically, the Mach number is kept equal to 4.7. The reference
flight altitude was about 2 meters in the tests performed. It will also have the calculation of drag,
lift, and moment coefficients to have a comparison with the results obtained through the use of an
alternative CFD approach based on only unstructured elements performed by ISL.

Conclusion and futurework

This paper aims to demonstrate the veracity of the methodology proposed within the workshops
organized by NASA related to the study of sonic boom in the near field region through comparison
with experimental data from ISL. Due to the low flight altitude at which the flight tests were
conducted, there is no need to adopt a propagation code for the study of the evolution of sonic
disturbance in the atmosphere. For future case studies, the following method through CFD will be
adopted to study the near field region of other configurations within the MORE& LESS project,
and using specific propagation codes, it will be possible to have the creation of databases regarding
the sonic boom of different types of aircraft having very different mission profilesand cruise Mach
numbers.
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The propagation code is currently studied by partners within the MORE&LESS project
(TUHH) through the "Propaboom” code that can study the acoustic propagation for loudness
determination on the ground based on the Augmented Burgers Equation. It requires the nearfield
signature obtained by CFD and can evaluate the propagation considering the variations through
the atmosphere of temperature, pressure, horizontal winds, and relative humidity.

Finally, from the use of high-fidelity simulations and code, within the creation of databases of
numerous aircraft differing in characteristics, configuration, range, and Mach number, there will
be the creation of low-fidelity surrogate models suitable for estimating the sonic boom of new
aircraft from the conceptua design phases.
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Abstract. Labyrinth-shape quarter wavelength tubes are numerically studied under plane wave
excitation, with analytical comparison. These labyrinth resonators (LRs) are tuned at 60, 90 and
120 Hz, and their sound absorption response exhibits maximum peak at those frequencies with
high fidelity and performance. These objects can absorb tonal sources at very low frequencies,
with an incredibly competitive thickness, resulting in the possibility of considering them for the
design of acoustic liners for an aerospace engine, but also for the automotive and naval industries.
They are put together to form an acoustic metamaterial which exhibits multiple tona peaks,
demonstrating that the performance of each resonator is not affected by their coupling.

Introduction

The importance of environmental noise control has increased with modern urbanization,
transportation traffic and associated noise-induced health impairments, such as irritation, sleep
disruption, or even ischemic heart disease [1]. In this context, the transportation industry has to
cope with severa not-trivial compromises without affecting performance of the present models
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Figure 1: schematization of main noise source caused by an aircraft engine and actual
disposition of conventional acoustic liners.

Figure 2: acoustic liner configurations.
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and/or relative costs. For instance, an aircraft design procedure cannot neglect sound emission
considerations and an aircraft will not be sold or be certified if too noisy. Nevertheless, sound
reduction systems or sound packages should be as lightweight as possible and placed in available
spacesthat are usualy limited. Acoustic liner represents the most used sol ution to suppress aircraft
engine noise; they are generally placed in the internal sides of the nacelle of a turbofan engine
whereit isnot passing hot air (Fig. 1). An acoustic liner is made by a sandwich structure with one
or multiple layers of micro-perforated panels and honeycomb core for structural purpose (Fig. 2).
The perforated plate is responsible of acoustic resistance, while cavities are accounted for
acoustical reactance [2]. Since each cavity is divided by the others, liners in question are local
reacting liners, with the resonance frequency tuned by Helmholtz Resonator formula, which
depends on the holes and cavity geometry. The Helmholtz Resonator has just one resonance
frequency, hence it cannot be considered as an effective solution for sound suppression, because
its peak is narrow and can be affected by flow conditions. At the actual state-of-the-art, there are
no available and feasible solutions which guarantee wide bandwidth low-frequency sound
suppression with space accounted for acoustic purpose limited and weight increase that should be
minimized.

The present study wantsto present alternative unitary cellsfor the design of conventional liners.
To this am, quarter wavelength tubes (QWTS) represent interesting local resonators for low-
frequency sound absorption. A quarter wavelength tube is an open-closed tube that has resonant
frequencies when itslength L is an odd-integer multiple of the quarter of the acoustic wavelength:

(2m —1)c
fsz", m = 1,23.. (1)

In correspondence of these multiple resonance frequencies, high sound absorption occurs. To
cope with their excessive length requirement for low-frequency application, their channel is
stretched into labyrinth branches without affecting the resonance behavior (Fig. 3).

Theoretical background and numerical implementation

L abyrinth-type resonators are designed through analytical and numerical simulations for normal
plane wave radiation excitation (PWR). The acoustic impedance of a labyrinth resonator (LR) is
studied according to the analytical approach proposed by Magnani et Al. [3], where the labyrinth
resonator is evaluated as a perforated plate followed by a QWT. The QWT of length L has an
impedance equal to:

Zowr = —JZeprcot (keprLegy), (2)

modelled through Low Reduced Frequency model (LRF), introduced for thefirst time by Zwikker
and Kosten [4], which takesinto account viscous and thermal dissipation changing the sound wave
Helmholtzequation. Z,¢r = perrcerr andk.rr = w/crr arerespectively the effectiveimpedance
and the effective wavenumber retrieved by lossy Helmholtz equation, and L is the effective

92



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 91-96 https://doi.org/10.21741/9781644902677-14

length of the labyrinth, which takes into account number of branches n and width of the channel
d that are not considered in the QWT resonance frequency equation [5]:

Figure 3: Labyrinth resonator excited by a plane wave radiation (PWR).

Leff=L—(4—n)§(n—1). (3)

The plate of thickness t; with the square inlet hole of side-length d is studied through Johnson-
Champoux-Allard (JCA) approach [6]. The impedance of the labyrinth resonator is:

1 —JjZowr COt(kdh]CAtd) + Zan;c,
Zdh]CA
¢inlet

Zig =

: (4)

ZQWT - jZdh]CA COt(kdh]CAtd)

where Za;cn = PjcaCiea and ki, = w/cjca are respectively the impedance and the complex

wavenumber of the perforated plate, with c;ca = /Kjca/Pjcas Pjca @d K; ¢, effective speed of
sound, density and bulk modulus. ¢nier = Anote/Apiate 1S the perforatio ratio between the hole
area and the plate area. The acoustic impedance is used for the evaluation of the sound absorption
coefficient a = Mg;ssipatea/Minciaent: Which indicates the portion of the incident sound energy
dissipated by the sample. The sound absorption of the labyrinth resonator will be calculated with:

o = 4Re(Z1r/Z0)
MR Zr/Zo|2 + 2Re(Z g [ Z0) + 1

(5)

Several |abyrinth resonators are modelled and analyzed through COM SOL Multiphysics, Pressure
Acoustics Module, with first resonance peak at 60, 90, 120Hz (Figure 4a-c). Their height
(thickness of the sample) is fixed at 100mm, to consider a competitive space for aeronautical
application. The 60Hz labyrinth has lateral dimension of 97mm x 97mm, the 90Hz has lateral
dimension of 145mmx 49mm and the 120Hz has lateral dimension of 73mm x 73mm. The
numerical model is developed following the scheme of the equivalent experimental test with an
impedance tube. A normal plane wave radiation excites the tube, and the sample is placed at the
end of the tube backed by arigid wall. Two probes with arelative distance s evaluate pressurein
the tube, with P, at a distance x, respect to the sample, and P; at adistance x; = x, +s . The
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Figure 4: a) labyrinth model with first resonance peak at 60Hz; b) labyrinth model with first
resonance peak at 90Hz, c¢) labyrinth model with first resonance peak at 120Hz, d) COMSOL
model of the impedance tube for sound absor ption measurements.

sound absorption coefficient is estimated according to the 1ISO 10534-2 1998 [ 7], with R reflection
coefficient:

_ P[P, —eTkos

== 2jkoxs a=1-|R|% 6
oifos —PL/P; : IR| (6)

Results and discussion

Numerical simulations with analytical check are plotted for each labyrinth resonator (Fig. 5). The
sound absorption estimated through numerical analyses consistently matched the analytical
method. Each resonator has harmonic peaks, and their sound suppression is extremely interesting
for low-frequency application on the engine nacelles, or to suppress tonal noise of diesel engines
at low frequency for industria application like naval and automotive. The amplitude of each peak
depends on severa parameter, but the most effective isthe perforation ratio (the portion of the area
of the inlet respect to the total area excited by the plane wave). The 120Hz labyrinth shows the
worst first-peak among the three cases, but this can be easily solved by increasing its perforation
ratio. A labyrinth-type metamaterial made with several samples of labyrinth resonator is studied
to cover each resonance and take advantage of its harmonic behavior. The designed metamateria
is based on previous resonators, in particular with one 60Hz sample, two 90Hz sample and three
120Hz resonators (Fig. 6a). The multiple labyrinth resonator metamaterial keeps the absorption
peak of each QWT in correspondence of its resonances, with an intuitive change of amplitude due
to perforation ratio, affected by the number of repetitions per each labyrinth (Fig. 6b). For instance,
the 60Hz labyrinth is just one, and its absorption is less effective than the case with just the 60Hz
resonator. In the same way, the 120Hz effect is consistently enhanced. Thisresult opensto several
hybrid solutions which can embed multiple labyrinth resonators tuned at different frequencies,
with the object to optimize their perforation ratio, finding a compromise between number of
resonances and tonal behavior of the system. Indeed, a higher number of samples with different
tuning frequency can lead to broadband sound absorption at low frequency, but the amplitude will
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be reasonably reduced; on the other hand, a combination of few labyrinths implies tonal sound

suppression.
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Figure 5: a) Numerical results with analytical comparison for a labyrinth resonator designed
with first resonance at 60Hz b) numerical and analytical results for 90Hz labyrinth resonator;
¢) numerical and analytical results for 120Hz resonator .
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Figure 6: a) multiple labyrinth acoustic metamaterial; b) sound absorption plot of the proposed
acoustic metamaterial.
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Conclusions

L abyrinth resonators are presented as an innovative solution for the design of acoustic liners. Their
competitive performance, flexibility and space requirements can be very attractive for an
aeronautical application aiming to reduce engine noise. Numerical simulation represents a
preliminary step; the sound absorption performance of the single labyrinth resonator and the
complete acoustic metamaterial will be experimental tested inside impedance tube and under
diffuse acoustic field to evaluate their performance under random excitation. The model will be
3D printed with severa materialslike PLA and resin. The final scopeisto merge acomprehensive
knowledge of modelslike thisto design innovative acoustic linersthat can improve low-frequency
performance of pre-existing solution without affecting weight and space.
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Abstract: In the recent times the concept of Co-creation, involving stakeholders, customers, and
partnersin the design, development, and delivery of products and services, has gained importance
in various industries, including aviation. This PhD research paper presents the concept of co-
creation in the aviation sector, focusing on its key elements and the potential of extended reality
(XR) technol ogies as enablers. The paper highlights collaboration, interaction, and user experience
as the essential elements of co-creation and discusses existing co-creation platforms and tools.
Traditiona co-creation platforms have limitations, prompting the proposal to leverage XR
technologies such as Virtual Redlity (VR), Augmented Redlity (AR), and Mixed Redity (MR) as
future co-creative platforms. These immersive technologies offer the potential to enhance
collaboration, visualization, and engagement in avirtual environment. The study explores how XR
tools can aid digital co-creation methods and whether XR systems can induce effective co-creation
sessions. In this context, the research develops a multi-user real-time XR environment that fosters
collaborative and interactive co-creation aiming to enhance engagement, communication, and idea
generation. This paper includes use-case scenarios for adapting such environments in view of
investigating the potential of XR tools to improve the quality and novelty of ideas, reduce
communication challenges, and decrease time and costs in the aviation industry's co-creation
process.

Introduction

The aviation sector is a highly competitive and rapidly evolving environment thus facing various
challenges ranging from long life cycles, high service quality, needs to customer vaue. To be
competitive in this sector, manufacturers need to continuously accommodate new strategies to
ensurethefinal products meet the needs of the customersand users[1]. Astechnology has emerged
at an expeditious pace, many airlines have issues to think outside the box in order to develop
innovative ideas for new products and services. By engaging with customers and other
stakeholders, aviation companies can gain a deeper understanding of their needs and preferences,
identify opportunities for improvement, and create more effective solutions. The concept of
involving stakeholders, customers and partners in the design, development, and delivery of the
products and services is called “Co-creation”. This collaborative approach seeks to create better
products that meet their expectations and requirements. Developing a customer-centric culture is
essential for any organization that wants to improve its service quality. This involves creating a
culture where the needs and expectations of customers are always taken into consideration [2].
Thisresearch commenced towards studying insights to emerging design practices with co-creation
inview of delivering innovation to aviation industry and improving the process by adapting cutting
edge technologiesin building co-creation environments/platforms.

Co-Creation at a glance
Co-creation has been a business topic till today, but, however, is emerging to numerous domains
including the aviation industry. It can be defined as collaborative development of new value, the

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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value being products, solutions, risks and services. The key elements of co-creation include
Collaboration, Interaction and User experience. How and Where to collaborate, How to interact
and What will be the experience arethe three main research questionsthis PhD research is oriented.
Studies have anticipated the development of tools and methods that would extend the definition of
co-creation to variousdomains[3]. Co-creation has become an important aspect of product design
in other industries such as automotive, fashion, technology and aviation. For example, companies
such as BMW and Audi used this concept to involve customers in the design process of their cars
in order to collect feedback on various aspects of design. LEGO adapted to customer co-creation
allowing customersto contribute ideas for arocket model through an online platform [4][5].

Co-cresation is foreseen to involve diverse participants ranging from researchers, engineers,
designers, non-designers to end users. During this PhD research, it has been established that due
to the diversified notion of user participation during a product development process, the platform
where they co-create and the tools used play an important role in facilitating active and creative
participation of the users.

The power of co-creation lies in how well the users are collaborating and interacting in the
environment/ platform. Development of such co-creative platform or environment which is
capable of accomplishing the three key elements of co-creation has been unprecedented and has
not been given much of importance. In this context, it becomes essential to identify the
technological tools that allow non-designers to go beyond the validation of aready designed
products and to play an activerolein generating ideas and directly building solutions [6]. Through
the survey of the literature, it has been observed that visual representations of the product during
its development hel psto foresee any issues and contributes to leading edge sol utions and the aspect
of simultaneous work and real-time sharing induces co-creation by reducing time and costs.
Bringing both these aspects to a platform could overall improve co-creation [7].

Co-Creation Platforms

There are various co-creation platforms and tools available today to enable business and
individuals to collaborate in creating, developing and testing the products and services. Some of
the existing popular co-creation platforms are Idea Scale (an idea management platform that helps
business to collect and evaluate ideas from employees, customers and partners), InnoCentive ( a
crowdsourcing platforms to solve complex problems), Canva ( a design collaboration platform
enabling teamsto create and edit designs collaboratively) etc. All these platforms or tools are based
on the concepts of Netnography & Crowdsourcing [8]. It can also be observed that these are also
web and network based and limits user experience towards the aspect of co-creation .

Alongside of advanced science and technology, digital or virtual worlds for co-creation has
gained momentum in offering awide range of co-creation aspects by enhancing collaboration and
improving engagement between the participants [9]. Digital co-creation platforms are web-based
tools and software solutions that enable the collaborative creation and devel opments of products
and services online. These platforms facilitate the exchange of ideas, data and feedback between
different stakeholders allowing them to work together in real-time regardless of their location.
Virtual worlds for co-creation systems have been studied in the past and featured the importance
of user experience in these environments which induce quality of interactions thus positive
relationships between companies and customers [10].

With immense growth in technology, digital technologies have emerged to immersive
technologies such as Virtual Redlity (VR), Augmented Redlity (AR) and Mixed Redlity (MR).
Immersive technologies create and extend reality by immersing a user in a completely digital
environment (VR), or adds and augments users surrounding by adding digital elements (AR) or
both (MR). Extended Reality (XR) serves as an umbrellaterm for all the existing and upcoming
reality-virtuality technologies[11]. These technol ogies offer high potential to virtually collaborate,
visualize and co-create in an imaginary unknown world. Through this PhD, | propose XR
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technologies as potential co-creation enabler [7]. The research leverages as a collaborative and
visua approach to service and product design creating many synergies asideas, insights, expertise
and vision. The research explores the below points:

a. How XRtools can aid digital co-creation methods?

b. Can XR system induce co-creation session?

Fig. 1 Outline of components of Co-creation mapped to XR
components

There are multiple reasons for enabling XR system as co-creation platform such as real-time
sharing, product involvement, reduced communication challenges, media rich information,
reduced time and costs etc. However, there are more pressing investigation to be performed in
understanding if XR enabled co-creation session:

Improve quality of ideas?

Improve novelty of ideas?

Reduce communication challenges?
Provide better understanding of design?
Reduce time and costs?

To back up the above questions, this PhD study has outset the number of aspects XR tools can
offer and map them towards the key elements of co-creation asin Fig. 1. Taking thisin to account,
| have developed a multi-user real-time extended reality environment for collaborative and
interactive co-creation platform. This platform is expected to serve as an effective and efficient
solution for co-creation sessions when compared to conventional co-creation sessions by inducing
co-creation in several ways such as providing immersive environments alowing participants to
experience a shared virtual space fostering collaboration, enhancing communication by providing
shared visual language and tools for collaboration, increasing engagement and motivation by
providing visually rich and interactive environment, increasing accessibility by allowing remote
participants to join and participate in real-time and real-time feedback alowing participants to
quickly see the results and adjust their ideas accordingly.

Thistool can be used in different types of activitiesin an innovation project. It’s potential and
rolewill also vary according to the various stages of the product devel opment process and theroles
of stakeholders during the process.

99



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 97-103 https://doi.org/10.21741/9781644902677-15

XR-Co-creation Platform Development and Use Cases

The XR processis an ideation model to design thinking and, following this process a system and
workflow has been developed for multi-user Mixed Reality device, Microsoft HoloLens2. The
application developed can be expanded to remote collaboration and necessary components of
interaction to build asuccessful co-creation platform. The systemisdeveloped on UNITY software
and is built within the framework of a networking and anchor solution for local position of virtual
content and absol ute position of user respectively in the 3D shared space. It ideally consists of a
tablewhichiscommon for every HoloL ens2 and any content placed on thistableis shared between
all users. Multiple users can share this unigque system and the scene can be customized for any use
case of a co-creation sessions. In this regard, some examples of the scenes where this XR co-
creation platform can be implemented in order to improve user creativity are as below.

Use case Scenariol:

Thefirst application is in the aviation domain and regards the validation of the design of a cabin
interior environment. It is built upon a scenario of design review and task analysis setting and is
drawn between two potential users, a flight attendant and a human factors expert. The scene is
designed to happenin front of afull scaleimmersive and interactive Galley of aRegional Aircraft.
Thetask of flight attendant picking up awater jar and placing it on the platform of the galley while
a second user acting the role of human factor expert human factors is observing over the shoulder
and collecting feedback in real-timeisorganized. Till now, human factors experts are known to be
present outside the loop while any task is on-going unless the physical prototype of the product is
available. Through this mixed reality space, both users can simultaneously visualize, collaborate
and interact with the full-scale product which isin design phase. Due to the nature of the scene, a
co-located version of the platform has been considered. Both users can anticipate any issuesrelated
to task, design, reachability, comfort, wellbeing etc. Overal, this scene is to be evaluated for
created value and if the highlighted co-creation elements are satisfactory[12].

=1}

Fig. 2 Multi user co-located collaborative and interactive platformfor Aircraft Galley
use case

Use- Case Scenario2:

The Multi-user XR environment developed was applied to a use-case in aviation domain in regard
to the validation of the design of a aircraft cabin interior. It is built up for the scene of a product
tester role of the user [13] in order to test the compliance of the new seat design configuration for
cabin crew and passenger activities of a concept test bed, Flying-V aircraft, developed in
collaboration between Delft University of Technology (TUDELFT), Airbus and KLM Roya
Dutch Airlines [14].
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Courtesy TUDELFT

Fig. 3 Flying-V configuration

Flying-V isanew design of an energy-efficient long-distance aircraft with its passenger cabin,
cargo hold and fuel tanks integrated in its wing structure creating a spectacular V-shape. Its
improved aerodynamic shape and reduced weight contributes for 20% less fuel than the Airbus
A350, today’ s most advanced aircraft [15].With its V-shaped configuration asin Fig. 3, thewings
of the airplane are at an angle of 26 degrees with respect to the direction of the flight. In addition,
the aerodynamic shape of the wing cross section lays out the passenger cabin configuration and is
different when compared to the traditionally configured circular fuselage.

The new ova configuration has boosted insights to designers on seat design and innovations
inside the Flying-V fuselage. This led to the idea of a new design called “staggered seats” which
are designed for more leg room space and individual arm rest making more shoulder-to-shoul der
space between passengers. Staggered seats are also placed at an angle with respect to the direction
of flight which makes the seats not to fall in asingle line but in an angled row [16].

In this context, it was observed that XR platform can be adapted in order to enact and verify
certain tasks of the cabin crew and passenger and get the opinions of the users before the
manufacturing of the prototype.

Fig. 4 Flying-V Staggered Seats

The aim of co-creation being shared value and creativity, the XR system is planned to be
anayzed for the same user experience by adding the key elements of co-creation. By involving
real users in this scenario, qualitative or quantitative data are planned to be collected in the
following aspects to strengthen my proposal of XR technology as future innovative co-creation
platform:
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a. Does the platform improve the efficacy and efficiency of co-creation and support in creating
value?

b. Theimpact of the key elements (collaboration, interaction and user experience) of co-creation
to achieve a

c. By satisfying a. & b., does it help accelerate product development process and product
innovation?

Conclusion and Future Work

The PhD study highlights the importance of innovation and the ongoing digital transformation in
the aviation industry along with proposing cutting edge technologies for consolidating concepts
like co-creation. It emphasizes on Extended Reality (XR) technologies and proposes XR tools as
future co-creation environments or platforms. In order to substantiate the proposal, | have
developed a multi-user XR system for collaborative and interactive environment in order to
improve user experience thus, co-creation experience. This system has been adapted to different
scenariosin order to analyzefor its effectiveness through appropriate methods and collecting data.
It is expected to shift collaboration from a flat one-dimensional experience into a multi-
dimensional one accelerating the aviation industry.
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Abstract. Detonations represent high-speed chemica reactions characterized by rapid
propagation, accompanied by a release of high-pressure energy. This transformative process
converts unreacted explosive materials into stable product molecules, reaching a steady state
known as the Chapman-Jouguet (CJ) state. This study aims to effectively describe the detonation
phenomenon in energetic material sthrough the application of the CJtheory. Using acomputational
approach, we developed aMATLAB code to cal culate the minimum detonation velocity (DCJ) of
the explosive and analyze product expansion under constant entropy conditions.

Introduction

Detonations are high-speed chemical reactions that are characterized by their rapid propagation
and high pressure accompanied by high-speed energy release. After the passage of the detonation
shock wave, the reactive medium is transformed into high temperature and pressure products.
Hence, detonation can be thought of as a path that transoforms the unreacted explosive into stable
product molecules at the Chapman— Jouguet (CJ) state, which is a steady, chemical equilibrium
shock state that conserves mass, momentum, and energy. Such characteristics make detonation a
phenomenon with several potential fields of application. Nowadays, detonation seems to represent
a turning point for the field of hypersonic propulsion. Several propulsion systems have been
designed to exploit the detonation of energetic materia to generate thrust. Among the most
important ones are scramjets and pulse detonation engines (PDE), which, despite not yet being
available on the international market, offer significant advantages over current architectures. The
research presented aims, among its objectives, to lay the foundations for a new theory capable of
reducing the uncertainty of these systems and promoting the development of such technologiesin
the next decade. The conservation’slaws represent afundamental tool for analyzing the properties
of energetic materials. By substituting the conservation equation of mass into the conservation of
momentum, removing the velocity of the products, it is possible to obtain a relationship between
pressure and specific volume called the Rayleigh line:

p = Do + piD*(vo — V)
(1)

where D represents the velocity of the shock wave through the explosive.

Methods

The aim of this study is to effectively describe the detonation phenomenon of energetic materials
through the CJ theory. We developed a MATLAB code to compute the minimum detonation
velocity (Dcj) of the explosive and the expansion at constant entropy of the products once the
eguation of state (EOS) of the mixture is provided. The products under consideration are nine
gaseous chemical species (H2, N2, 02, CO, NO, H20, CO2, NH3, CH4) and one solid (C(s)). For

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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each of these species, it isnecessary to provide valuesfor their enthal py and entropy under standard
conditions, as well as their variations as a function of temperature at standard pressure. To
accomplish this, the Shomate Equation has been selected, which takes the following form for both
enthal py and entropy :

‘MY =AxIn(t)+B*t+C t2+D ©_E +G
= A x* * * — *— — —
s n 2 3 22
(2)
h(T)=A*t+B t2+C t3+D i E+F
= * * — * — *— — —
2 3 4 t
(3)

wheret represents temperature expressed in Kelvin divided by one thousand, and the coefficients
(A, B, C, D, E, F) were obtained from the NIST database.

Another fundamental step is represented by the choice of the equation of state. For the gaseous
phase, simulations were carried out using both the equation of state for ideal gases and the Becker-
Kistiakowsky-Wilson equation of state (BKW) in order to evauate the differences that the two
solutions bring in terms of explosive properties. The BKW EOS has the following form :

__ PpRT
Wmix

p ' Z(p' T, xi,eq)

(4)

wherethevariable Z is called compressibility factor and it represents how much the mixture under
consideration deviates from an ideal one:

pKZkixi eq
7 =1+ yebx e i
xe X Wmix(T + 9)“

(5)

The parameters o, 3, 0, and k are constants computed by interpolating experimental results.
Lastly, concerning theterm ki, it denotes the molar covolume of the chemical speciesthat are being
considered. For the solid phase, there are two possible paths. The first oneis the smplest and less
computationally demanding, it consists of introducing the hypothesis that the solid phase is
incompressible. The second path, instead, takes into account compressibility effects through an
equation of state. In particular, in the present case, Cowan's solid equation of state was chosen to
analyze the compressibility effects of graphite at high pressures and temperatures :

p=Pm +a(mT+ b(m)T?
(6)

where n represents the ratio between the density of the solid phase, for a generic temperature and
pressure, and the density of the solid phase under reference conditions. P(n), a(n), and b(n)
represent polynomials as a function of the density of the solid under examination.

The code s structured into three main modules:

- Explosion State

- Detonation State
- Isoentropic Expansion State
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The first module, called Explosion State, is the most computationally demanding and it is
responsible for representing the Hugoniot of the productsin the Clapeyron plane:

1
e(n;T)—ey = > (P, T) + po)(vo — V)
(7)

where the internal energy of the system is computed for a solid-gas double-phase mixture, and n
represents the chemical composition in moles of the equilibrium products. The module includes
an interna loop that computes the chemical equilibrium through a constrained minimization
algorithm of the Helmholtz free energy. The constraints introduced in this phase are two :
- The population constraints, which require that the number of particles of each chemical
element must be conserved during detonation
- Thelimit to the number of moles that each chemical species can have, as negative values
would not be physically meaningful and therefore cannot be considered.

Concerning the second module, called Detonation State, it is responsible for interpolating the
points computed to obtain afunctional expression of the Hugoniot of the products. Subsequently,
through the minimization algorithm, the tangent point between the Hugoniot of the products and
the Rayleigh line is computed as a function of the detonation velocity (D). According to the CJ
theory, the value of D that brings the two curves to be tangent is called the CJ detonation velocity
and it represents a very important characteristic parameter of explosives, namely the minimum
shock wave vel ocity that generates adetonation of the energetic material. Similarly, from thefound
CJpoint, it ispossible to compute the thermodynamic properties of the mixture, including pressure
and temperature. Thereisanother important parameter that i s determined in this phase : the entropy
at the CJ point, which serves as an input for the next module. Indeed, by knowing this parameter,
it is possible to graphically represent the isoentropic expansion of the products starting from the
CJ point in the p-v plane, assuming that the mixtureisin chemical equilibrium at every point.
The third module, called Isoentropic Expansion State, takes care of this last operation through a
zero-finding agorithm applied to the following equation :

S(v, T) = SC]
(8)
Results
One of the first results obtained from the code concerns to the possibility of highlighting the

differences between an ideal gas mixture and areal one. The figure in the next page (Figure 1)
shows partial results of the CJ theory obtained for the RDX explosive:
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For a given specific volume, the two solutions diverge by approximately one order of
magnitude, with the discrepancy increasing as the system pressure rises. The result obtained is
extremely important as it suggests that the ideal gas assumption is not suitable for describing the
detonation process. This outcome is in line with expectations, as detonation involves extremely
high pressures and the ideal gas assumption is not an accurate representation of a mixture under

such conditions.

Now, numerical results obtained for various types of energetic materials are presented and

https:
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Figure 1: Comparison of the Hugoniot behaviors of RDX products using ideal and BKW
equations of state
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compared with experimental data taken from Mader [2] :

Table 1: Comparison between the results obtained from the numerical model and experimental
data for two different types of explosives.

o
1 L1]

0

P | comin [Poena] Nod
D [m/g] 8754 9069
1,8 T [K] 2587 2181
Y 2,98 3,21
RDX
D [m/g] 5981 6068
1 T [K] 3600 3344
¥ 2,48 2,62
D [m/s] 9100 8878
HMX 1,9 T [K] 2364 2423
¥ 3,03 3,37
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The detonation velocity at the CJ point is the parameter that is less affected by imperfections
related to the model. Moreover, it is possible to see how the detonation velocity strongly depends
on the initial density of the explosive under examination, from the results obtained for RDX. In
particular, for not excessively large values of density, thisdependenceislinear. Thus, it ispossible
to obtain afunctional expression of the detonation velocity at the CJ point as the initial density of
the energetic material changes.

Finally, it is possible to observe (figure 2) that the isoentropic expansion curve starts from the
CJpoint :

1o Pressure wrl specific WVolumea
i
3.5 | |
i
25 |
o
B2
B |
'I r
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v { 1irha) fm~iKg) 102

Figure 2: Expansion behavior of RDX for an isoentropic process.

It is possible to show that the three curves obtained (Rayleigh line, Hugoniot of products, and
isoentropic expansion) must be tangent at the CJ point, this behavior is clearly visible in the
following picture::
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Figure 3 : Qualitative analysis between Rayleigh line, products Hugoniot and isentropic
expansion in the neighborhood of the CJ point
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Abstract. Scheduled to get to the Jovian system in 2031, the ESA mission JUICE will explore
Jupiter and itsicy moons with unprecedented detail. Among other radar systems, the JUICE radio
science experiment (3GM) will have the technica capability to probe the uppermost few meters
of Ganymede' s surface carrying out bistatic observations of the moon. In this work, we present a
preliminary assessment of X-band downlink bistatic observations of Ganymede by means of
JUICE High Gain Antenna during part of itsfina orbital phase around the moon. For the chosen
time window, terrains between 60° N and 60° S appear to produce detectable echoes under the
assumption of Ganymede reflecting as awater-ice rich perfectly conducting sphere. For the future
activity of the 3GM experiment, more detailed surveys will be extended to the whole mission,
comparing different available antennas and frequency bands, and accounting for the priority of
different instruments and scientific objectives.

Introduction

In the wide framework of radio science experiments, employed for decades to remotely probe
celestial bodies interiors [1] [2] [3], ephemerides [4], rings and atmospheres [5] [6] [7], bistatic
radar observations were successfully employed since the end of the sixties to study the surface of
planets, satellites and asteroids [8]. When aradio signal is sent to atarget body and reflected from
its surface, terrain’s features with scales proportional to radar wavelengths interact with it. A
proper processing of the specular reflection from the planet can provide information about surface
roughnessin terms of root-mean-square (RMS) slope, near-surface rel ative dielectric constant and
porosity of the target [8].

On itsway to launch from the Guiana Space Center in April 2023, the ESA mission JUICE will
reach the Jovian system in 2031 to explore the gas giant and its icy moons with unprecedented
detail, with a particular emphasis on Ganymede. Among other instruments, the spacecraft will be
equipped with the 3GM radio science experiment to address scientific objectives pertaining to
gravity, geophysics and atmospheric science through radio tracking and radio occultations [9].
Given the capabilities of 3GM, downlink bistatic radar observations of Ganymede, in both X
(A=3.6 cm) and Ka-band (A=0.9 mm), could help constraining the surface composition and near-
surface structure of the two major geologic terrain types of the icy moon, i.e. the bright and dark
regions[9].

In thiswork a preliminary assessment of downlink bistatic radar observations of Ganymede by
means of JUICE is proposed. The investigation of a short time window is brought as an example,
but the same type of analysis can be carried out for any other phase of the mission. Alongside the
potential coverage, the main constraints to both feasibility of observation and expected quality of
the scientific results are described in details, and supported by some useful, yet smple, analytical
formulas.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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After abrief introduction to the JUICE mission and its 3GM experiment, an overview of bistatic
radar experiment is provided. The opportunity investigation is shown in thefinal section, followed
by some conclusions.

The JUICE Mission

The JUICE (JUpiter ICy moons Explorer) mission is a large-class interplanetary mission of
European Space Agency (ESA) Cosmic Vision 2015-2025 program that will provide the most
comprehensive exploration of the Jovian system to address the theme of the emergence of
habitable worlds around gas giants [9]. From 2031 to 2035, JUICE will orbit around Jupiter to
enforce and deepen our knowledge of the giant gaseous planet and its three icy moons. Europa,
Callisto and the prime target of the mission, Ganymede. A mindfully planned synergy between 10
state-of-the-art instruments and the 3GM radio science experiment will undertake a thorough
investigation of the chemica composition, structure and evolution of the satellites’ surfaces, inner
layers and cores, trying to shed some light on the subsurface oceans believed to hide beneath the
icy shell of the moons [10].

Scheduled for launch in April 2023, the JUICE orbiter will reach the Jovian systemin July 2031
after an 8-year long cruise. Once in orbit around Jupiter, the spacecraft will perform aJupiter Tour
made of 2 flybys of Europa, 9 flybys of Ganymede and 21 flybys of Callisto. From December
2034, the JUICE mission will enter itsfinal 9-month long phase orbiting Ganymede along dlliptical
(GEO) and circular orbits (GCO): the Ganymede orbital phase [11]. Among other scientific
objectives, thisorbital phase will give to JUICE the chance of sounding theicy crust of Ganymede
to explore for the presence of water and reveal information about the moon’s surface structure,
origin and evolution. A powerful Ice Penetrating Radar (RIME) will work alongside infrared and
ultraviolet spectrometers (MAJIS,UVS), avisible camera (JANUS), alaser altimeter (GALA) and
the 3GM experiment to constrain Ganymede' s surface properties and geology [9].

The 3GM radio science experiment will rely on the radio link between the on-board radio
communication system and Earth stations to retrieve meaningful physical information about space
bodies from observables of transmitted radio signals. The nominal investigations that the JUICE
orbiter is scheduled to perform by means of 3GM are accurate measurements of the Galilean
moons' gravity and radio occultations of neutral atmospheres and ionospheres of Jupiter, Callisto,
Europa and Ganymede. Observations of Jupiter’s rings physical properties can be carried out as
experiments of opportunity, alongside occultations of the lo plasmatorus and bistatic radar probing
of the surface of theicy moons[9] [12].

Bistatic Radar Experiments

The theory behind quasi-specular bistatic radar (BSR) experiments was developed by Fjeldbo in
[12], where he modeled reflections from a rough planet’s surface with gaussian statistics using a
simplified physical optics model, the Kirchhoff Approximation (KA). Then, he retrieved surface
information from the modeled echoes. The planet’s surface is assumed to feature i) isotropic and
homogeneous behavior, ii) correlation length larger than A and iii) negligible subsurface scattering
[8]. The model was proved to work fairly well for various planetary bodies like the Moon, Mars
and Venus [13] [14] [15].

Figure 1 shows a downlink specular near-forward bistatic geometry, where the spacecraft acts
as the transmitter and the ground stations on Earth receive echoes from the target planet. In this
traditional geometry, chosen for this work, the JUICE orbiter would transmit an unmodulated
circularly polarized signal to the target body, Ganymede.
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If the planet’s surface satisfies the aforementioned assumptions, the majority of the echoes from

Earth
Ciround Siations

Cranvmede

Figure 1 JUICE bistatic observation of Ganymede. Example geometry of a downlink forward
specular bistatic radar experiment

the moon are expected to travel in the specular direction (6; = 6, in Figure 1) [8]. If JUICE is
pointed towards the moving specular point on Ganymede (S in Figure 1), instantaneously
constrained by the relative geometry between JUICE, Ganymede and Earth, echoes will be
successfully received on ground. After the reflection, the polarized signal will be broadened in
frequency because of surface roughness and will be polarized in both the original (SC) and an
orthogonal circular sense (OC) compared to the incoming wave [8].

The differential Doppler between different regions of the reflecting area over the target planet
induces the frequency broadening of the echoes. While the distance between transmitter (T) and
receiver (R) from the specular point (S) over the target planet are changing, the signa travelling
viathe specular point undergoes a Doppler shift:

1d . , D
fo=—sqUT'I+ IR

Differently from Figure 1, in the real world signals transmitted by an antenna travel through
solid anglesin space. A finite area of Ganymede will be illuminated, and reflections from that can
be described, using aphysical optics perspective, asasummation of discrete specular contributions
arising from variously tilted facets with an effective length-scale of ~100A [8]. The average
adirectional tilting of these facets is a measure of surface roughness, and the first output of BSR
experiments: the RM S slope.

For a perfectly smooth sphere, the facet where the specular point lies will be the only one
contributing to the specular echo. Asrougher spheres are considered, facets away from the specul ar
point will be properly tilted to contribute to the overall echo headed to Earth, and their contribution
will be Doppler shifted differently from the specular point’s one. As the spatial distribution of
these properly oriented reflectors gets broader with roughness, the power spectrum of echoes gets
broader in frequency. The spectral broadening can be related to the RMS slope ({) with the
following formula:

112



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 110-117 https://doi.org/10.21741/9781644902677-17
Vs¢
B =4,/In (2) (%) cos 0. 2

Where Vs is the specular point velocity over the planet’s surface, A is the radar wavelength and 0
is the incidence angle of observation. With some knowledge of the problem geometry, the RMS
slope can be hence obtained from the half-power bandwidth (B) of areceived echo [12].

One last remark about the inference of the RMS slope is that for a rougher surface reflectors
actively contributing to the overall echo are distributed over a spatially broader area around the
specular point. If afraction of these glintsis not illuminated their contributions will not appear in
the echo and the roughness will be underestimated. The finiteness of the transmitting antenna FOV
introduces an upper bound to the observable RMS slope. If the RMS slopeis larger than that, it is
said that the observation was carried out in beam-limited conditions [8].

The near-surface relative permittivity can obtained from the power ratio of the orthogonally
polarized components of the received signal. Referring again to Figure 1, if transmitter (T) and
receiver (R) performances and positions are known, the reflected power at the receiver can be
expressed by the bistatic radar equation:

p. = PrGr 5 GrA? 3
R 4m|T|2” (4n|R]D?

Where Py isthe transmitted power, Gt and Gr are respectively transmitter and receiver gains, and
o is the planet radar cross section [8]. The latter depends on many unpredictable properties of the
reflecting surface, such as the different scattering mechanisms effectively contributing to planet’s
echoes, the observation’s geometry and the surface relative permittivity. The dielectric constant
contributes to the radar cross section as a reflectivity, which describes how much power, of the
original circularly polarized Pr, is reflected in the same sense (Psc) and in the orthogona sense
(Poc) of circular polarization [16]. The relation between relative permittivity and circular
polarization reflectivity is described by the Fresnel reflection coefficients [16].

A simple model for the radar cross section of arough planet is derived in [12] under the KA
assumptions. For a generic sense of circular polarization with reflectivity I', the radar cross section
istaken asfollows[13].

41t|T|?Rp cos O . (4)
= £ 3
® = (RpcosB + 2[T'D(Rp + 2|T'| cos 8)

With R, radius of the target planet. Combining together equations 3 and 4 it can be observed that
the ratio between orthogonally polarized powers equals the ratio between circular polarization
reflectivities. If we plug this equality into the expression of the Fresnel reflection coefficients the
final expression that links relative permittivity (€) and circular power ratio (CPR) can be written
asfollows:

tan? 0 5
£=sin26<1+ > ®)

CPR

Hence, the near-surface permittivity of areflecting surface can be retrieved from the ratio between
the power of the two orthogonally polarized components of the surface’ s echoes [8].
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It is not straightforward to associate a specific surface composition to a relative dielectric
constant, especially for a body like Ganymede. The icy moon is expected to have a water-ice
dominant near-surface composition with various fractions of non-ice contaminants [17] [18]. The
relative permittivity of pure water-ice is 3.1, but this value varies with ice porosity, purity and
temperature. This adds some complexity to the analysis of BSR observations, and increases the
importance of a synergy between radar instruments on board JUICE. If arobust knowledge of the
local surface composition isavailable, various model s can be employed to describe the dependence
of relative permittivity on porosity or ice purity [8] [19]. The surface porosity, for example, could
be retrieved from the difference between the observed relative permittivity and the nominal value
of 3.1 for water-ice.

JUICE Bistatic Radar Opportunities
The JUICE orbiter hasthetechnical capabilitiesto perform downlink specular bistatic observations
of Ganymede by means of its 3GM experiment. The spacecraft is equipped with afixed High Gain
Antenna (HGA) and asteerable Medium Gain Antenna(MGA). With the help of an on-board Ultra
Stable Oscillator (USO), both the antennas are able to transmit and receive in X- (A=3.6 cm) and
Ka-band (A=0.9 mm) [9]. The ground segment for the experiment consists of the 35m diameter
stations of the ESTRACK network.

In the following, a preliminary assessment of bistatic observations of Ganymede during the
GEO phase using the HGA transmitting in X-band is proposed. Both thefeasibility and an expected
quality of the scientific outputs are addressed.

Since the employment of JUICE instruments for other experiments is not taken into account,
the only constraint to the feasibility of the observation is that the transmitting HGA antennais
capable of tracking the specular point. The specular point exists whenever the spacecraft is not
behind Ganymede with respect to Earth, and its velocity over the planet’s surface depends on the
relative motion of JUICE, Ganymede and Earth. Since the HGA is fixed with the spacecraft, its
capability to track the specular point depends on the maximum angular velocity the spacecraft can
undergo during the mission. The upper bounds chosen for the analysis were the maximum angular
velocity and acceleration that the spacecraft will encounter during the Jupiter Tour [11].

Thelocation of the specular point at agiven timeinstant isuniquely determined by the positions
of JUICE, Ganymede and Earth, and was computed solving a nonlinear system of three equations
with a strong geometrical meaning [20]. Going back to the labels of Figure 1, the following
statements can be made about the specular point S:

1) Itliesover the surface of Ganymede's dllipsoid;

2) T and R’ lie on the same plane;

3) 6=06r.
Once the specular point is located, its velocity and the incidence angle observation can be
computed.

In terms of quality of the scientific outputs of BSR, different conclusions can be drawn for
different surface properties. The RMS slope can be satisfactorily retrieved as long as echoes are
detectable and no beam-limitation occurs. To account for the latter, a maximum observable RMS
slope was computed for the transmitting antenna FOV throughout the phase, using the expression
of an effective reflecting areaincreasing with the RM S slope [8].
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Figure 2 BSR observations coverage during the GEO phase (22/12/34 - 13/05/35). Areas
shaded fromyellow to red are illuminated by JUICE HGA assuming it to perfectly track the
specular point. Different colorsrelate to a different number of passes over the same region.
Colored squares highlight regions of interest over Ganymede according to [10]. Blu: polar
deposits; Red: patarae, Green: dark ray craters, Purple: impact craters; Cyan: bright ray
craters, Gold: bright terrains; Brown: ancient dark terrain

The dielectric constant can be retrieved from the reflected signals if both the orthogonally
polarized components are detectable. For a terrain of known relative permittivity €, the Brewster
angle is the incidence angle that brings the circular power ratio to unity. If the observation is
performed far from the Brewster angle, one of the polarized components will get weak, and its
power computation will be more uncertain. For an accurate retrieval of relative permittivity the
bistatic observation should be carried out close to the Brewster angle [16]. For a surface relative
permittivity to be 3.1, the Brewster angle is roughly 60°.

Figure 2 shows the bistatic radar coverage during the eliptical part of the Ganymede Orbital
phase when spacecraft angular velocity and acceleration are below 0.16°/s and 0.27e-3°/s?, and
when the incidence angle of observation is between 50° (CPR~0.3) and 70° (CPR~3). With a time
resol ution of 60s, the antennabeam pattern of JUICE pointing towardsthe specular point is plotted.

Assuming a relative permittivity of 3.1 to compute the surface reflectivity and combining
equations 3 and 4, the amount of power received on Earth in both polarizations was estimated
using the technical parameters shown in Tab. 1. The system noise temperature was assumed to be
28.5 K, which is a nominal value for Malargiie station at elevation of 50°, X-band and clear sky
condition [11]. The signal-to-noise ratio (SNR) throughout the phase is always above 22.5 dBHz,
which is a satisfying value to see echoes. This result should be considered an upper bound, and
does not guarantee echoes will be actually visible, since some of the incoming power may not
follow the model of specular reflection proposed by Fjeldbo. Earth-based radar observations of the
icy moons hint at the presence of strong subsurface scattering phenomena which would escape
Fjeldbo’ s assumptions, but specular echoes can’t beruled out [17] [22]. Asit wasthe casefor other
planetary bodies, the validity of the model can be addressed only with new actual observations.
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Table 1 Technical parameters of the bistatic radar radio link between JUICE and 35m Malargie
antenna [11]. * The power assumed for transmission in X-band is the full power of the Deep
Spoace Transponder (DST)

Transmit | Transmit | Receive Noise Wavelength, | Half-power
Power, Pr | Gain, Gr | Gain, Gr | Temperature, A [cm] beamwidth,
[W] [dBi] [dBi] Teys [K] Ow [°]
JUICE
HGA 52* 43.85 68.2 285 3.6 1
X-band
Conclusions

The JUICE orbiter could be the first spacecraft to carry out BSR observations of one of the icy
moons of Jupiter. This experiment would allow for an independent retrieval of surface roughness
and relative permittivity which is a very precious return to characterize the surface of the moon,
especially looking forward to a synergy with the other on-board radar instruments of the mission.

The purpose of this work was to show how a preliminary assessment of bistatic radar
opportunities could be developed for a given mission and target planet. JUICE is taken as an
example here, but the same analysis described in this abstract may be applied on other missions.
With few simple formulas it was possible to make a case study that provides inputs to discuss
when and how it could be better to observe Ganymede by means of bistatic radar.

For the future activity of the 3GM experiment, analogous considerations will be made for the
whole mission, comparing the performances of the two antennas at the two possible frequency
bands. More advanced considerations should be made about effective maneuverability and
availability of the antennas before scheduling these observations. An extended and more detailed
version of this analysis could be a starting point to find interesting time windows where BSR
observations could be performed with a good expected scientific return.

As a fina remark, these remain experiments of opportunity. The final scheduling of these
observationswill not be solely based on link-budget considerations, but agood compromise should
be found between the expected scientific return and the many other scientific objectives of the
JUICE mission as awhole: one of the most ambitious space missions of this century.
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Abstract. Helicopters are broadly applied in complex and harsh task environment such as rescue
mission and firefighting. These tasks require helicopters to operate in ground proximity, keep
tracking the target while avoid obstacles to avoid trashing. The combination of point tracking and
boundary avoidance tracking can be utilized to describe this task condition. This study
implemented a simulation task on MATLAB and Simulink and utilized a simplified helicopter
dynamic model to investigate point tracking and boundary avoidance tracking tasks. The anaysis
of variance (ANOVA) and regression analysis were used to analyze the effects of task conditions
on participants tracking error and input aggression. Results demonstrated that the overall tracking
error had a negative correlation with input aggression, and that participants tended to have higher
input aggression and lower tracking error near the boundary.

Introduction

During the process of creating and operating modern high performance rotorcraft, engineers and
pilots must anticipate and manage unfavorable occurrences known as “Rotorcraft-Pilot Coupling”
(RPC9)[1]. These phenomena emerge from the undesired and atypical coupling between the pilot
and therotorcraft and can lead to instabilitiesthat are both oscillatory and non-oscillatory, reducing
handling quality, increase structural strength requirements, and sometimes resulting in disastrous
accidents.

Boundary-avoidance Tracking is a pilot-task model proposed by Gary|[2], [3], which indicates
that in the process of performing flight tasks, pilots not only need to complete the task of
“maintaining specific parameters’ (point tracking) but also typically need to “avoid certain
parameters’ (boundary avoidance. Researchers believe that boundary avoidance behavior has a
strong correlation with the critica phenomenon of PIO, which previous point tracking models
cannot correctly.

In the process of task execution, the situation awareness of the human-machine system has a
significant impact on task performance[4]. The task design of this study includes explicit tracking
tasks and direct data acquisition. Therefore, point tracking error and input aggression were used to
evaluate the performance of participants, reflecting their situation awareness.

This study is based on a simple hardware flight simulator. The core of the task design of this
study liesin the randomness of thetask. In several previous studies about pilot boundary avoidance
model[5], [6], periodic tasks were used, which would cause participants to learn the regularity of
the task goals and predict the action trgjectory of the task goals, thus affecting the objectivity of
the experiment and model fitting.

This research investigated pilot’s response to point tracking and boundary avoidance in a
simulated flight task, and the main aim of this study lies in the tracking performance and input

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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aggression under different task conditions regarding both point tracking and boundary avoidance
tracking.

Method

Figure 1. The joystick used for simulation tasks.

Fourteen participants volunteered and took part in the experiment tests. The joystick utilized in
this study had two main sticks. The left stick only moved in vertical direction, simulating the
“collective” inceptor for helicopters, and the right stick moved in both vertical and horizontal
directions, ssimulating the “cyclic” inceptor for helicopters. The simulated task was developed and
operated on alaptop. The joystick was connected to thelaptop using aUSB cablefrom thejoystick.

Thetaskswere designed based on ahelicopter tracking task and the concepts of “point tracking”
and “boundary avoidance tracking”. During the task two types of information were displayed on
the monitor, meaning “point” and “boundary”.

The GUI was designed in svg format. The participants would see an interface as Figure 2.

>
-

-

[FERTN

Figure 2. GUI Interface.

Elements displayed in the interface is explained as below:

1. Square scale, indicates the cyclic stick.

2. Vertical scale, indicates the collective stick.

3. Purple diamonds, point tracking target indicators.

4. Triangleindicator, displaysthe “response” of the participants controlling the collective stick.
5. Dot indicator, displays the “response” of the participants controlling the cyclic stick.

6. Sawtooth boundaries, for boundary avoidance tracking tasks.

119



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC
Materials Research Proceedings 33 (2023) 118-125 https://doi.org/10.21741/9781644902677-18

Among them, 4 and 5 would change color according to the distance between target and
response, as an indicator for the participants to adjust their controlling strategies. 6 would aso
change color if the response was close to the boundaries.

This research used Simulink module integrated in MATLAB 2022a to generate and output
target and boundary movement signals, at the same time transfer input signals. The Simulink
terminates the task when participants hit the boundary.

Target movement parameters were set random in a certain limit, consequently, target
movements were random. An example of one-axis target movement was shown in Figure
3. During the whole experiment, participants individually experienced a set of unpredictable
random tasks, while tasks were consistent among all the participants.

Target Movement

0.5

0.25 /J\
0
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Displacement

0 20 40 60 80 100 120
Time/s

Figure 3. Target Movement.

Boundary movement patterns could be configured as “discrete” or “continuous’. An example
of one-axis boundary movement was shown in Figure 4. In the figure, the difference between
“discrete” and “continuous’ was illustrated.
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05— ' ' ' ' . 05F~—____ ' ' ' '
\ﬁ_\*_ ] — |
S 025 S 025
= =
g8 o 8 o
o @
& &
5 0-25 A 025 - i
0.5 —"" 05t
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Time/s Time/s

Figure 4. “ Discrete” and “ continuous’ boundary movement.

Shift movement was applied on both target and boundary. Figure 5 shows the boundary
movement with shifting.
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Figure 5. Boundary movement with shifting.

The participants were instructed to operate only the cyclic stick. The participants performed a
sequence of 5 different types of tasks, each type 3 runs (except for Task 0 which the participants
can repeat as many times as they wished). The types of tasks were described bel ow:

a) Task O: point tracking task only with no terminate condition other than task duration.
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b) Task 1. boundary avoidance task, boundary movement is “discrete”, no shifting.

¢) Task 2: boundary avoidance task, boundary movement is “continuous’, no shifting.

d) Task 3: boundary avoidance task, boundary movement is “ discrete” with shifting.

e) Task 4. boundary avoidance task, boundary movement is “continuous’ with shifting.

In this study, tracking error and input aggression was utilized to evaluate the performance and
control strategy of the participants. The calculation of these indicatorsis as below:

error = target — response Q)
! ftt12|8(t)|2dt @)

t1—t;

aggression = \/

where:

target — sequence of target movement signals.

response — sequence of response signals.

8(t) — sequence of input signals, and 8(t) is the time derivative.

t;, t, — starting and ending time of atimeinterval for analyzing aggression.

To evauate the performance and aggression in certain period (whole task run, or specific
condition, for example), the root mean square value of error and aggression is calculated:

errorRMS = /%Zi error? (3)

aggressionRMS = \/%Zi aggression? (4)

Different “conditions” were defined to distinguish different groups of situations the participants
encountered during the tasks:

a) Group 1

“Approach”: The dot moves towards one of the boundaries.

“Leave’: The dot movesin areversed direction of one of the boundaries.

b) Group 2

“Near”: The dot locates between one of the boundaries and “boundary thresholds’.

“Away” : The dot locates outside boundary thresholds.

c) Group 3

“ Approach and Near”: Conditions that meet both “ Approach” and “Leave’ at the same time.

“Leave or Away”: Conditions that meet “Leave’ or “Away”.

Figure 6 demonstrates the above conditions in an intuitive way.

Boundary Houndary
AAANAANAANAAASAAASSSAANG MAMAAAAANMIAPAANSISAAIIAN,
I Approach W MNear
1' ; Boundary
ok ;
e Threshold B Away

Mid-position of two
vppusile boundaries

Figure 6. Demonstrations of “ conditions” .
Theanalysisof this paper isbased on aboundary threshold of 0.1. which islow capture difficult
tasks, and large enough to sample enough amount of datato be analyzed.

Statistical analyseswere donewith task runsthat didn’t fail, to extract datathat fully represented
participants performances under pressure.
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Figure 7. Error and Aggression under “ Approach” and “ Leave” conditions.
Table 1. ANOVA analysis between “ Approach” and “ Leave” Conditions

Difference Significance: Approach and L eave Conditions
Tracking Error

Pitch Roll Cyclic

Source F-value P-value Source F-value P-value Source F-value P-value
Condition 4.15 0.042 Condition 33.78 <0.001 Condition 13.80 <0.001
Participant 58.58 <0.001 Participant 70.93 <0.001 Participant 76.19 <0.001
Condition*Participant  0.29 0.993 Condition*Participant ~ 1.03 0.421 Condition*Participant  0.45 0.951
Input Aggression

Pitch Roll Cyclic

Source F-value P-value Source F-value P-value Source F-value P-value
Condition 18.32 <0.001 Condition 14.38 <0.001 Condition 4.97 0.027
Participant 89.52 <0.001 Participant 98.80 <0.001 Participant 132.63 <0.001
Condition*Participant  0.42 0.963 Condition*Participant  0.17 1.000 Condition*Participant  0.24 0.997

The tracking errors under “ Approach” condition were slightly larger than that under “Leave”
condition for most participants. But the results showed no statistical significance (p>0.05). The
input aggressions under “Approach” condition were dightly larger than that under “Leave”
condition, though the significance of the difference is not observed (p>0.05).

The result showed that participants were more likely to control the stick less aggressively when
they tried to follow the target that was getting close to the boundary to avoid hitting the boundary.
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Figure 8. Error and Aggression under “ Near” and “ Away” condi'tions.
Table 2. ANOVA analysis between “ Near” and “ Away” Conditions

Difference Significance: Near and Away Conditions
Tracking Error

Pitch Roll Cyclic

Source F-value P-value Source F-value P-value Source F-value P-value
Condition 335.44 <0.001 Condition 519.03 <0.001 Condition 162.14 <0.001
Participant 4393 <0.001 Participant 44.27 <0.001 Participant 63.15 <0.001
Condition*Participant 1348 <0.001 Condition*Participant  19.71 <0.001 Condition*Participant  5.24 <0.001
Input Aggression

Pitch Roll Cycdlic

Source F-value P-value Source F-value P-value Source F-value P-value
Condition 12.34 <0.001 Condition 10.77 0.001 Condition 9.26 0.003
Participant 70.31 <0.001 Participant 72.41 <0.001 Participant 142.73 <0.001
Condition*Participant  2.10 0.014 Condition*Participant  3.04 <0.001 Condition*Participant  1.10 0.355

The tracking errors under “Near” condition are significantly lower than that under “Away”
condition (p<0.001) for al participants. Participants behavior during the test runs showed that
they exerted greater effort to control the stick, maintaining point tracking task while prevent hitting
the boundary.

The input aggressions presented inconsistent results. For some participants, the input
aggressions were larger under “Near” condition, others were lower. The difference of the input
aggressions was significant (p<0.05).
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Figure 9. Error and Aggression under “ ApproéE:H and Near” and “ Leave or ',6‘\\'/\}a)/’ conditions.
Table 3. ANOVA analysis between “ Approach and Leave” and “ Near or Away” Conditions

Difference Significance: Approach and Near and L eave or Away Conditions
Tracking Error

Pitch Roll Cycdlic

Source F- P- Source F- P- Source F- P-
value value value value value value

Condition 39254  <0.001 Condition 537.74  <0.001 Condition 167.23  <0.001

Participant 45.36 <0.001 Participant 50.57 <0.001 Participant 68.64 <0.001

Condition*Participant ~ 15.91 <0.001 Condition*Participant  23.29 <0.001 Condition*Participant  5.79 <0.001

Input Aggression

Pitch Roll Cycdlic

Source F- P- Source F- P- Source F- P-
value value value value value value

Condition 42.93 <0.001 Condition 35.88 <0.001 Condition 25.72 <0.001

Participant 62.66 <0.001 Participant 66.40 <0.001 Participant 14093  <0.001

Condition* Participant ~ 1.95 0.025 Condition* Participant ~ 2.11 0.014 Condition* Participant ~ 1.01 0.444

The tracking errors under “Approach and Near” and “Leave or Away” condition showed a
similar trend as under “Near” and “Away’ condition mainly because tracking errors under
“Approach” condition and “Leave” condition showed no significant difference. The difference of
tracking error here also showed statistical difference (p<0.001). Inconsistent results were aso
observed for aggression under this group. The difference between conditions and participants are
significant for pitch and roll axis(p<0.05), but not the composed cyclic(p>0.05). Different
participants applied different input strategies under severe task conditions, resulted in different
point tracking performance.

Conclusion

This research featured a simulation task design based on the concepts of point tracking and
boundary avoidance tracking, and data analysis method to investigate pilots point tracking
performance and input aggression. Several results could be drawn from this study. Since the
boundary avoidance tracking was introduced to the task, participants presented different input
strategy indicated as aggression, and resulted in different tracking error. When the target was near
the boundary, the participants presented significantly lower tracking errors (p<0.001), and the
input aggressions are also lower for the pitch and roll axis respectively (p<0.05). In summary, this
research demonstrated the rel ationship among task condition, input strategy, and task performance.
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Task design, data analyzing method, and results could inspire related research in pilot’s
bi odynamic feedthrough, human-machine interaction, and rotorcraft-pilot coupling.
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Abstract. Technological innovation is extremely important in the industrial world, as it allows
companies to remain competitive and improve the efficiency, productivity, and sustainability of
their activities. Companies that invest in technological innovation can obtain numerous
advantages, including improved product quality, cost reduction, greater flexibility, and the ability
to quickly respond to customer needs. An approach to open innovation that has become widespread
in recent years is to conduct technology scouting through the vast array of solutions provided by
innovative startups. With a large number of startups proposing new technologies in aerospace
sector, could be challenging for companies to identify the most promising solutions. Therefore, a
structured methodology for evaluating technology proposed by startups is essential to ensure the
identification and implementation of the best solutions and the effective allocation of resources.
This paper presents a case study that describes the process of technology scouting proposed by
startups within an aerospace industry company, based on a company-defined roadmap.

1. Introduction

The aerospace industry is constantly pushing the boundaries of technology, and startups have a
significant role to play in this process. That is why it is important for aerospace companies to
conduct scouting of technology proposed by startups, in order to stay at the forefront of innovation.
During each "innovation call,” regardless of the proposed technology, there are many candidate
startups, and the need to evaluate and choose the one that best aligns with the company's trend is
very important. The purpose of this paper is to present a case study in which a technological
scouting methodology has been applied.

A structured methodology for evaluating technology proposed by startups alows for the
continuous improvement of the evaluation process and builds trust and confidence among all
stakehol ders.

The entire scouting process is based on a company-defined roadmap. The steps begin when the
company defines the problem in which it isinterested in scouting, and continue until the selection
of the best alternative among those presented.

2. Scouting Process: Roadmap

The industry scouting process for the selection of a technology proposed by a startup is a multi-
step process that involves several phases. It involves a combination of factors, such as the
alignment of the technology with the company's business needs, the potential impact of the
technology, and the startup's ability to execute on their plans.

The entire scouting process can be imagined as a set of activities to be followed in
succession.[1] The roadmap on which it develops is shown in Fig 1. It is characterized by two
nested processes. the scouting process and the technology evaluation methodology process. The
two processes are complementary:

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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- The first process (colored in red) concerns all activities carried out internally by the
company or potentially by startup acceleration companies and relates to the selection,
screening, and finally management of collaboration contracts with the chosen aternatives.

- The second process (colored in light blue) is a more complex and articulated process. It
includes step-by-step evaluation activities of the technology proposed by the startup.

- The following paragraphs, describe detail the different steps that make up the roadmap.
Each of these phases has been implemented according to the pattern shown in the Fig 1.

Fiaure 1 Roadmap

21  Problem Definition
Problem definition isthe process of clearly identifying and understanding the problem or need that
technology is intended to address, Fig 2.

2.1.1 Understanding and defining business needs & Priority
processing c
Structuring a collection of business needs is important for |Corporate Business Units|
innovation scouting because it helps to identify the specific 5 B
areas where new technology is needed and where it can have
the most impact. By having a clear understanding of business
needs, companies can better focus their innovation scouting
efforts on areas that are greatest relevant to their operations .. z
and wherethey can add themost value. Thisallowsfor amore " / o
efficient use of resources and a higher likelihood of '+~ |
successfully identifying and implementing new technology

that can help the company achieveits goals.

At the corporate level, the relevant business unit has prepared a
"needs sheet" which isacollection of al the requirements. It highlights the reference problem, the
possible directions of solutions, and the main elements that should characterize the technological
solution proposed by the startup.

Following the receipt of this document, the open innovation pilot team takes care of elaborating
the data, defining reference keywords of the chosen topic, organizing the scouting mode, and
structuring various support tools for the entire process.

Figure 2 Problem
Definition

2.2  Problem Structuring
Problem structuring is the second phase of the process, in which the problem is organized and
categorized in away that allows a comprehensive analysis (see Fig 3).

During this phase, with the support of the Business Unit related to the topic selected during the
Problem Structuring phase, a panel of experts has been structured, to participate in the evaluation
of the startup candidates.
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The selection of the panel was done carefully, as the final ... e

selections of the scouting process will depend on it. In thiscase, - —— - —— ——— — — -,
the expert panel for the evaluation of startup candidates has been
purposely formed in a multidisciplinary way in order to obtain a
broad evaluation of the candidate companies.

In this project the panel is made up of an expert in thetopic from
the relevant corporate Business Unit, a full professor from the
Politecnico di Torino, part of the department of management and
production engineering, a Ph.D student with sector expertise, and
two professionals from the Open Innovation Team who manage
the scouting project.

2.3 Parameters & Objects Definition

This phase of the roadmap is the process of defining key
parameters and objectives that will be used to evaluate the A
proposed ta:hnol ogy, (See F|g 4) Paramerars & D acis Delinnoe

Before going into the details of this phase, it is important to

specify its structure. At the company level, regardless of the scouting : Tooic Selected
process, which we will refer to as Deaflow from now on, it was | Business Units
decided to evauate the candidate startups based on four macro areas | i
|
|

lopic Selected
Business Lnits

o -
¥ i

Figures Problem

which we will define as "parameters’. Specifically, the evaluation
parameters chosen by the management to assess the suitability

objective are Team, Finance, Community and Technology. RO
Regarding the first three parameters, the company decided to keep PO

the defining criteria for each group unchanged for every Dealflow. Tt

The only parameter subject to change for each Dealflow is that |

related to technology. This parameter has different needs based on |

the type, field of application, difficulty of implementation, and .

structure. Figure 4 Parameters &
In this phase, the panel of experts is tasked with deciding the Objects Definition

weight to give to each parameter and its associated criteria (Team, Finance, Community, and
Technology). The panel of experts will aso define the criteria and objectives that will be used to
evaluate the proposed technology. This step is critical in determining the technology's value
proposition and potential for success.

2.3.1 Definition of Criteria and Scores
This stage of the process is structured into the following subphases:

e Definition of parameters weight s and consistency verification
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The first step is to assign a weight to
each parameter in the evaluation aress.
Through a brainstorming technique, the e mr T
panedd of experts expressed the il iri svorgnpornce

Scale of importance Judgment Mutual
Equal Importance 1 1,00

Meoderate Importanc

importance ratios of each parameter Vo gy ety e | | xR0
relative to the others. T A T = B

Subsequently, the consistency of the re=s o= an an o an N
weights was verified through pairwise o
comparison using the Analytic Hierarchy ... e G 312
Process (AHP) technique, followed by =25 °5 35 I8 I8 o0 % P
the eigenvector method[2,3,4]. The ™ e o e = i —
result, shown in Figure 5, indicates that R

the evaluators expressed a strong
preference for the parameter related to
Technology, which was assigned a
weight of 62%, while the parameters of Team, Finance, and Community were assigned final levels
of importance of 18%, 10%, and 10%, respectively, Fig 5.
e Criteria associated with
the parameters Team, e
Finance, and Community
As previousy mentioned, the
criteria associated with the three
parameters related to the areas of B 1 tnari [ T—— pe—
Team, Finance, and Community
are unchanged for each Dealflow,
Fig 6. Figure 6 Criteria & Parameters
e Definition of Technology
Parameter Criteria:
The crucia part of this phase of the processisto define the criteriafor evaluating the different
technol ogies proposed by the startups.
This phase of the process has been structured in a mixed Delphi-NTG-Brainstorming approach.
All these techniques were leveraged to achieve the methodol ogy with the best outcome]5].
e Delphi: Sharing the topic with the panel of experts
The Delphi technique is a method used to gather and process information from a group of experts
in order to reach a consensus on a specific issue[6].
Aninvitation to a meeting has been sent to the panel of experts, attaching the topic of the meeting
and highlighting the main objective of the scouting process in question.
At this point, the experts become more aware of the topic and begin to have an idea of what the
truly important aspects are for the company and what the main objectives are to achieve.
e Nominal technique group NTG - Presentation of solutions
The nominal group technique is amethod used to collect and prioritize information and ideas from
a group of people. In the case study under consideration, the respondents are the 5 people who
make up the previously defined panel of experts. This technique can be used in the selection of
criteriafor evaluating technology proposed by startups.
The previously defined panel of experts generates a list of suitable criteria for evaluating the
performance of startups. The group worked together to prioritize the criteriain order to assess the
technology proposed by startups effectively.

Figure 5 Definition of parameters weights

R [ P & o
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e Brainstorming - Final Selection of Suitable Criteria

In this phase of the process, e T PP e el T
once N criteria have been — _ : R S bnarton
defined, the panel of experts e :
is called to come together to | i i : : | —
refine the choices made in — =wsiss=- T
order to obtain a smaller ST :
number of criteria, which will o n-evwhet iemr

make it easier to start the ~— e

evaluation process in a more sy

streamlined way. The experts il : .
of the scouting process chose | e . 3 : R

to use a brainstorming
technique.

Once al the ideas have been generated, the group then goes through each one, grouping similar
ideas together and eliminating duplicates. From there, the group may use a voting process or other
criteriato prioritize the ideas and select the final set for the decision-making process.

In this case, the criteria deemed most suitable for the scouting case in question for the evaluation
of technology in the digital twin field were the following in Table 1.

Table 1 Final Selection of Criteria

Each evaluator was asked to _ e L L T

rank the criteria they deemed —sesswoismme i | "— 100 280

most appropriate by assigning  wmmeeem .- L -

ascore from 1 to 5 (with 1 ™™= = e e L

being less important and 5 _— Py e bl A Syl Sy gt i | X,

being more important). The s s 1L i i) i
A ) Fuk e O 11 LT ] L1 ot | | e

sum of votes for each criterion e o o ] O -

was then calculated

horizontally. As shown in . i e M ok s BRI

Table 1, three macro-groups of  JZisis= I - aeh =t - R R

criteria can be identified. The e e 2 i, et aw| mal'vm

first is characterized by all A am

those criteria that did not a 13

receive any scores. This was a T T

result of the ideation process
that led many evauators to
reconsider their ideas and prefer others. The second macro-group consists of criteriathat received
low scores such as cost efficiency, go-to-market strategy, customer traction, and intellectual
property. Finaly, there are criteria characterized by a higher score that have emerged as the object
of greater interest by unanimity. The latter, highlighted in gray in the table, are Accuracy,
Technologica Advancements, Real-Time Capability, Data Management, and Risk Evaluation.
Thefina choice therefore fell on 5 out of the total 17 criteria previously proposed.
e AHP process

After the selection, the weight was calculated again through pairwise comparison using the AHP
technique [2,3,4]. With the help of the panel of experts, the levels of importance necessary to
complete the pairwise comparison matrix were unanimously decided by the evaluators through
brainstorming. In order to verify the consistency of the weights assigned to these criteria, the
Consistency Index was calculated using the eigenvector technique. This procedure resulted in an
acceptable consistency among the parameters, with the Cl value of 0.022 being lower than 10%,
Fig7.

Figure 7 AHP Process
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24  Interest Exploration

The phase of the Interest exploration process s sassmss
corresponds to the moment when the company
launches the Business Scouting call. This is
nested with different steps as shown in the Fig
8.

Crunchoase, Flaybook, Linkedin,
DBL Crbis, Open Corporate

Through various search engines, Startups

with technologies deemed of interest for the | 3 | i B w
examined business problem were selected. '
In the case a hand, Dealflow, led to the

identification of 20 startups with technology |
that has good potential for the company. Figure 8 Interest Exploration

25 Acquisition of additional Data

In this phase of the process, the previously
selected companies must be evaluated based
on their complementarity with the company's
needs, Fig 9. After storing the list of startups
related to the scouting flow and their :
preliminary information in a database using a I_Ef’i“‘;’_'!‘.:‘__.
management tool, a report containing the

profile sheets of each startup isgenerated. This
reference report is then sent to a panel of
experts for a preliminary evauation. The aim
of this initial assessment is to exclude those
companies that are definitely not suitable for
the scouting call and that, according to the
experts, may not have the required skills. For
the startups that are deemed valid at first
glance, further information will be acquired to deepen the scouting process. Thistype of evaluation
is mainly carried out by the direct stakeholders of the relevant business unit who evaluate the
technological aspect of the startup and its adaptability to the company's core business. The first
screening by the expert panel led to a screening of approximately 70% of the candidates. The
scouting process continued with 7 candidates.

Figure 9 Acquisition of additional Data

2.6 ExperienceVerification
The "Experience Verification" phase of the roadmap is the process of verifying the startup's
experience and track record in the field, Fig.10.

Company's open innovation team prepared several questionnaires to be submitted to selected
startups with questions aimed at deepening the topics of interest.
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If the preliminary evaluation, supported by the ===~ -—e e
initial information, is positive, after having further '

examined the characteristics of the companies, g

they can proceed with the first individual meeting W— j
with the panel of experts. Otherwise, they will be —
excluded from the final selection but will still st i
remain within the company database for future —

reconsideration. The experience verification phase
aims to understand the actual technology of the
company, attend presentations by the candidates,
delve into the topic of technology, the startup's
mission, and the organizational and work method.
In the case study, a Pitch Day was set up, during
which each startup presented their activities,
objectives, and proposed technology. The set of
meetings was held entirely within a single day in
which the company attended, in succession, the 7
individua startup pitches, each lasting 30 minutes,
followed by 5 minutes in which the panel of E
experts expressed their evaluation. To do this, the i_
individuals managing the scouting process
prepared a questionnaire to send to the panel
of experts so that at the end of each pitch, they could givetheir evaluation of the startup inasimple
and immediate way. This questionnaire was produced using an Online Module to facilitate the
creation, sending, and collection of results and is divided into four modules. Itisdivided into five
sections and aimsto collect scoreson aLikert scaleranging from 1 to 7 for each previously defined
criterion [7]. The Likert scale range captures the intensity

of individuals perception for the different proposed Starta rankng

startups. In the present case, and following a careful B A A A e e S R
literature analysis, it was decided to use a 7-point Likert |
scale of preference [8]. The Online Module organization |
has provided for the presence of 5 sections related to the | L Excel |
selection of evaluation parameters. Startup header, ?
Technology, Team, Community, Financial.

g

* Figure 10 Experience Verification

2.7  Startup Ranking ' , :

The "Startup Ranking" phase of the roadmap istheprocess ! —C

of ranking the startups based on the criteria/parameters Eiarmip PIPREL
established in the previous steps. This step isimportant as | | === r'_] S
it is complex a the same time. Many approaches are | M/ . W
possible, one of the possible ones has been chosen here to Figure 11 Sartup Ranking

determine which technol ogies and startups warrant further

investment and support (see Fig 11). Automatically, the previous Form, presented afinal result for
each criteria, given by the average of the scores obtained by the 7 components of the expert panel.
Theresults obtained from the Likert scale were analyzed as awhol e and weighted again according
to the relative importance of the parameters in question. The final calculation shown in the table
resulted in a ranking of suitability for each startup, taking into account all previously analyzed
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evaluation parameters and criteria. In order AL VAL ATIER |
to select only the most suitable startups, an i T e
acceptance threshold of 4,2 (arbitrary ™= ™
chosen) was set, which represents the —cemmsm = am aw am  aw am o am am G
mathematical sufficiency (highlighted in
greenin Fig 12). S—— Wartept ol irtaph Mooy 7

Tamrni e [ Lk [} (LR Tl a7 [0 }]
Conclusions ety WA e &M OME oM B0 AR e
The use of a technology scouting — mwees % ps 20 ose oo g0 e o
methodology to integrate innovative : '
solutions from startups into the aerospace Tampi]
industry iscrucial to remain competitive and ==
improve the efficiency, productivity, and ey
sustainability of the company's activities. Szt

Through the case study presented, we
discussed a structured methodology for
evaluating technology proposed by startups. By continuously improving the evaluation processes,
companies can build trust and confidence among all stakeholders, and ultimately achieve success
in their innovation efforts.

To date, while the proposed technology scouting methodology has shown promising results, it
is important to acknowledge its limitations. These limitations are mainly due to the assumptions
made during the development of the methodology, such as the use of specific aggregation methods
and the Analytic Hierarchy Process (AHP) for evaluation. Future work should focus on degpening
the understanding of these limitations and exploring alternatives approaches.

Figure 12 Final Evaluation
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Abstract. The project aims to characterize the unsteady dynamics of the parachute-capsule in a
supersonic flow during the descent phase on planetary entry. Presently, Large-Eddy Simulation in
combination with an Immersed-Boundary Method is employed to analyze the time-evolving flow
of arigid supersonic parachute trailing behind a reentry capsule during the descent phase through
Mars atmosphere. The flow is simulated at Ma = 2 and Re = 10°. A massive GPU parallelization
isemployed to alow avery high fidelity solution of the multiscale turbulent structures present in
the flow that characterize its dynamics. We show how the interaction of wake turbulent structures
with the bow shock produced by the supersonic decelerator induces strong unsteady dynamics.
This unsteady phenomenon called ‘breathing instability’ is strictly related to the ingestion of
turbulence by the parachute's canopy and is responsible of drag variations and structure
oscillations observed during previous missions and experimental campaigns. The next steps will
take into account the flexibility of the parachute.

Introduction

The recent unsuccessful European missions (i.e. ExoMars 2016) proved how the prediction and
the understanding of the dynamics of the descent capsule under the effect of a supersonic
decelerator is still an open question in the active research scene that revolves around space
exploration. Thefailure of Schiaparelli EDM landing indeed was ultimately caused by animproper
evauation of the coupled oscillatory motions existing between the descent module and the
deployed parachute. The models and the experimental evaluations that were employed to predict
the genera behaviour of the capsule under the effect of a supersonic decelerator proved to be
insufficient, triggering the premature end of the mission [1]. In this context, the main aim proposed
by this research activity isto develop anovel technique to study effectively how compressible and
turbulent flowsinteract with non-rigid structures, to properly evaluate and predict their non-steady
behaviour. The interaction of a flexible body surrounded by a flow is considered as a constant
presence in many different disciplines, despite being avery specific condition. It is acknowledged
as fluid-structure interaction and plays aso a mgor role in the study of flows that involve both
space and suborbital applications. This is most true when considering planetary atmospheric
reentry or the use of decelerators and active flying devices to extend the observation time of a
probe. The non-linearity that characterises both the fluid and the solid behaviour provesto be still
a challenge when approaching the subject and this becomes further complicated when considering
unsteady compressible flows.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Case study and intended approach

The research community that involvesfluid-structure interaction matters have always been present
in the computational scene; the rising interest also on its implementation on advanced conditions
is attracting further attention, especially for being applied on state-of-art cases and problems that
have an immediate impact on the active missions and studies.

This is especially true for space programs, given the recent technological advancements
concerning both exploration and robotics (i.e. the latest NASA's Mars Perseverance and the
Chinese probe Tianwen-1). The typical case study of a supersonic decelerator (parachutes and
inflated aeroshells) is representative for both the complexity of the study and for its scientific
importance; ExoMars 2016 mission, which contained the Schiaparelli descent module, failed to
demonstrate the entry, descent and landing procedure as, according to the Schiaparelli Anomaly
Inquiry Report ([1]), the major event that brought to the saturation of the Inertial Measurement
Unit was the highly dynamic oscillatory motion caused by an improper evaluation of the disk-gap-
band type parachute that deployed at Mach 2.

The description of this phenomenon is very elaborate, being affected by several uncertainties
such as atmosphere fluctuations, unsteady flow dynamics and structure oscillations [2],[3]. At the
current time experimental procedures involving the design of these devices struggle to observe the
properties of these problems since scale effects and the artificial environment recreated by wind
tunnels are not able to replicate the effective operative conditions [4]. Flight tests instead are
considered impractical, so they can only be employed at the end of the design process to obtain
the validation that cannot be obtained in asimulated environment [5]. Even standard computational
approaches appear to be limited in the provided results: Reynolds Averaged Navier Stokes
technique (RANS), which is the engineering standard for design and validation campaigns, is
unable to correctly reproduce the non-stationary nature of such turbulent flow conditions [4].

To overcome such limitations, the proposed approach involves more accurate methodologies
which are Large-Eddy Simulations (LES) as they can properly represent the time-evolving multi-
scale dynamics of the flow. They were always considered unfeasible due to the prohibitive
computational cost required to run the analysis, however, the advent of GPU technology for
paralel computing is enabling the usage of Large-Eddy Simulations [6], making them the most
groundbreaking approach now available and increasing dramatically both the spatial and temporal
resolution of the obtained results thus improving the quality and the quantity of the captured
details. Furthermore, Immersed Boundary Methods, which are fundamental to dea effectively
with moving solid boundaries, have received more attention recently [7], enabling the application
of computational strategies for compressible flows that are able to solve the fluid-solid interface
of porousthin structures and shells. Still, al of the analysisthat have been performed on the matter
up to now were not able to draw together all of these novel aspects, limiting the findings. For this
matter, the ultimate aim of this ongoing research activity isto perform high-fidelity simulations of
the full deployment and inflation sequence of a parachute for planetary descent in a supersonic
regime as it interacts with the turbulent wake generated by the forebody.

Specid attention will be given to the modeling of the typical 'breathing' behaviour of the
supersonic decelerator during the descent phase of a reentry spacecraft. To achieve these results,
a novel technique to deal with the fluid-structure interaction of compressible flows and thin
membranes is in the process of development, starting from the existing Immersed Boundary
Methods' strategies.

Asastarting point for the implementation of thefinal configuration, alarge-eddy simulation of
arigid mock-up parachute trailing behind areentry capsule has been performed, showing both the
potential of the LES approach and the primary dependence of the breathing phenomenon to the
interaction of the turbulent wake of the descent module with the front bow shock produced by the
inflated decelerator. We present the preliminary results obtained from the simulation.
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Computational approach and simulation setup

Compressible Navier-Stokes equations are solved with the high-order finite difference solver
STREAMS [6]. Turbulent structures are ultimately identified using the implicit large eddy
simulation (ILES) approach; inthisway, conventiona L ES turbulence modeling has been omitted,
using instead the numerical dissipation given by the numerical discretization as artificial viscosity
acting at small scales. Thus, the three-dimensional compressible Navier-Stokes equations solved
are the following:
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where p isthe density, u; denotes the velocity component in thei Cartesian direction (i =1,2,3)
and p is the thermodynamic pressure. With the intent of reproducing the effect of Mars
atmosphere, the fluid is considered as an ideal gas of C0,; the ratio between the specific heat at
constant pressure C,, and the specific heat at constant volume C,, is set to 1.3 while Prandtl number
is0.72. E = C,T +u?/2 represents the total energy per unit mass and the dynamic viscosity u is
assumed to follow the generalized fluid power-law. The thermal conductivity A isrelated to u via
the Prandtl number with the following expression: 4 = C,u/Pr. Convective and viscous terms are
discretized using a sixth-order finite difference central scheme while flow discontinuities are
accounted through afifth-order WENO scheme. Time advancement of the ODE system is given
by athird-order explicit Runge-Kutta/Wray agorithm. No-slip and no-penetration wall boundary
conditions on the body are enforced through an Immersed-Boundary Method (IBM) agorithm.
The simulation was performed at Ma = 2 and Re = 10° to simulate the condition at which the
parachute deploys. The reference fluid properties associated to the free-stream condition
correspond to an altitude of about 9 km from the planet surface and have been obtained using a
simulated entry and descent trajectory through the Mars atmosphere of ageneric reentry probe[2].

Theflow domain (fig. 1) selected to perform thisfirst smulation hasasizeof L, = 20D, L, =
5D, L, = 5D, where D isthe maximum diameter of the descent module; parachute diameter is set
to 2.57D. the mesh is a rectilinear structured grid that consists of N, - N,, - N, = 2560 - 840 -
840 nodes. The grid density changesin both axial and transverse directions, gaining resolution in
the central portion of the domain; the position of the capsule nose is set at [1D,0,0] while the
parachute center lies at [10D,0,0]. Computations have been carried out on CINECA Marconi100
cluster, allowing the domain parallel computing on atotal of 64 GPUs.
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Figure 1. Setup of the simulation domain and dimensions of the descent module and parachute.

Results
In figure 2 we observe the two-dimensional instantaneous flow field obtained by isolating the y =
0 dlicefrom thefull 3D domain; Mach number contours are shown. Subsonic flow regions (in red),
sonic regions (in white) and supersonic areas (in blue) can beidentified. We observe the generation
of two bow shocks ahead of the capsule and the canopy. Subsonic regions are concentrated around
the axis of symmetry, behind the two bow shocks. The highest velocity is reached by the flow
exiting the vent, with a Mach number of Ma = 3.5. The flow at the vent section is sonic. Pushed
by the high pressure within the canopy and finding a larger passage section, it rapidly accelerates
to the highest Mach number of the flow field. The high value associated to the Reynolds’ number
results in the generation of an extended wake behind the capsule. Near wake regions are
characterized by subsonic recirculations while supersonic regime supersedes as the flow
progresses towards the outflow. After interacting with the canopy bow shock, the flow develops
into vortical structures all around the canopy and at its back, producing large subsonic regions.
The capsule bow shock is steady, as well as the subsonic region between the shock and the
capsule. On the contrary, the flow appears more unstable in the canopy region: the source of this
instability is the turbulence shock interaction occurring due to the passage of the turbulent wake
of the descent module through the bow shock of the parachute. The intensity of turbulence carried
by the wake is amplified as the flow travel across the canopy bow shock (turbulence ingestion by
the shock), leading to large fluctuations of momentum and pressure. In addition, being disrupted
by theirregularities of the wake, the canopy bow shock does not reach a steady state and shows an
oscillatory motion. This motion is related to the parachute breathing cycle, which is present
regardless the parachute rigidity. The breathing motion involves inhomogeneous pressure/density
fluctuations, leading to large drag variations, despite the canopy area remaining constant. Main
cause of the breathing cycle seems to be the aerodynamic interaction between capsule wake and
canopy bow shock. In real applications of flexible parachutes, canopy deformations even couple
with this interaction, amplifying drag variability. The deformability effect of thin porous
membranes will be taken into account in the following steps of the research project. Figure 3 shows
the different phases of the cycle that surrounds the periodic motion of the front bow shock along
the flow direction: an increasing density inside the canopy pushes the shockwave away, allowing
alarger flux to escape from the canopy (from [1] to[2]). Thus, this creates adecreasein the density
that in turn draws back in the shockwave ([2] to [3]) and restarts the cycle ([3] to [4]). Further
details on the flow dynamics will be given during the conference.
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Figure 2: Instantaneous Mach contours (y = O cross section) of the simulated flow domain.

Conclusions

The present work proposes an high-fidelity time-evolving simulation of the interaction between
the turbulent wake of a supersonic descent module and agenericrigid artificialy thick decelerator.
We show how thecritical ‘breathing’ instability associated to supersonic parachutesisintrinsically
connected to the interaction of the turbulent wake flow of the descent module and the front bow
shock produced by the decelerator. To overcome the limitation of the current setup and further
extended the representation of its dynamics, the implementation of a novel immersed boundary
method technique is in progress. This will require the solution of fluid-structure interaction of
compressible supersonic flows and flexible thin membranes. The new framework will involve an
extension of the current IBM module and a finite element method model to deal with flexible
moving boundaries (zero-thickness), representing the very thin structure of the simulated
decelerator. In this way, the approach in development will allow to represent properly both the
entire deployment sequence and the system unsteadinessin all its components, thus providing the
full representation of the ‘breathing’ phenomenon.
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Figure 3: Instantaneous density ratio contours (y = O cross section) at different progressive
timestep around the parachute canopy.
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Abstract. This work is focused on some recent advances on spacecraft dynamical modeling and
attitude control. First, the problem of correctly linearizing the elastic behavior of spinning flexible
spacecraft is discussed, and an example is presented that addresses this topic from both the
analytical and the numerical point of view. Then, attitude control is considered and anew feedback
law for single axis aignment is presented, together with the inclusion of accurate modeling of the
actuation dynamics. Moreover, numerical simulations for the reorientation of aflexible multibody
Spacecraft are provided.

I ntroduction

Current space missions require predicting the spacecraft dynamics with considerable reliability.
Among the various components of a spacecraft, subsystems like payload, structures, and power
depend heavily on the dynamic behavior of the satellite during its operationa life. Therefore, to
ensure that the results obtained through numerical simulations correspond to the actua behavior,
an accurate dynamical model must be devel oped. Reducing the margins of uncertainty impliesthe
possibility of carrying out proper sizing of various features of the system, while on the other side
it alows enhancing the mission performance.

Although in several cases it is acceptable to model the spacecraft as a single rigid body, in
specific applications the satellite must be modeled as a multibody system composed of both rigid
and flexible elements, to get higher accuracy. This occurs because the dynamic behavior of a
spacecraft can be affected by many factors, including structural deformations, vibrations, and
disturbances that arise from its interaction with the space environment.

In this perspective, when dealing with flexible spacecraft that undergo a high-speed rotation, it
may become necessary to include the stress stiffening in the model, which is the increase in
stiffness due to internal stresses produced by the inertial loads [1]. This phenomenon is included
in the dynamical model only if the nonlinear elastic behavior of the flexible bodies is considered.
In Section 11, the procedure to correctly linearize the dynamical equations of a flexible spacecraft
to preserve the stress stiffening effect is discussed and the error produced by a premature
linearization is investigated.

Once a detailed model has been obtained, a suitable control architecture must be designed and
tested on the complete model to ensure proper control of the spacecraft for both orbit and attitude
control. In Section 111, nonlinear feedback control strategies are investigated, which have the
advantage of ensuring convergence for large-angle maneuvers even in attitude tracking scenarios
[2]. In addition to control strategies, actuation is also studied, with afocus on momentum exchange
devices, specifically single-gimba control momentum gyroscopes. Suitable steering laws are
analyzed to achieve accurate tracking and prevent singularities [3].

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Stress stiffening

The stress stiffening phenomenon, commonly observed in high-speed flexible rotating satellites,
has a significant impact on the dynamical behavior and stability of the spacecraft [4]. Specifically,
aflexible spacecraft subject to fast rotational motion shows a dynamic stiffening effect induced by
the stresses generated by the inertia loads. However, this is frequently overlooked in dynamical
modeling when attitude control is designed, and the dynamic equations are linearized around the
equilibrium position of the satellite. Of course, neglecting this phenomenon in case of spinning
satellites can lead to awrong representation of the real behavior of the structure and consequently
errors in the elastic displacements as shown in some examples reported in Ref [5].

Kane' s formulation of multibody spacecraft dynamics introduces partial velocities, to relate the
Newton/Euler dynamical quantities to generalized velocities [6]. In this framework, stress
stiffening istaken into account by linearizing the dynamical equations after the extraction of partial
velocities. Unfortunately, this procedure is not easy to implement for complex spacecraft where
the flexible elements can be described from the static and dynamic point of view using discrete
formulations such as Finite Element Modeling (FEM). To overcome this chalenge, it is
recommended to first perform a linear static analysis of the flexible elements using FEM to
determine the stress configuration under given inertial loading conditions. Then, this stress
configuration can be used to compute the increment in strain energy due to nonlinear elastic
deformations, to obtain a “stress stiffening matrix”, which can be added a posteriori to the linear
stiffness, with the final aim of deriving the complete equations of motion for the flexible elements
[7].

A preliminary analysis is conducted to evaluate the effectiveness of the procedure described
above, using arotating cantilever beam asacase study (seeFig.1). The beam isassumed to undergo
planar motion, while flexibility is modeled using a single elastic bending mode. This simple
example alows for a clear identification of the contribution of stress stiffening in the dynamical
eguations.

e
o

F 3

@o

Figure 1: sketch of a rotating cantilever beam

Similarly to the more general case, in this example nonlinear velocities are obtained by
including the nonlinear elastic behavior of the structure in the analysis. Referring to Fig. 1, if X is
the distance OP when the beam is undeformed and neglecting the axial elastic displacement (asit
has been assumed in thisanalysis), i.e. letting s = 0, one can write that

x=[ \/1+ (%Idc ()
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where S:[Sl S, 0]T is the elastic displacement, £ =X+S, and o is a dummy variable. Jis
introduced as

J(o,t)=1+ (MJZ . (2)

0o

The bending elastic displacement is decomposed through the well-established modal
decomposition approach [8] as

sz(x,t)=gcpm(x)qi(t) , 3)

where v denotes the number of flexible degrees of freedom of the beam, g, (t) isthei-th modal
amplitude and ¢, (x) isthei-th eigenfunction associated with the bending motion. The following
time derivative is obtained from Eq. 1:

T I PR 6%(6)26 |
Sl_—?(i,t)zll{ ;q’(t)jo '—J(G,t)( 2 ]d }q.(t). (4)

Hence, although axial elasticity is not included in the model by assumption, the component of
the elastic displacement along b, is nonzero because of the correlation with the bending

displacement, which would not have appeared in the equations if only linear strain-displacement
relations had been considered. Using Eq. 4, the following nonlinear velocities are obtained:

vpzﬁrop+'s (5)

where G=[0 0 Q]T and I, is the distance from O to P in the deformed configurations. It is

possible to extract nonlinear partial velocities, which now can be correctly linearized with respect
to small elastic displacements assuming the following form:

_Bll(x)ql(t)
V= Ox (6)
0
where
00,(0)Y
Bu(X) =], [(P;T} do. (7)

Instead, extracting the partial velocities from linearized expressions of the velocity (i.e. Eg. 5
with § =0) implies obtaining the following incompl ete vector:
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V=lo,|, (8)
0

which leadsto alack of termsin the dynamical equations. Once the correct partial velocities have
been extracted, the linearized vel ocity can be derived to obtain the accel eration of the points of the
beam

a, = Vg(t)+ald (9)

where al¥ collects the terms of a, that do not depend on the time derivatives of generaized
velocities. Hence, the following form of Kane's dynamical equationsis used [9]:

joLp(x)VT\_/ dx q(t)+_"oLp(x)VTaLR) dx +wZq(t)=0, (10)

where L isthe beam length, p(x) isthe beam mass per unit of length and o, isthe frequency of
the bending mode. Then, one obtains the final governing equation,

q(t)+ { Qz+k§22 QI (X)X, (X)dx (11)
Theterm
= j X) By (X)xdx >1 (12)

is responsible for the stress stiffening. It is worth noting that coupling between the rigid rotation
and the elastic displacement of the beam, here represented by the amplitude of the modal shape
q(t), hastwo opposite effects. Thefirst effect, associated with the linearized flexible dynamics and

represented by the term {wﬁ - QZ} q(t) isresponsible of the “reduction” of theinternal stiffness of
the beam. The second effect, corresponding to {kQZ} q(t) isrelated to the centrifugal action that

stretches and stiffens the beam. It isimportant to observethat if Q7 = w? the “effective stiffness’

of the beam would vanish if the centrifugal term were omitted leading to a completely
misrepresentation of the real dynamic behavior of the rotating beam.

Table 1: beam's physical properties

Density (p) 1.2 [kg/m|
Length (L) 10 [m]
Young's modulus (E) 7.10° [N/mz}
Areamoment of inertia (1) 2-10‘7[m4}
First bending frequency (o,) | 0.6044 [Hz]
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In this study, numerical simulations are conducted based on the data presented in Table 1, to
investigate the el astic behavior of a cantilever beam subject to arotation motion following a cubic
law. The maximum tip displacements (with and without stiffening effects) are plotted against the
ratio of the beam angular velocity to its first bending natural frequency, as shown in Fig. 2. As
stated above the results indicate that linearizing the partial velocities prematurely leads to a
significant increase in error even when Q/ o, <1. In Fig. 3 the time histories of tip displacement

for Q =6 rad/s arereported.
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Figure 2: max tip displacement vs angular Figure 3: tip displacement for 2 =6rad/s
velocity

With a premature lineari zation one obtains wrong results, while the beam shows a completely
different behavior. Hence, considering the stress stiffening effects allows reducing the margin of
safety while designing space systems that undergo fast motion conditions.

Nonlinear attitude control applied to spacecraft dynamics.

Itiswell known that accurate dynamical modeling of multibody spacecraft isessential in designing
their attitude control system. The motion of the spacecraft components, including robotic arms and
steerable solar panels, as well as elastic oscillations of the structures, profoundly impact the
attitude dynamics. Therefore, these factors must be considered during the synthesis of the attitude
control, which is the topic addressed in this section.

In thefollowing, asignificant attention is paid on nonlinear feedback control laws, which ensure
convergence in terms of attitude and angular velocity for large-angle maneuvers even when
tracking is required [10]. In particular, the triaxial feedback control torque can be represented in
its nonlinear form as

Te=0Jc@—M ¢+ —IA Bwp —son{ae, (t)| IA e , (13)

where o is the angular velocity of the spacecraft, J. is the moment of inertia computed with
respect of the center of mass, M is the vector of known disturbance torques, @. is the
commanded angular velocity vector, o, =®—-®. is the simplified error angular velocity,

{d.,.0.} istheerror quaternion associated with the misalignment between the commanded frame

and the body frame and A and B are gain matrices that must be positive definite (A must also be
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symmetric); finally, the sign of qeo(to) Is introduced to choose the shortest path to reach the

desired attitude.

When it is sufficient to drive only a single axis toward a desired direction, a reduced-attitude
control law can be applied to further improve the results, as shown in Refs. [9,11]. A new reduced-
attitude control law is derived and presented by the author in Ref. [12]. The expression of this
control law is the following:

Te =0Jc0-M +J¢| R b ~Be R 0 |- IA'Bo, ~IAg(al aY ) (14)
0
gﬁq(“a”o,qg/' j =2/ gy oy +ay ay. (15)

GeyOle, — ey O,

where Re isthe rotation matrix from the commanded frame to the body frame, ®, = ®— BBC(DC

is the error anglar velocity and {qgg,qg”} isamodified error quaternion. In the case it is required

to drive the body axis b toward the commanded axis be,. the modified error quaternion is

associated with the misalignment between the commanded frame and a frame obtained from the
body frame through an eigenaxis rotation, for which

o theeigenangle ¢ isdefined as ¢=0031(51'6c,1)/2’ and

e theeigenaxis corresponds to g— 2 *Pea

Ixke,

The global asymptotic stability of the control law reported in Egs. 16-17 is proven by the author
in Ref. [12].

Moreover, the actuators’ dynamics of the momentum exchange devices are also considered by
the author in [9,12], to implement a high-fidelity control law. In particular, single gimbal control
momentum gyroscopes (SG-CM Gs) are used because they can provide the desired torque requiring
a reduced amount of power compared to other actuators. However, their main drawback is that
they suffer from specific singular configurations, which prevent from providing the desired torque
to the spacecraft.

In Refs. [9,12], accurate steering laws are used to reduce the error in the control torque
introduced by the actuator dynamics. In particular, further terms that take the detailed model of the
actuators into account are added to the steering law commonly used in the literature [3], to
significantly improve the accuracy of the actuators torque. Furthermore, singularity avoidance
algorithms are studied and applied to this enhanced steering law to escape from singular
configurations. Specifically, a small error in the commanded torque is introduced to make the
gyros move away from singularity. The magnitude of this error is opportunely reduced through a
singularity direction avoidance (SDA) pseudoinverse law. Moreover, sizing of the pyramidal
arrays of SG-CMGs is aso investigated, to guarantee storage of angular momentum in any
direction so that the desired angular velocities can be approached and achieved [13].
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A Monte Carlo campaign is carried out to simulate attitude maneuvers for a large flexible
gpacecraft that mounts a pyramidal array of SG-CMGs, steered using the techniques described
before. In particular, the performance of the new reduced-attitude control law is compared the one
obtained using triaxia control law of Eq. 15, and results are reported in Figs. 4 and 5.
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Figure 4: convergencetime vsinitial angular Figure 5: max torque vsinitial angular
distance distance

From inspection of Figs. 4-5, it is apparent that the reduced-attitude control law is always
preferable (assuming that single-axis control is required) because it ensures faster convergence
while requiring lower torques.

Conclusions

In the first part, a discussion about the correct linearization of dynamical equations of a rotating
flexible body highlights how stress stiffening affects the equations of motion, and the effect of
neglecting this phenomenon is numerically evaluated. Then, techniques to design the attitude
control system are discussed, aso dealing with sizing and steering of arrays of single gimbal
control momentum gyroscopes. The performance of a new nonlinear feedback control law is
compared to that of an existing law, to point out its advantages in terms of convergence time and
torque requirement.
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Abstract. In this work, hierarchical Jacobi-based expansions are explored for the static analysis
of multilayered beams, plates, and shells as structural theories as well as shape functions. Jacobi

polynomials, denoted as Pp(”‘e), belong to the family of classical orthogonal polynomias and

depend on two scalars parameters y and 8, with p being the polynomial order. Regarding the
structural theories, layer wise and equivalent single-layer approaches can be used. It is
demonstrated that the parameters y and 6 of the Jacobi polynomials are not influential for the
calculations. These polynomias are employed in the framework of the Carrera Unified
Formulation (CUF), which alows to generate of finite element stiffness matrices
straightforwardly. Furthermore, Node-dependent Kinematics is used in the CUF framework to
build global-local models to save computational costs and obtain reliable results simultaneously.

Introduction

As modern engineering requires complicated and computationally expensive structural static
analyses, appropriate 1D and 2D structural theories and Finite Element (FE) shape functions can
be adopted to diminish the computational costs. The Carrera Unified Formulation (CUF) [1] isa
versatile method to build 1D and 2D models. The governing equations can be derived and
expressed in a compact way and are invariant from the adopted structure theory.

Considering the beam theories, Euler-Bernoulli Beam Model (EBBM) [2] and Timoshenko
Beam Moddl (TBM) [3] are the classical formulations. For both, the cross-section is considered to
berigidinits plane. For EBBM, the shear deformation is neglected, whileit is considered constant
along the cross-section in the case of TBM. In the domain of CUF theories, Carreraand Giunta[4]
used Higher Order Theories (HOT) derived from the Taylor polynomials. Furthermore, Carrera et
al. [5] used Lagrange-like expansions over the cross-section. Concerning the FE models, Carrera
et a. [1] used two-, three- and four-node L agrange-like shape functions in the CUF framework.

Asfar as2D plate and shell FEs are considered, Thin Plate Theory (TPT) and Thin Shell Theory
(TST) are the classical models, see Kirchhoff [6]. The line remains orthogonal to the plate/shell
reference surface in these models. When the transverse shear deformation is added, the Reissner—
Mindlin [7,8] (also known as First-Order Shear Deformation Theory, FSDT) theory can be built.
Carrera[9] proposed general HOT from the Taylor polynomialsfor the anaysisof platesand shells
for the CUF framework. The classical theories can be derived through penalization techniques
from first-order Taylor. Furthermore, Carrera et a. [5] used Lagrange-like expansions along the
thickness direction. Finally, Carrera et a. [1] used four-, eight- and nine-node FEs to study
composite plates.

Two approaches can be used when dealing with laminates: Equivalent Single Layer (ESL) and
Layer-Wise (LW) models. In the first one, the number of unknowns is unaffected by the number
of layers, while in the second one, they depend on the layers, see Carrera [10].

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Jacobi polynomials are utilized for building shape functions and structura theories for the
analysis of beams, plates, and shells in CUF. Carrera et a. [11] first used these polynomials to
build structural theories in the framework of CUF. They originate several polynomials changing
the two parameters y and 0, i.e., Legendre, Chebyshev, see the book of Abramowitz and Stegun
[12]. Szabo et a. [13] proposed a hp-version of FE derived from Legendre (i.e., y and 6 equal to
zero) polynomialsfor beam, plate, and solid. Zappino et a. [14] compared L egendre and L agrange
shape functions for 2D plate elements. Concerning the expansion functions in CUF, Pagani et al.
[15] used Legendre for 2D cross-section in beam formulation, while Carrera et a. [16] studied
plates with 1D expansions from Chebyshev polynomials.

Using enhanced model s improves solutions' accuracy, but it increases costs. It is possible to use
refined models in specific parts and low-fidelity models for the other part of the structure without
using any mathematical artifices. Carreraand Zappino [17] first presented a global-local analysis
for beams called Node-Dependent Kinematics (NDK). This was extended to laminated composite
plates and shells by Zappino et al. [18] and Li et a. [19], respectively.

Hierarchical Jacobi polynomialsfor beams, plates, and shells
In the framework of CUF, Hierarchical Jacobi (HJ) polynomias have been used to build shape
functions and structural theories for beams, plates, and shells. These elements have the interesting
capability to use hierarchical features.

Jacobi polynomials are formulated using recurrence relations, see [12]. The Jacobi polynomials
are described by the following expression:

PYD(@) = (4, + B,)PYP () - ,pY P (D) 1)

where y and 0 are two scalar parameters, and p stands for the polynomial order. The formulais
evauated in the natural plane { = [—1, +1] . Thefirst values are Po% ©) ({) = 1 and P.% @ (¢) = Ao{
+ Bo. The explicit expressions of the scalars Ap, Bp, and Cp can be found in [12].

One-dimensional functions. It is possible to use HJ polynomials for building theories of
structure along the thickness (z-axis) for plate and shell formulations, see Fig. 1 (a). Similarly,
Jacobi-like shape functions can be adopted along the y-axis for the beam formulation, see Fig. 1
(b). For both cases, the building procedure is the same. However, for the sake of ssimplicity, one-
dimensional shape functions are first considered. In this case, two kinds of polynomials are used
along the yaxis: vertex (or node) and edge. Basically, there are two vertexes and anumber of edge
modes that depends on the polynomial order of the chosen elements.

A Lz

.T____‘:_L._.—‘-———ﬁ— -

(&) (b)
Figure 1: circle represents a vertex expansion, whereas triangle is an edge expansion. Theory of
structure for plate and shell (a), shape functions for beam (b).

Given that formulas are formally identical for both cases Lx ({) is used to indicate the
expansions. When the HJ polynomials are used as structural theories, P-({) isused, whileNi(¢) is
adopted for the shape functions. The hierarchic functions are defined as follows:
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L) =51-)

L) =51+ (2
Lm(() = ¢m—1({);m = 3,4, Pt 1
with
$; () =1 -OHOPYY,j=23,..,p €)

where p indicates the polynomial order. Given the following property
L,(-1)=L,(+1)=0,m >3 (4)

The function L= ({), m= 3, 4, ... are named bubble functions or edge expansions.

Two-dimensiona functions. It is possible to use HJ polynomias for building theories of
structure in the cross-section (x-z plane) for beam formulation, see Fig. 2 (a). Similarly, Jacobi-
like shape functions can be adopted over the x-y plane for the plate and shell formulations, see Fig.
2 (b). For both cases, the building procedure is the same. For the sake of simplicity, two-
dimensional shape functions are first considered. In this shape functions, three kinds of
polynomials are used: vertex, edge, and internal. There are four vertex modes that vanish at al
nodes but one. Contrarily, the number of edge modes changes according to the polynomial order
of the FE, and they vanish for al sides of the domain but one. Finally, the internal modes are
included from the fourth-order polynomial. They vanish at al sides. See[16] for moreinformation.

ti.

.l.—l—-—d.—:-r
L ] A [ ]
[a) 'ih]

Figure 2: circle represents a vertex expansion, whereas triangle is an edge expansion and
square indicates an internal expansion. Theory of structure for beam (a), shape functions for
plate and shell (b).

Given that formulas are formally identica for both cases Lm (¢) is used to indicate the
expansions. When the HJ polynomials are used as structural theories, P~ (¢) is used, while Ni ({)
is adopted for the shape functions. The vertex modes are written as follows:

L) = 2 (1 = &) (A — 1), m = 12,34 (5)

where £ and n are calculated in the natural plane between -1 and +1, and ¢&,,, and &,,, and n,,, are
the vertexes. From p > 2, the edge modes arise in the natural plane as follows
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m == (1 =1)¢,(&),m=5913,18, ... (6)

L
2

L =51+ )¢p(n),m = 6,10,1419, ...
L

L

o= %(1 +m, (&), m =7,11,15,20, ...
m=3(1=O¢,(),m = 8121621, .

where p represents the polynomial degree of the bubble function ¢;. Internal expansions are
inserted for p > 4, they vanish at all the edges of the quadrilateral domain. Thereare (p — 2)(p —
3)/2 internal polynomials. By multiplying 1D edge modes, L,,, internal expansions are built. For
instance, considering the fifth-order polynomials, three internal expansions are found, which are

Li; = ¢ p.(m), 2+2=4
Ly, = ¢d3(E) (), 3+2=5 7
Lyz = () ps(m), 2+3 =5

Refined element based on CUF
In this section, the Carrera Unified Formulation (CUF) is presented for beams, plates, and shells.
Multilayered beam, plate and shell structures are shown in Fig. 3.

£ beam model 2 plaee prsoded 210 skl macxhel
- : g Ao _:_
! - o, 4 o .
: ‘."J’-:"ﬁi‘—! 2 . Ry
4 [
¥

Figure 3: Generic multilayered beam, plate, and shell structures.

Concerning the beam model, the cross-section A lays on the x — z plane of a Cartesian reference
frame, whereas the beam axis is placed along the y direction. Contrarily, the plate model uses the
z coordinate along the thickness direction, and the coordinates x and y indicate the in-plane mid-
surface o. The 2D shell uses a curvilinear reference system («, 3, z) to account for the curvatures
R, and Rgs. The displacement vector for the modelsisintroduced in the following

T T
uk(x,y,z) = {uk,uk,uk}, uk(a,p,2z) = {uk, u;;‘,u;‘} (8)
where k indicates the layer. The stress, 6%, and strain, €, vectors are defined as

T T
k — k k k k k k k — k k k k k k
o = {Gxxl nyl GZZI Gle GyZ' ny} € = {exx' Eyyl EZZ' Ele eyZ' exy}

T T (9)
0" = {0k, 085, 05,08, 05,08} € ={eka efp €l €lsieh, €ks}
The displacement—strain relations are expressed as
€ = bu* (10)

where b is the matrix of differential operators, see [1] for more information. The constitutive
relation for linear elastic orthotropic materials reads as:

ok = Ckek (11)
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where C* isthe material elastic matrix, see Bathe [20] for the explicit form.
The 3D displacement field u* (x, y, z) of the 1D beam and 2D plateand u*(a, 8, z) shell models
can be expressed as a general expansion of the primary unknownsin Table 1.

Table 1: CUF Formulation. z=1, ..., M.

Formulation 3D Field CUF Expansion
1D beam u“(x,y,2) E¥(x,2) uf(y)
2D plate u“(x,y,2) Ef(2) uf (x, y)
2D shell u*(a, B, 2) EF(2) u¥(a, B)

F, are the expansion functions of the generalized displacements u® the summing convention
with the repeated indexes t is assumed and M denotes the order of expansion. Thanks to this
formalism, it is possible to choose a generic structural theory freely. As explained in the previous
sections, Taylor, Lagrange, and Jacobi polynomias can be used. Furthermore, the last two
polynomials can be adopted in both ESL and LW approaches.

The Finite Element Method (FEM) is adopted to discretize the generalized displacements u¥.
Thus, recalling equations described in Table 1, they are approximated as displayed in Table 2.

Table 2: Finite element method. /=1, ..., Nn

Formulation 3D Field FEM + CUF Expansion
1D beam u“(x,y,2) N;(y) Ff(x,2) uy;
2D plate u*(x,y,2) Ni(x,y) Ff(2) ug;
2D shell u“(a, B, 2) Ni(a, B) Ff(2) uf;

N; stand for the shape functions, the repeated subscript i indicates summation, N,, isthe number
of the FE nodes per element and u’; are the following vectors of the FE nodal parameters:

k T

Tk
K ) u‘[l = {ug.“:) u,B‘[i'uZ‘L'i (12)

YVzi’

k

k _— k
Uz = {uxﬂ.,u Uz

A further step can be made if the cross-sections functions are anchored to the nodes of beam
elements. In thisway, the so-called Node-dependent kinematics (NDK) method can be performed.
Substantialy, each FE node has its own structural theories. Thence, the 3D field is modified as

uk = N;Fkiuk, (13)

FE governing equations
The Principle of Virtual Displacementsis used for astatic analysis, and it reads:

ka 5€T0'de = ka 5ukTpdek (14)

where p is the externa load. When a cartesian frame is used dV,, = dxdydz, where for a
curvilinear reference system dVy, = H,HgdadpBdz. The left-hand side is the variation of the

internal work, while the right-hand side is the virtual variation of the external work. The rea and
the virtual systems are used, and displacements and virtual displacement are written as

u“(x,y,z) = N;EFuk,  suf(x,y,2) = NjFSkj5u’S‘j (15)

152



Aerospace Science and Engineering - lll Aerospace PhD-Days

Materials Research Proceedings 33 (2023) 148-155 https://doi.org/10.21741/9781644902677-22

By using the CUF-type displacement functionsin Eq. (13), the geometric relationsin Eq. (10), and
constitutive equations Eqg. (11), the following expression can be obtained:

Kijesty; = Pgj (16)
where Kﬁ‘j,s, a 3X3 matrix, is the fundamental nucleus (FN) of stiffness matrix, and Ps"j, a3X1

vector, represents the FN of the load vector. See [1] for the explicit form of the components of the
stiffness matrix for each formulation and the assembly procedure.

Results
Concerning the structural theories, TP indicates Taylor with order P, and LHJP indicates layer-
wise Jacobi of Pth polynomial order, whereas EHJP stands for equivalent single-layer Jacobi. For
the shape functions only the acronym, JP is used.

A three-layered composite plate subjected to a sinusoidal pressure (see Fig. 4) with b/h=4 is
studied with Jacobi-like polynomials along the thickness, see Pagano [21]. Nine-node Lagrangian
shape functions are used for the FE mesh. The CUF based results were presented in [11].

s jm
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Figure 4: Shear stressesin [a/2, 0, Z] of three-layer composite plate for LW and ESL.

As asecond example, athin-walled cylinder is analysed by using beam and shell formulations,
see Fig. 5. This caseistaken form Carrera et al. [22]. In this case, Jacobi-like shape functions are
adopted, while Taylor polynomials are used as structural theories.
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Figure 5: Comparison for beam and shell formuléti ons for thin-walled cylinder. Deformed
cross-section at the midspan of the hollow cylinder.

It is shown that the parameters y and 6 of the Jacobi polynomials are not influentia for the
calculations. Thence, Legendre-like polynomials can be adopted without loss of generality.

Finally, a cantilever beam is considered, see [23, 24]. Fig. 6 shows the axial stresses near the
clamped section. NDK models with Legendre-L egendre combination are compared with uniform
models. Inthis case, thefollowing notation isHLE5*-HLE1*, where a and b represent the number
of nodes of the beam elements adopting the corresponding kinematics. Forty cubic Lagrange-like
finite elements are used along y axis.
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Figure 6: End-effects analysis for compaét beam. Stresses evaluated in [0, y, h/2].

In proximity of the clamped section, the results calculated with NDK models are near to those
referred to uniform kinematic HLES model.

Conclusions

The Carrera Unified Formulation (CUF) permits to build a huge number of models, by adopting
different shape functions and structural theories in a hierarchical and coherent manner. In the
present work, Jacobi polynomials have been included as shape functions and structural theoriesin
anaysis of beam, plates, and shells. It has demonstrated, however, that y and 8 of the Jacobi
polynomials are not influential for the calculations. Concerning the structural theories, using the
equivaent single layer approach for the Lagrange and Jacobi-based expansionsis useful to reduce
the computational time. Furthermore, it is possible to use an advanced global-loca analysis, that
is Node-Dependent Kinematics, which can link different structural theories in the same finite
element.
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Abstract. Wire arc additive manufacturing an additive manufacturing process that alows
producing large metal parts in alayer-by-layer fashion assuring a high deposition rate. However,
the set of parameters that control the process leads to phenomena that are difficult to understand
and predict. The work of this paper is to propose a metamodel based on basis spline entities to
approximate the thermal response of the WAAM process for different combinations of deposition
parameters. The aim isto reduce the computational cost, and obtain results without actually solve
acomplete FE model for any combination of parameters in the design space.

Introduction

In the aerospace industry, the amount of wasted material generated during manufacturing is called
the buy-to-fly (BTF) ratio, which is defined as the ratio of the mass of raw material to the mass of
the finished part [1]. In order to reduce material waste and thereby reduce the BTF ratio, Additive
Manufacturing (AM) technology is an environmentally friendly manufacturing alternative to
conventional manufacturing processes. Among metal AM processes, wire arc additive
manufacturing (WAAM) is one of the most promising technologiesin terms of deposition rate [2]
allowing the production of large near net-shape metal parts with complex geometry by depositing
weld beads in alayer-by-layer strategy [3].

Despite these advantages, the quality of parts manufactured by WAAM is highly affected by
the thermal and mechanical phenomena occurring during the process, which are influenced by its
main parameters. Furthermore, the understanding of the relationships between the physical
phenomena and the parameters governing the process (together with the interaction between these
parameters) represents a challenging task [2,4]. Accordingly, process simulation is apowerful tool
to address such issues, allowing the simulation of the effect of different deposition parameters and,
thus, optimising the process.

From a ssimulation perspective, WAAM technology is typically smulated using a transient
thermomechanical Finite Element (FE) analysis with progressive material addition. However, the
computational time associated with this analysis can become prohibitive, especially when the
influence of process parameters on the thermomechanical properties of the material must be
integrated into the design process. Asdiscussed by Ding et a. [5] thisusually resultsin areduction
in the effectiveness gains of WAAM process numerical modelling. In addition, due to the
prohibitive computational costs related to FE non-linear thermomechanical analyses, such a
modelling strategy cannot assess the sensitivity of the temperature field and residual strain/stress
fields within manufactured parts to the main process parameters. Therefore, appropriate abaci
should be used at the preliminary design phase to predict the behaviour of the resulting material in
terms of stiffness, thermal conductivity, thermal expansion coefficients, etc., since calculated
values of these parameters cannot be obtained in a reasonable time using this type of modelling
strategy. Accordingly, Ding et al. [5], Montevecchi et d., [6], Michaleris [7] proposed different
methodologies to reduce computational costs, while keeping a reasonable level of accuracy.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Therefore, a trade-off must be found between the computational costs and the precision required
for agiven application [8].

In this context, metamodels are efficiently employed to capture the influence of the main
parameters of the process on the manufactured parts and to obtain resultshaving alevel of accuracy
as good as the one related to non-linear thermomechanical FE models. Generally, a metamodel
consists of the definition of a parametric hyper-surface that is capable of approximating (or
interpolating) some data [9,10] without knowing the explicit physical equations of the problem at
hand. In comparison with other metamodeling approaches [10], Non-Uniform Rational Basis
Splines (NURBS) entities offer many unique advantages [9].

This research proposes a metamodel based on Basis spline (B-spline) entities (a sub-class of
NURBS hyper-surfaces) applied to thermal analyses of the WAAM process. The main goal isto
analyse the thermal response of the process as a function of different deposition parameters. The
temperature histories are monitored during the simulations at different points on the substrate and
approximated through a B-spline hyper-surface. The hyper-surface is built as a result of an
optimisation procedure generalising the one proposed in previous works [9].

The paper is organised as follows. Section 2 briefly introduces the main features of WAAM
process and gives the description of the non-linear thermal problem that will be used to build the
metamodel. In Section 3 the fundamentals of B-spline entities are recalled, and the algorithm
employing for generating the metamodel is presented. The results are presented in Section 4.
Lastly, Section 5 ends the paper with conclusions and prospects.

Finite element numerical model

WAAM is a Direct Energy Deposition process in which the material is directly deposed on a
substrate and locally heated by a heat source. To better understand the process behaviour and
improve the final quality of the part, FE models have been adopted to analyse and simulate the
non-linear phenomena occurring in the WAAM process.

In this work, only the numerical model of the thermal problem is developed to analyse the
thermal history as a function of different deposition parameters, notably the torch speed also
referred to as travel speed (TS); the power of the welding Q; and the deposition rate expressed as
the Wire feed Speed (WFS). Moreover, the material is deposed maintaining a constant volume for
all the analyses.

The numerical model of the WAAM process deal s with the progressive heating of the deposited
material, the progressive material addition, and the thermal dependencies of the chosen material.

Firstly, a 3D transient non-linear heat transfer analysis is performed using the commercial
software ABAQUS®. Moreover, the heat transfer from the arc to the molten pool is described
employing an equivalent heat source model. Generally, for 3D AM simulations, the volumetric
heat source proposed by Goldak et al., [11] isused asit capable of modelling the three-dimensional
phenomena occurring in the molten pool. The Goldak heat source reads:

( 3<x2 2 +Zz>>
I P
Q6V3f; e 7 , 1)

agben3/?

‘I(x:}’: Z) =
with ¢ =f (front) for x = 0 and{ = r (rear) for x < 0, and f; + f. = 2 to ensure continuity at

the source origin x= 0. A schematic representation of the Goldak double ellipsoid heat sourceis
represented in Fig.1.
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Figure 1 Double ellipsoid Goldak heat source) [11].

A second issue in the WAMM process simulation is the material deposition modelling. In this
work, the progressive elements activation technique is employed [12]. This method, available in
ABAQUS® software, alows activating the elements as a function of time and space and relating
them to the movement of the heat source [13].

The FE model used to generate the database for the B-spline metamodel is built following the
guidelines available in the work of [5]. It consists of afour-layer wall deposited along the centre
line of the base plate, as shown in Fig. 2.

F =
H’*‘l" 2[ i
L —
. | i | Y i

Med
svmmeirie plane

Figure 2 FE numerical model from [5]

The material used for both the substrate and the wall is a mild steel with materia properties
dependent of the temperature taken from literature [14].

To reduce the computational costs of the analysis, only half of the model in the X-Z planeis
considered. Lastly, linear brick elements with eight nodes (DC3D8) are used for the thermal
simulation with meshes of size 2 mmx 0.833 mmx 0.667 mm for the bead and the area near the
welding line, and a coarsened mesh far from the wall to reduce the total number of elements.

The complete details of the FE model, together with theinitial thermal and boundaries conditions
can befound in [5].

The goal of the metamodel is to approximate the temperature value at given locations, i.e., on

the nodes where thermocouples TP1 and TP2 are placed as illustrated in Figure 2, as function of
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process parameters. Accordingly, a series of WAAM simulations is run considering suitable
intervals of the main process parameters, i.e., the input variables of the metamodel.
The selected values arelisted in Table 1, for atotal of 1000 simulations.

Table 1 Values of deposition parameters
TS[mm/s] QW] teool [S] time[s]
[4.4,6.2 84,10,10.68, |L304447.6,571.1,700.3, |5 514 15 20,30,

849.4, 890.1, 1282.3,
11,112,12,132,164) | 1537 1836 3 2300.9 40,50,60,100]

[0,496]

Asthe process parameters vary, thereis amodification in the bead behaviour with a consequent

change in its temperature history [2]. Inasmuch as the interest is creating a database for the B-
spline metamodel, the heat source dimension and parameters are kept constants for al the
simulations and equal to the one of [5]. Moreover, the heat step timeincrement is considered equal
to 1 sec.
Finally, the geometry of the model, which should vary as the deposition parameters change is kept
constant. This strong assumption isjustified by the fact that the material is deposited at a constant
volume and with the progressive element technique. For more details on this matter, the interested
reader is addressed to [15].

The results of the temperature profile at the two thermocouples TP1, TP2 are presented in
section 4.

B-spline metamodel of WAAM thermal problem

The B-spline entities are used as atool for creating ametamodel that generates a response surface
capable of fitting a given set of target points (TPs) X;. This section briefly presents the theoretical
background of B-spline entities, and the basics of the implemented algorithm to evaluate the
metamodel .

Theoretical background

A B-spline hyper-surface is a polynomial-based function defined over a domain of dimension N
domain to acodomain of dimensionM, , H : R¥ —» RM [9]. The mathematical formulaof ageneric
B-spline hyper-surface reads:

H((l g (N) = Z?llzo Z?I\Ilvzo Nil,pl ((1) X .. X NiN,pN((N)Pil,...iN , (2)

pw

l1,wlN

P(M)

v By i

where ¢, € [0,1] isthekth dimensionless coordinate, whereas P;, ;. = {

N
the control points (CPs) that constitute the control hyper net.

For each parametricdirectionk = 1, ..., N, N;, ,, ({x) representsthe Bernstein's polynomial of
order p,, and defined recursively as discussed in [16].

The choice of using B-spline entities as a metamodel strategy stems from its ability to well
approximate problem non-linearities, and to be applicable to MIMO systems. The first property
derives from the local support characteristic of the blending functions. Indeed, thanks to this
property, each control point affects only arestricted portion of the domain wherein the B-splineis
defined. For more information about this topic, the reader is addressed to [16].

}are
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Implemented algorithm.
The agorithm, originaly implemented by [9] has been generalised to any combination of
dimensions N and M of the B-spline hyper-surface domain and codomain, respectively.

The algorithm main steps are schematically represented in Fig. 3.
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Fi'gu're 3 Algorithm flowchart. The hyper-surface surface fitting problem for the optimization of
the CPs coordinatesis taken from[9].

More precisely, once al the necessary input data have been provided, several routines are called
to evaluate the basis functions, the optimal values of the CPs (constituting the control hyper-net),
and then, the hyper-surface. The database of TPsis determined via numerical analyses conducted
through the FE model presented in Section 2, and the metamodel will approximate the thermal
history T(t, TS,Q, t.001) @ the two thermocouples for different combinations of input variables.

Results and discussion
This section presents the result of the B-spline metamodel in terms of thermal history T(t,TS,Q,

tcool) & the thermocouple TP1, TP2. For brevity, the results are shown only for TP1.

Fig. 4 represents the approximated temperature contour plots as a function of the inputs. The
coefficient R? = 1 — ﬁ—jﬁ,, which represents a measure of the quality of the approximation of the
metamodel, is equal to 0.977. RSS is the residual sum of squares and TSS is the total sum of
squares. This means that the fitting capability of the B-spline metamodel is accurate (the closer R?

to the unit the more accurate is the approximation).
Furthermore, the computational cost to obtain this approximation is well in excess of 100%

lower than the computational time of the FE simulations.
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Figure 4 Contour plot of the nodal temperature for thermocouple TP1 resulting from the B-
spline hyper-surface for a constant TS (on the left), a constant power (on the right)

160



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC
Materials Research Proceedings 33 (2023) 156-162 https://doi.org/10.21741/9781644902677-23

However, the main purpose of the metamodel is to obtain the results for input values not
included in domain described by the 1000 simulations, without solving the entire numerical model.
For thisreason, four setsof TS, Q, t.,, Not included in the initial set have been chosen to test the
accuracy of the approximated method. The results, together with the four parameter sets are shown
inFig. 5.
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Figure 5 Temperature history at thermocouple TP1 for the four sets of deposition parameters
constituting the validation set.

| | =
II"\ II"R___ =0 - '-llk I."'-q. = :'Ifr-

I
(i ]

Overal, the approximated temperature history match quite well the simulated resullts.

Conclusions and Prospect

In this paper, a metamodel based on B-spline entities has been applied to the thermal simulation
of the WAAM process to approximate the temperature history at different locations of a3D model.
The proposed metamodeling strategy allows approximating with a good accuracy the numerical
results while considerably reducing the computational cost. Moreover, it has been possible to
obtain temperature profiles for sets of values not included in the initial database. It must be
highlighted that the generated metamodel is able to predict the results of the non-linear finite
element model even if some discrepancies are present due to the chosen approximation method.
Indeed, B-spline entities are not able to correctly approximate distributions of data characterised
by strong non-linearities and/or discontinuities on the local tangent vector direction. To overcome
this issue, the presented metamodeling strategy should be extended to the most general case of
NURBS entities by including the weights related to each control point and the inner components
of the knot vectors among the design variables. Research is ongoing on this aspect.
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Abstract. Shock loads are very high amplitude and short duration transient loads. They are
produced in space structures by pyrotechnic devices placed in the launchers initiating the stage or
fairing separations. While the spacecraft structure is not susceptible to this range of frequencies,
electrical units could be seriously damaged during the launch phase. Shock tests are performed on
the electrica units to verify if they withstand the transient loads, thus their compliance to the
requirements. To understand how the input force evolves from the launcher-spacecraft interface to
the equipment of interest, amodel of the dynamical behaviour of the spacecraft at high frequencies
has to be developed. An initial approach constitutes the implementation of a mathematical model
through the use of Statistical Energy Analysis (SEA). The results of a4 degrees of freedom model
using SEA will be shown. The model can be further developed by the integration of data-driven
techniques. Inthiswork a description of two different approachesis presented, that include model-
based and data-driven methods. Finally, a cross-cutting potential solution is briefly introduced; it
will combine experimental data with a mathematical model as to convey them in the training
database of an Artificial Neural Network algorithm. The hybrid solution will possibly turn out as
areliable and efficient way to break down time and costs of the shock test campaign.

Introduction
During launch, the spacecraft experiences full-frequency dynamic loads, which go from 10 up to
10k Hz. The full-frequency band bring about great discrepancy of structure responses at different
frequencies. This phenomenon is more evident at high frequencies, where shock occurs. The
structure no longer shows a deterministic behaviour, and a statistical approach is needed. A way
to boost the spacecraft development process could be to identify a technique that predict the
structure response of any spacecraft when it is subjected to shock loads for the entire frequency
range that the spacecraft encounters during launch. The integration of the technique in the design
phase of the spacecraft structure could facilitate, shorten, or even avoid, the mechanical shock test.
The case study is a multi-Launcher satellite, meaning that it is designed to be compatible with
more than one launcher. A satellite test campaign is usually customised for every launch because
the requirements are given by the Launcher Authority, which differ from case to case. Having a
multi-Launcher satellite means that it is qualified on an envelope of multiple launchers
requirements and there is no need to retest it for every mission.
The multi-launcher Satellite is composed by:
e BusModule (BM), that supports mechanically the overall Payload Module.
e Payload Module (PM). The structure is mated onto the BM and includes the specific
supporting structure required to link (thermo-)mechanicaly the Payload System to
Platform Module.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Thestudy caseisthe Structural Model (SM) of the Multi-Launcher satellite. The SM isdesigned
to be mechanically representative of the spacecraft and it is used to perform qualification tests. A
drawing of the SM isshown in Fig. 1. The SM is composed by two parts:

e Structura part
Dummy masses, that ssmulate the mechanical properties of the equipment and the

harness.
The peculiarity of thisitem isits recurrent platform, meaning that the platform can be adapted

to multiple launchers and payloads.

Fig. 1 — Structural Model of the spacecraft

The spacecraft undergoes the shock input represented in Fig. 2, resulting from an envelope of
multiple launchers.

Srwock Test Imput

Fig. 2 - Shock input

To compute the response of the spacecraft to any shock load, it is necessary to identify the
model that describes the real system behaviour and captures only the essential features of interest,
leaving out everything else. If the essential dynamic of the system is known, it is possible to take
awhite box approach to create amodel, using first principles and physics or multi-body technique.
In this case, the use of a simplified description of a system is called model-based design. On the
opposite side of the spectrum, thereisthe black box method that is mainly used to make prediction
of the behaviour of a system when the dynamics are unknown, but a certain amount of data is
available. However, there is a cross between the two approaches. Some rough knowledge of the
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system can help in the decision of the right structure. Thisis called a grey box method because it
is possible to use approximate knowledge of the physics of the system, through the use of
numerical investigation techniques, to set up the initial problem and then using data to learn the
remaining portion of the model structure or parameters set.

Thiswork explores the white and black approaches that can be implemented for the study case.
Finally, a hybrid solution that combines SEA and Artificial Neural Network (ANN) will be
introduced. The overall problem is summed up in Fig. 3.
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Fig. 3 - lllustration of the problem

State of the art

The major issue of shock prediction is due to its wide frequency range. The main difference is
encountered between low and high frequency. At low frequency identical structures produce the
same response, and it is possible to use a deterministic approach. For low frequency range, Finite
Element Method (FEM) is one of the most mature and accepted numerical tool. On the other hand,
at high frequencies, the modes have very small effective mass and there is high modal density and
modal overlap. Thus, a minor difference between two identical structures could results in totally
different response and the structure does not longer show a deterministic and predictable
behaviour. FEM starts to be too sensitive to details and |ess accurate since the mesh must decrease
in size resulting in to match the smallest characteristic deformations that occur a such frequencies
[1], resulting in high computation costs [2]. A statistical approach needs to be applied. The most
common technique is the Statistical Energy Analysis (SEA): the main idea in SEA is that a
complex structure (e.g., a spacecraft) is described as anetwork of subsystems where the stored and
exchanged energies are analysed [3].When dealing with mid frequency there is no universally
accepted method as the structure does show neither a deterministic nor a chaotic behaviour.
Accordingly, [4] proposed an improved methodology based on the Hybrid Finite Element-
Statistical Energy Analysis (FE-SEA) method. Since SEA is able to deal with high frequency
problems, combining FEM and SEA it is possible to cover the entire frequency range with
rationality and sufficient accuracy of the prediction results. The hybrid method can predict the
middle and high frequency shock response more effectively and reasonably, and the computational
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efficiency isgreatly improved, compared with the traditional FEM. [5] proposed the Virtual Mode
Synthesis Simulation (VMSS) method, where the dynamica system is numerically convoluted
with a measurement or simulated excitation force to obtain the dynamic response in the time
domain. This numerical method resulted to be suitable to solve the problem of transient and high
frequency environment prediction. [6] combined SEA in conjunction with VMSS to predict the
dynamic response of alow altitude earth observation satellite during launch vehicle separation. In
industry, The Unified Approach And Practical Implementation Of Attenuation Rules For Typical
Spacecraft Shock Generated Environments [7] is a common technique that uses experimental data
and allows to determine the acceleration at the mounting points of most critical components. This
method traces the path of the shock load that propagates from its source (i.e., the spacecraft
interface), where the acceleration is known, to the locations of the critical units. The attenuation
factor is computed for each section of the path. It depends mainly on distance, angle, type of
structure (e.g., honeycomb, skin-frame, monocoque, etc.) and presence of joints. These data have
been collected mainly during experimental activities performed over the years in the European
Space Agency (ESA).

The last several years have seen the academic field increasingly focused on data analysis
subjects [8]. The effort arose from the fact that physics-based models have a relatively high
computational demand, and are unsuitable for probabilistic, risk-based analyses. Quite the
opposite, the data-driven methodology is simplein principle and easy to implement. Hence, anew
data-driven approach makes use of Artificia Intelligence (Al) in building models that would
replace the model-based techniques describing physical systems. The main advantageis that data-
driven techniques work well with black box approaches, when the physical behaviour isunknown.
Nevertheless, this activity is close in its objectives to traditional approaches to modelling and
follows the traditionally accepted modelling steps.

Data-driven modelling comprehends a wide range of techniques, which include Machine
learning (ML) and Artificial Neural Network (ANN). ANN turns out to be a powerful means
because is able to store large amounts of experimental information to solve poorly defined
problemsthat have eluded solutions by conventional computing techniques. Thistechnology takes
inspiration from asimplified biological neural network: an artificial neuron receives asignal then
processes it through mathematical functions and sends it to the connected neurons, which are
typically aggregated in layers. The output of each layer isthe weighted sum of the outputs from
the previous one. During the learning or training process, the weighting factors are modified so
that the calculated output match the actual output, trying to minimise the error. An ANN is
thus a dynamic system. This feature would result in a highly robust system where, changing the
information stored in one element will have little effect on the final output. [9] proposed an ANN
model for complex contacting bodies that, compared with the conventional model-based methods,
issimplein principle and easy to implement. The method demonstrates great advantages of ANN
when the internal mechanisms are unknown or too complicated to be explored so far. Contrary to
conventional model-based techniques, neural networks can learn from example and generalize
solutionsto new representations of a problem, can adapt to small changesin aproblem, aretolerant
to errorsin the input data, can process information rapidly, and are modular between computing
systems. Neural networks cannot, however, guarantee success in finding an acceptable solution,
and a limited ability to rationalise the solutions provided[10]. Moreover, ANN has been applied
successfully to solve many difficult and diverse problems by training them with the feedforward
and back-propagation algorithm. [11] presented a method for solving both ordinary differential
equations (ODE’'s) and partial differential equations (PDE’s) that relies on the function
approximation capabilities of feedforward neural networks and results in the construction of a
solution written in a differentiable, closed analytic form. The method could be extended in the
abovementioned study case, for example to solve eigenvalue problems for differential operators.
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[12] investigated the use of black-box ODE solvers as a model component, alowing explicit
control of the trade-off between computation speed and accuracy.

Statistical Energy Analysis

In the first part of the work a traditional model-based method has been investigated. Statistical
Energy Analysis (SEA) isawell-known method notably used for acoustics problemsin the sixties.
Later, it has been introduced in shock prediction to overcome FEM limitations at high frequencies.
SEA describes behavior of complex systems by a set of energy-balanced equations between the
various domains (subsystems) of the analyzed system. SEA assumes both perfect diffusion and
weak coupling of subsystem vibrations. It makes use of wave propagation theory rather than modal
approach, in order to decrease the computational cost at high frequencies. Coefficients of energy
exchange driving the equations are predicted classically from analytica wave theory by
decomposing modes into uncorrel ated waves (diffusion of energy).

A single subsystem is considered as a separated part of the structure to be analysed. Any
excitation acting on the subsystem can be characterised by the resulting power input P into the
subsystem. If power isinjected, the subsystem stores vibrational energy Wi. In practice, there will
be also a power loss P due to dissipation. This power loss may be related to the stored energy by
the Damping Loss Factor (DLF) ni by

Pp=wx*n;xW; . 1)

If we consider a coupled subsystem, they share vibrational energy, in addition to the previous
formula. So, the first subsystem will have two types of dissipation, one towards the external and
one flowing to the other subsystem. The same phenomena occur in the reverse direction, so the
Exchanged Power P;jisthe same for directly coupled subsystems.

Pijj =Py =wx*n; xW; 2

with n;; known as the Coupling Loss Factor (CLF), indicating how well the subsystems are
connected with each other. The global energy balance of the whole system can be written as

Pi=w#ny« B+ X wxny * E =i+ Ej ©)

where o represents the angular center frequency and Ei and Ej are the frequency energy levels of
the subsystems. It can aso be written in compact matrix form:

P = whlE, (4)
where [n] is known as Damping Loss Matrix. Finally, we have the reciprocity relation:
N Mg =R ©)

with ni and nj being the modal densities. Eq. 4 and Eqg. 5 constitute the basic SEA equations.

As soon as matrix [n] is known, it can be used repeatedly to predict the response of the
subsystems for any given vector of injected powers a a negligible computational cost. It
constitutes a reduced model, which describes the global system in terms of the energy content of
its subsystems. This is what renders it well suited for high frequency simulations, where local
indicator results are inefficient.

As an example, the method is applied on a 4 Degrees-of-Freedom (DoFs) system. The system
is composed of two auminium beams connected on their extremities with an angle of 90°. The
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system presents four subsystems, each one related to a different exchange of energy in terms of
longitudina and flexural waves, as shown in Fig. 4. It has been chosen to neglect the energy
transmission of longitudinal waves between the two beams.

Beam 1! Beam 2!
Lonaghtudizal Langitudinal
PSS . 4 WHYES

e ik i
Beam 1 . Beam 2
Flenural Flexural
Wi E5 i WEVES

Fig. 4 - SEA subsystems

Basics SEA eguations have been computed and the has been determined for each subsystem, as
shown in Figure. The major difference between deterministic methods and SEA isthat the former
uses displacements, vel ocities and accel erations computed in determined | ocations and frequencies
as parameters. The latter express averaged global variables. The resulting average square velocity,
as shown in Fig. 5, has been averaged over points of observation, points of excitation and
frequency.

v e
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Fig. 5 - Average square velocities for bending and flexural waves of systems 1,2

Thefollowing step will be to adapt the SEA model using the previously presented shock input and
converting the resulting average square velocity in terms of averaged accel eration. The model can
be adapted for CFRP honeycomb sandwich panels, simulating the Structural Model mechanical
properties. In this case a6 DoF system should be modelled, as shear forces will appear. Theresults
will be compared with the experimental method which is currently used in the industry [7]. Both
the approaches computer the attenuation path of the shock load from its source to the location of
interest.
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Afterwards, the model formsthe basis to implement an hybrid technique, that will involve a ANN
algorithm. It will be trained with shock test data history that has been collected over the years and
combined with the SEA model.

Conclusion

To avoid damage of the sensitive units during launch, the spacecraft must be tested thoroughly
before it is sent into space. During the various phases of its development the spacecraft and its
component parts undergo extensive testing. In the development process of a spacecraft, the shock
test phase is time-consuming and expensive. It could be replaced by a mathematical model that
predict, with certain assumptions, the structure response to dynamic loads. However, accurate
prediction of the shock environment is critical to system and structure design, due to its broad
frequency range and high acceleration levels. The combination of model-based and data-driven
techniques to predict the structure response to shock loads could result in areliable and efficient
way to break down time and costs of the shock test campaign. Thiswork presented SEA and ANN
as potential solutions. A SEA model has been represented as a starting point for further
devel opment.
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Abstract. In-orbit servicing, transportation and removal activities are on the way to revolutionize
the space economy and space exploitation. Particularly for the near-Earth environment these
activities are considered important in the near- and long-term future to ensure the sustainability of
Space activities. In this paper one of the many challenges facing this new expanding field is
addressed, namely the safe and robust design of proximity operations with non-collaborative and
uncooperative objects. Guidance and control methods are developed to improve the safety of
various proximity operations phases, starting from the far-range approach at tens of kilometres to
closer approach distances of few tens of meters. Furthermore, a guidance and control method of a
servicer platform to cope with the uncontrolled tumbling motion of the target object is proposed.
Here a contactless control approach exploiting safe relative trgectories and the thruster plume
impingement is used to reduce the angular motion of the uncontrolled target.

Introduction

Proximity operations play an important role in future mission architectures in the On-Orbit
Servicing, Assembly and Manufacturing (OSAM) and Active Debris Removal (ADR) domain. A
paradigm shift between monolithic one-use assets towards OSAM activitiesin spaceis recognised
as both profitable and efficient for the future space economy by the globa space community.
Despite a rich heritage of Rendezvous and Proximity Operations (RPOs) to cooperative targets,
advances in the design of operations to uncooperative and non-collaborative targets are
instrumental for a systematic implementation of autonomous RPOs within OSAM activitiesin the
future. An uncooperative target is defined as an object in space that is not capable of aiding the
knowledge of its state to another active object, for example with an inter-satellite link. A non-
collaborative target is defined as a space object which cannot change its state to aid the OSAM
activities, i.e. control its attitude or orbit. One of the key enablers for autonomous proximity
operations to uncooperative and non-collaborative targets is flight safety. In fact, any anomaly
with respect to the nominal profile or any contingency at spacecraft level will cause the triggering
of safety measures, ultimately leading to chaser s/c in safe mode, thus potentially endangering the
platforms and/or the completion of the mission. Such situations are not unknown to past missions.
In the JAXA robotic demonstration mission ETS-VII [1], anomalies during an experiment caused
the spacecraft to abort operations and position itself at 2.5 km distance from the target while
investigating the issue. In 2005 during DART mission, the chaser unexpectedly used all the on-
board propellant and during the retirement manoeuvres a collision with the target was detected [2].
More recently in early 2022 EL SA-d demonstration failures in the thrusters' assembly caused the
chaser to move away at a safe distance from the target and a consequent re-assessment and re-
planning of rendezvous and docking demonstration operations [3].

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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This Ph.D. research stems from the challenges encountered in the proximity operations domain
to develop novel strategies to enable the safe and systematic implementation of OSAM activities
in the future. The main research questionis:

“How can we improve safety and robustness of proximity operations design for systematic
application in future mission applications?”

In the research activities, the following key drivers and requirements are considered:
e Safety: The strategies shall ensure the safety of the whole mission operations.
e Autonomy: The service shal be able to perform the operations in diminishing the
dependency from ground support as much as possible.
e Efficiency: The strategies shall be cost effective, both from a mission architecture point
of view and from a spacecraft in orbit resources (propellant) point of view.
e Rédiability: The strategies shall be robust to orbit conditions.

The research focuses on the relative mission design and Guidance Navigation and Control
(GNC) aspects of proximity operations, specificaly in the conditions where the target is
uncooperative and non-collaborative targets. The research is organized in three main blocks,
shown in Figure 1, which are deemed as instrumental to a safe approach to an uncooperative and
non-collaborative target:

I.  Approach GNC design to uncooperative and non-collaborative objects
1.  Management of target tumbling motion
[1l.  Safeinspection planning

In the next sections the research performed or planned for each block is described .
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Figure 1. Schematic block diagrams of the Ph.D. activities.
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Approach to Guidance Navigation and Control
The activities in the approach GNC design focus mainly on the guidance and control aspects of
the approach trgjectory. Specifically, two phases of the approach are identified as:

» Far-range approach: from the first detection of the target with the onboard sensors up,
approximately around 30-50 km.

* Close-range approach: starting at around few hundred meters when the chaser isrequired to
final approach the target condition in the target body.

In the far range a guidance and control strategy were devel oped to enhance the performance of
the Angles Only (AO) navigation filter, and published in [4]. In fact, from very far distances the
chaser often has to rely only on Line Of Sight (LOS) measurements for its navigation solution,
which result in a system with very poor observability. A guidance scheme optimising the
propellant consumption and the observability enhancement feature is devel oped which improved
the navigation solution and thus the control errors of the approach actuated in aModel Predictive
Control (MPC) fashion.

In the close-range approach, novel formulation of safety constraints are developed extending
the concept of Eccentricity and Inclination (E/I) vector separation to ensure passive abort saf ety
ensuring more challenging scenarios. The work was presented in [5]. In proximity flight in the
range of few meters, more complex trgectory final condition requirements, such as
synchronization or complex reconfiguration, prevent the trgjectory to be designed with a stringent
geometry requirement such as the spiral approach. The conditions are formulated in function of
ROEs, which are able to guarantee both aimplementation advantage in the optimisation procedure
used and aincreased level of safety of flight. The safety measure is expressed for conditions of
safety at time agiven time ti asfollows:

* Point-Wise Safety (PWS): Chaser’ strgjectory at timeti issaid to be PWS safeif it isoutside
ageometrical KOZ defined around the target only at the time instant ti.

» Passive Abort Safety (PAS): Chaser’strgjectory at tiissaid to be PAS safefor atimeinterval
AT if it isoutside a geometrical KOZ around the target at time ti, and it will remain outside such
KOZ dso after aAT timeinterval of uncontrolled flight starting at ti.

* Active Collision Safety (ACS) : Chaser’strgjectory at ti issaid to be ACS safeif at time ti
is outside a geometrical KOZ around the target, and it will remain outside such KOZ even for a
ATACS + AT time interval after ti . The intervals ATACS and AT are respectively the controlled
collision avoidance portion and the uncontrolled portion of the trgjectory after ti.

The safety constraints are expressed explicitly in function of the ROE state and included in a
guidance scheme based on a Sequential Convex Programming (SCP) a gorithm. Thelatter methods
have been developed thanks to its efficiency in solving nonlinear programming problem with
limited amount of computational resources, useful for an onboard i mplementation of the algorithm.
In Figure 3 are shown the trgj ectories designed considering the novel ROE based safety constraints
with respect to apurely fuel optimal trajectory for atest case of synchronization to arotating target.
The target hold point angular velocity to synchronise the chaser with was considered in this
exampleas 0.5 deg/s. In Figure 4 it is shown the projection in the RN plane of motion of thefailure
trgectories stemming from the nominal tragjectory. This demonstrate the efficacy of the algorithm
to grant PAS in terms of RN separation.
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Figure 2. Trajectoriesin RTN of the fuel optimal and safety constrained case of a
synchronisation test case. In blue and red are respectively the PAS and ACS section of the safety
constrained solution, while the fuel optimal solution is displayed in black.
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Figure 3. RN projection of the future uncontrolled trajectories correspondent to the ROE of PAS
constrained nodes for synchronisation test case. The fuel optimal solution (left) and the safety
constrained solution (right) are reported.

Management of the tumbling motion

When planning close-proximity operations the tumbling motion of thetarget is very influential in
granting the possibility of performing the servicing/capture task. However, for targets with fast
tumbling rates the energetic level of the synchronisation trajectory required, and the collision risks
due to appendages quickly rotating pose great risk to the feasibility of operations. In this block of
the Ph.D. research a strategy to detumble a target spacecraft using the plume impingement of the
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chaser’s thruster [5]. A tool for simulating the impingement actions of a monopropellant plume
was developed and a guidance and control algorithm developed for the damping of the residual
rotational angular momentum by controlling the thruster pointing and firing. In the example shown
in Figure X, the study proved the feasibility of damping the tumbling rate below 0.1 deg/s for
tumbling rates as fast as 11 deg/s for a constellation satellite with a 1 N hydrazine thruster. This
will enable the management of the dangerous tumbling motion for further operations, by simply
using the thrusters’ already onboard the platform.

0 D‘IS 1‘ 1“5 I2 2j5 3

time [s] x10%

Figure 4. Pressure field on the target satellite due to a 1 N hydrazine thruster. Angular
rate history of the target subject to the plume impingement control.

Safe inspection planning

In this block of the research the design of the trgjectory guidance for an optimized inspection phase
is developed. An inspection phase is the phase of a OSAM or ADR mission where the chaser
performs inspection of the target satellite to characterize fully its state, orbital and rotational, and
its physical status, i.e. damages or features. This block will be part of the 3™ PhD year and will
focus on the design of trajectories for inspection to optimise the information gained during the
observations. The ROE framework will be used to design a sequence of fly-around tragjectory that
fulfil the safety requirements described in the previous sections, but at the same time maximise the
observation output of the onboard sensors.

Conclusions

The output of this Ph.D. project is the advancement in the safe and systematic design of proximity
operationsfor future in-orbit servicing and removal missionin Low Earth Orbit (LEO). Theresults
of the first two year provided advanced strategy to cope with trgectory safety using novel
formulations in relative orbital elements, and strategy to manage the tumbling motion of a non-
collaborativetarget. Asafuture step, theinspection phase will be designed with focus on the safety
of operations.
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Abstract. Additive Manufacturing (AM) technologies have acquired significant attention in the
modern industry due to their versatility in creating custom-designed components with complex
shapes utilising multiple materials with minimal material waste. Moreover, the full potentia of
AM technologies relies on creating meta-materials, structured materials with distinctive
mechanical properties designed for specific purposes and optimised throughout various regions of
the structure. For instance, it is possible to design topol ogy-optimised structures through periodic
lattice cells by varying the cell types, dimensions or relative volume fractions [1]. In this way,
structures with graded or separate regions can be manufactured in one single manufacturing
process, significantly reducing the design-to-production time and allowing a rapid iteration and
design optimisation [2]. As previously mentioned, lattice structures are formed by a unit cell
properly repeated with an ordered topol ogy to achieve desired mechanical properties. Amongst the
different cell types, thanks to its simple configuration and ease of print with AM technologies, the
Body-Centered Cubic (BCC) structure is frequently used [3]. Severa studies are present in the
literature to predict and evaluate the behaviour of this cell type analytically, numericaly and by
experiments showing its excellent specific mechanical properties [4]-{6]. This paper investigates
the mechanical properties of additively manufactured structures, comparing experimental results
with numerical simulations conducted using various modelling approaches, including a full 3D
model, a smplified 1D and 2D approach, and homogenized models. At first, the mechanical
properties of alattice BCC structure are considered, followed by the investigation of a sandwich
structure featuring a lattice core. At this stage, the skins and the core are 3D printed in Polylactic
acid PLA; the lattice core structure is composed of BCC unit cells. Finaly, the mechanical
performances of the AM structures are compared to assess the accuracy and reliability of the
different modelling approaches.

Finite Element Analyses

To determine the mechanical properties of the BCC cells and lattice structures, numerical
simulations were carried out in the commercial software Ansys. In this study, various modelling
approaches are presented to assess the robustness of the models and minimize computational
expenses for future simulations on macro-scale structures. More specificaly, the study compares
full 3D analyses with simplified 1D and 2D models, as well as homogenized models based on the
previous analyses outcomes. Three maor numerical configurations are considered. At first the
mechanical properties of the single BCC unit cell are evaluated. As a periodic element repeated in
the structure, proper periodic and boundary conditions must be ensured for the single BCC cell
analyses. For this reason, a specific routine has been developed in Ansys Parametric Design
Language (APDL) to ensure a double periodicity on the 3D FEM simulations, while ad-hoc
boundary conditions wereimposed for the simplified beam 1D models. Subsequently compression
tests on a cubic BCC structure are considered followed by bending tests on a sandwich structure
consisting of aBCC lattice core sandwiched between two skins.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Sngle BCC Cell — Compression and Shear tests

Figure 1 displaysthe single Body-Centered Cubic (BCC) unit cell which serves asthe fundamental
periodic element for the cubic and sandwich structures. The geometric properties of this BCC unit
cell arelisted in Table 1. Asin other studies [4], [5], due to the bending-dominated behaviour of
the BCC cell in compression, the 1D beam model struts are divided into multiple sections to take
into account therigidity of the nodes. According to [4], for aBCC cell, it is possibleto retrieve the
stiff beam length h.,,,,, as afunction of the diameter-cell size ratio. However, when the cell is
subjected to a shear loading, each strut is both bending and stretched loaded. In this condition, the
overmentioned approach has been corrected by numerically calibrating the h-d ratio. For this study,
a stiff beam length hg..,- = 0.35 is selected. Further studies are currently being conducted to
optimise the length according to the local stress distribution.

Table 1 - BCC Cdl nominal size.

Cedll size, L [mm] 10.0
Strut diameter, d [mm] 2.0
Stiff beam length, 0.93
heomp [mm][4]

Stiff beam length, hgpeq [Mmm] 0.35

Figure1—3D and 1D BCC cdlls.

Asmentioned, FDM PLA are considered for the numerical analyses whose properties, retrieved
on experimental tests performed on dog-bone specimens, are E = 3132 MPa, 0y;;q = 20 MPa
with adensity p = 1275 kg/m3.

The 3D models use double periodic conditions along the x and y directions modelled through
constraints equations and implemented through a specific APDL code, as outlined in previous
work [7] and schematically shown in Figure 2.a.

Since the 1D model does not have multiple nodes on the lateral faces, periodic conditions are
enforced through remote points coupling for the compression test as shown in Figure 3. The
boundary conditions used for the compression and shear analyses in both 3D and 1D models are
presented in Figure 2.b and Figure 3, respectively.

b
@ (b)

o W AL
R L

Figure 2 — 3D model Compression/Shear (a) Periodic conditions; (b) Boundary conditions.
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Compression Shear
heomp = 0.93 mm hshear = 0.35 mm !
Nodesz=-L/2: Ux = free, uy = free, uz;=  NodeSz=-L/2: Ux =0, Uy =0,u; =0
0 Nodesz=+L/2: ux =1, uy =0, u; =0
Nodesz=+L/2: Ux = free, uy = free, uz =
-1

Fixed Rotation on nodes

Nodesx=-L/2: ux Coupled with RP1
Nodesx=+L/2: ux Coupled with RP2
Nodesy=-L/2: uy Coupled with RP1 .
Nodesy=+L/2: ux Coupled with RP2

Figure 3 — 1D Compression/Shear Boundary and Periodic conditions

From the 3D, model an equivaent elastic modulus E3, = 23.5 MPa is retrieved with a
Poisson’sratio vi, = 0.47 and ashear modulus G3, = 82.4 MPa. Thesimplified 1D model gives
an equivalent elastic modulus E5, = 22.6 MPa, aPoisson’sratio vy, = 0.46 and ashear modulus
G{p = 82.7 MPa. The 1D numerical model accurately replicate the behaviour of the 3D
numerical, resulting in a significant reduction in computational costs. This reduction is due to the
decreased number of model elements, namely 192 elements as opposed to 47192 elements
employed in the 3D model. Moreover, the absence of constraints equations that pair each node on
the lateral faces of the 3D model contributes significantly to the reduction of computational effort.
Figure 4 showsthe directional deformation contour mapsfor the 3D and 1D compression and shear
tests.

@

B AT o pre o BT 10 Com preraben

Figure 4 — Directional deformation contour maps of 3D and 1D Compression (a) and Shear

(b).
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BCC Structure Compression tests

Following the numerical analyses on the single BCC cell, the BCC structure showed in Figure 5
was considered and investigated under a compression |oading.

Table 2 —BCC Cell and Coupon nominal

size.
Cdl size, [ [mm)] 10.0
Strutt diameter, d [mm] 20 _
Stiff beam length, 0.93
hcomp [mm]
Coupon dimensions, L X
W x H [mm] 40x40x40
Coupon Volume fraction,
VeV 0.1784

Figure5— éD and 1D Compr on coupons.

For thisanalysis, no periodicity conditions were given. A displacement along the z-direction is
given at the top surface (Figure 5, Surface A) while the bottom surface (Figure 5, Surface B) has
constrained displacements along the z-direction. Both the 3D and 1D numerical analyses give
consistent results with the single BCC cell results: an apparent modulus E;p, = 23.6 MPa and
Eip = 22.7 MPa is retrieved, with a negligible error of 0.4% in relation to the corresponding
modulus values obtained from the single BCC cell analyses.

The periodicity and boundary conditionsimposed on the 3D and 1D modelsfor the compression
test analysis thus give coherent results and can be used to characterise the macro-behaviour of the
structure from the unit cell.

The equivalent stress contour map for the 3D model is presented in Figure 6.a while the
combined stress for the 1D model is shown in Figure 6.b showing the most stressed areas of the
structure despite being different mechanical entities. Similar to the single cell configuration, the
compression loading configuration stresses the structure mainly in bending. As expected, the node
joints situated at the faces of the coupon are the main locations of stress concentration on both the
1D e 3D model sincethey are not constrained by other adjacent unit cells outwards of the coupon
faces. Notably, in the 3D model, the inner joint area experiences a more elevated stress level in
comparison to the outer area, with an increase in stress ranging between 15% to 30%. However,
this stress distribution pattern cannot be accurately predicted by the 1D model, which only
accounts for asingle node located at the strut end and, therefore, does not differentiate between an
inner and outer joining area.

180



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC
Materials Research Proceedings 33 (2023) 177-184 https://doi.org/10.21741/9781644902677-26

LE LA ) B
-

iFe
18]

Tl ki
1]
i

Figure 6 — (a) Equivalent stress 3D model and (b) Maximum combined Stress 1D model
contour maps.

Sandwich structure flexure test

A Three Point Bending Test (3PBT) on a sandwich structure is considered as final numerical
analysis. More specifically, the sandwich consists of two skins with a nominal thickness of t; =
1 mm enclosing a BCC lattice core formed by 20 x 3 x 1 cells with dimension as reported in

Table 1.

Three numerical models are considered to study thistest, namely 3D model, 1D/2D model and
Homogenised model. The homogenised 3D model, Figure 7.a, is composed of three solid plates.
The FDM PLA properties previously used are imposed to the two external skins, while the
homogenized core is characterized by equivalent mechanical properties obtained from the single
cell 3D analysis, namely E* = 23.5 MPa,v* = 0.47 and G* = 82.4 MPa. Asillustrated in Figure
7.b, only half specimen is considered for all of them. A symmetry plane, by constraining the
displacements along the x-direction is thus imposed.

@ (b)

Figure 7 —3PBT Boundary Conditions. (a) 3D homogenised model, (b) 3D model and
boundary conditions.

The load-displacement diagram in Figure 8 compares the mechanica response of the three
models. The numerical bending rigidities, calculated as D = Load/Deflection, for each model
are: D3 = 38.66 N/mm, Dyopm = 37.97 N/mm and Dy, = 37.36 N/mm.
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Figure 8 — 3PBT load-displacement diagram, numerical results.
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Figure 9 — 3D Stress distribution contour map exploded-view: Core shear stress and Skins
normal stress.

Skins Normal Strass

The exploded-view in Figure 9 depi cts the stress distribution of the sandwich structure, wherein
the lower skin experiences compression longitudinal stress, while the upper skin is subjected to
compression. Notably, the core bears the highest shear stresses underneath the supports located at
the end of the specimen.

Experimental Testsand comparison with numerical results

Compression tests

A series of experimental tests on the 3D coupons was performed to validate the numerical results.
The aforementioned coupons were manufactured in Polylactic acid PLA through fused deposition
modelling (FDM) with abase print speed of 50 mm/s and atemperature of the extruder of 200 °C.
For the sake of reproducibility, three coupons were tested.

The compression response of the BCC coupons was compared with the numerical results in
Figure 10. The graph depicts three distinct phases of |attice structures under compression, which
are consistent with previous research findings [5], [8]. The linear elastic regime is visible in the
initial section of the graph, followed by an elastic-plastic collapse at the centre. The right-hand
side of the diagram, characterized by a steep increase in stress, corresponds to the densification
phase. Table 3 summarise the mechanical properties retrieved from the experimental tests. A high
level of correspondence between the numerical and experimental results is evident, with a 4.5%
error for the 3D model and a negligible 0.5% error for the 1D model.

182



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC
Materials Research Proceedings 33 (2023) 177-184 https://doi.org/10.21741/9781644902677-26

Table 3 — Experimental compression tests results.

Equivalent Maximum

: . . Equivalent
Weight [g] Relative density Youn[gljvI I\g;J]duI us Yield Modulus [MP] Strength [MPq]
14.617 0.1791 21.06 0.76 1.01
14.67 0.1797 23.56 0.83 117
14.65 0.1795 23.11 0.80 1.20
2.0 : ;
1] = Specimen 1: p* =0.1791
1]— Specimen 2: p* = 0.1797
||— Specimen 3: p* =0.1795
154]— FEM3D
||— FEmM 1D /
T
g LN
o E /\J
/\
03 04 05 06

ell
Figure 10 - Compression tests. Numerical-experimental stress-strain curves comparison.

During the experimental tests, thefirst and second specimens showed a shear deformation band,
as depicted in Figure 11.aand Figure 11.b, as aresult of compressive buckling that provoked the
diagonal shear deformation. The third sample, on the other hand, showed a uniform layer-by-layer
failure from the uppermost layers and subsequently propagating to the lower layers, with the
central region remaining intact until the final stages of the deformation process.

Ll
Figure 11 — Deformation modes of BCC lattice structure. Shear bands details.

Three-Point bending test
An experimental test of the 3PBT was al so performed to check the validity of the numerical results.
The test arrangement, shown in Figure 12.b , considers a span between the supports is S =
200 mm whilethe load is applied in the centre of the specimen.

Figure 12.a compares the experimental |oad-displacement curve with the numerical simulation
results revealing an experimental bending rigidity of the sandwich of D = 34 N/mm. A relative

error of 13%, 11% and 9% is thus recorded between the 3D, homogenised and 1d/2D FEM model
respectively.
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Figure 12 — Experimental bending test. Load-Displacement diagram and experimental test
Setup.
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Abstract. This paper tackles the problem of first guess trgectory generation for interplanetary
missions flying in chaotic environments. Simplified dynamical models are first exploited to
perform the preliminary design of deep-space trajectories which leverage orbital perturbations. A
real trgjectory isthen obtained by arefinement procedure in a high-fidelity model. A description
of tools and methodol ogies which will be developed during this PhD research is provided.

Introduction

Just few decades ago, only big companies and international agencies owned the resources
necessary to operate in the space sector. It is undoubtful that nowadays the space environment is,
instead, getting always more and more accessible and affordable to everyone: the so-called
phenomenon of new space economy [1]. This is the result of a slow process started with an
increasing interest in space applications by the public, which brought to the spreading of accepted
scientific knowledge and to the foundation of smaller businesses active in the space sector [2].

CubeSat technology is an emblematic by-product of this new paradigm. In fact, the
competitivity in development and manufacturing costs of CubeSats, which are satellites of reduced
Size, is attracting an always wider sector of the space community. In particular, the option to adopt
CubeSats for travelling interplanetary missions is nowadays extensively investigated. If
successful, this research field would open to aworld of possibilities.

Despite the relatively low development costs of a CubeSat mission, it is however true that the
current paradigm of operating it, once in orbit, from ground, weakens the overall conveniency [3].
With the devel opment of proper technologies, autonomous CubeSats will perform missionsin the
outer space with asmall, if not absent, supervision from ground. CubeSats would be, therefore, an
interesting aternative to traditional spacecrafts in the framework of interplanetary cruises.
Nevertheless, current technological limits, such as limited on-board computational resources and
propulsive capabilities, significantly constraint the possible applicative scenarios. The scientific
community, space agencies, and industries are working to design missions and develop
technol ogies which could enable stand-alone travels (e.g. M-ARGO mission [4]).

This PhD project is framed in the context of highly nonlinear astrodynamics applied to assist
autonomous interplanetary CubeSat missions. Overall, the purpose is to develop new
methodologiesfor trajectories design and optimization. Particularly, thisresearch investigates how
to consciously exploit the dynamics of achaotic environment for the design of deep-space cruises.
The techniques are expected to both improve the on-ground trgjectory design phase and make the
on-board autonomous generation of a reference trgjectory more effective and efficient.

Statement of the problem and resear ch questions
It is well known that the design of an interplanetary cruise is a challenging task because of the
intrinsically chaotic dynamics that governs the motion of a spacecraft [5]. Multiple attractors and

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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orbital perturbations, in fact, act together in a relevant way making the phase space highly
nonlinear and rather complex to be well characterized. This causes the dynamics to be extremely
sensitive to small variations in the states and, therefore, the generation of optimal trajectories in
such environments is especialy difficult. On the other hand, this intrinsic complexity, if properly
managed and accounted for, enables to design trajectories which appear only in this framework
[6, 7]. To mention some, dynamical structures like periodic orbits[8], and invariant manifolds [9]
can be found and exploited only in autonomous multibody models. A tragjectory designed in these
simplified dynamical environments may enable for more fuel-efficient transfers, this usually at the
expenses of alonger travel time [10].

Thedesign of aninterplanetary trajectory isarather complex activity. Creativity and experience
are essential to obtain efficient transfers which respect mission constraints and reach the
objectives. When designing interplanetary trajectories in multibody dynamics, there are strategies
and methodologies which are commonly used with the aim of simplifying the procedures and
obtain better results. Asit happens often in many scientific fields, it is useful to begin the analysis
considering only simplified models which, nonetheless, try to retain al the important features of
the compl ete phenomenon. Once the design has been accomplished in these reduced environments,
it is of paramount importance to assess whether what achieved is reasonable even when
contextualized in the real framework.

This procedure is at the base of what is usually done aso in the perspective of interplanetary
trgectory design [11]. In this regard, as previously mentioned, peculiar dynamica structures
appear only in simplified models which try to provide a first approximation and an accurate
description of what really happens. A preliminary design of the trgjectory is therefore commonly
performed in model s of reduced complexity to exploit their intrinsic characteristics. In other words,
at afirst iteration of the design process, the tragjectory is developed in models which account only
for principal dynamics, while completely neglecting secondary ones. However, the mission will
eventually be flown in the real scenario, thus the nominal trgjectory is, by definition, the one that
exists in the rea solar system model [5], which accounts for all possible perturbations and
dynamical contributors. The next step in the process, therefore, consists in refining the seeding
orbit in the complete dynamical framework. At this aim, the trgjectory is corrected using direct
transcription and the related optimization problem is solved though a multiple shooting method
[12]. The objective is to enforce the resulting trgjectory to retain the characteristic features of the
initial seed when moving to the real environment, which translates in minimizing the corrections
applied by the multiple shooting optimization process [5]. Thisfinal step isusually executed using
“brute force” since the real dynamics is simply corrected for and not accounted for in the first
place. Since the dynamicsin such environmentsis extremely sensitive, thisvery last step may lead
to the loss of optimality and the effectiveness of the resulting trajectory may be compromised. As
mentioned in [13], the transition from the Circular Restricted Three-Body Problem (CR3BP) [14]
to arealistic model is usualy very sharp. In that work the authors proposed a gradual refinement
passing through intermediate models of increasing fidelity (for example the eliptic circular
restricted three-body problem, and the restricted four-body problem). On the contrary, this project
tries to identify methodol ogiesto account for the presence of perturbationsin advance, so to make
the transition smoother. Techniques are foreseen to be devel oped facing the problem from different
prospectives, so that to make the study more rigorous.

This premise brings to our research questions, here summarized for a better visualization.
RQ1. To what extent can the dynamic information be exploited to improve the refinement of
trajectoriesinitially designed in simplified models?
RQ2. How much mor e effective isa methodol ogy that explicitly exploits this enhanced awar eness
of the dynamical environment, compared to traditional refinement methods?
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RQ3. To what extent can we beforehand account for and exploit perturbations to design more
efficient trajectories, yet carrying out their preliminary design in simplified models?

RQ4. Towhat extent can the devel oped methodol ogies contribute to the stand-al one efficient and
effective generation of first guess trajectories when an interplanetary CubeSat has to
design its own journey on board?

y . RQ1 and RQ2 are strictly related to each other.

TR e w TUERHEESE 0 this case, the problem is approached

downstream, which means finding a way to

smooth the “brute force” of the refinement

_ process. Fig. 1 schematically represents this.

Fig. 1 - Downstream approach The question mark identifies the contribution

yielded by answering to RQl1 and RQ2.

We then ask ourselves if, instead, the problem could be faced upstream, as depicted in Fig. 2

following the same notation of before. This can be rigorously formulated by introducing RQ3, the

answer of which may be even of more scientific interest and, possibly, bring to relevant technical

outcomes. Finally, the analysis accomplished to give answersto all these questionswill contribute

during the investigation of the last one, which may be regarded as the technical application of this

scientific research. The limited computational resources and propulsive capabilities of a CubeSat

' require specific solutions to make up for these

R T problematics. It is clear, however, that these two

technological constraints necessitate solutions which

T are in contrast each other since very fuel-efficient

- journeys can be calculated only at the expenses of a

more extensive processing. If successful, the answer to

Fig. 2 - Upstream approach RQ4 would contribute to the design of more effective
trajectoriesin amore efficient way.
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-

Expected outcomes

Theway it has been formul ated makesthis scientific research suitable for an incremental approach.
In fact, the outcomes of each individual question pose the bases for the successive one. In genera,
the phases of the project can be subdivided respecting the order with which the research questions
have been formulated. For each phase, therefore, some relevant outcomes are expected. In
particular, the answers to RQ1 and RQ2 may be regarded as a preparatory work in view of RQ3
and RQ4. In this section, each research question is associated to its related expected outcomes. In
the next one, the methodol ogies adopted to tackle the problem will be explained.

Outcomes from RQ1

A deep understanding of the effects of relevant perturbative phenomena, such as, for example,
third-body attractions, Solar Radiation Pressure (SRP), and bodies oblateness, on the refinement
of relevant interplanetary trajectoriesis sought after. This should allow to identify someregionsin
the dynamical phase space where these effects are more pronounced (sensitive regions) and how /
how strongly they play arole in the refinement process. The effect of each individua perturbation
relevant for the dynamical system under examination is expected to be better characterized.
Furthermore, it is aso investigated their impact on the refinement of important dynamical
structures such as periodic orbits, manifolds, resonant orbits, etc.. In examining how these evolve,
common behaviours may be identified. This preliminary anaysis should enhance our overall
confidence of the dynamics of notable environments. A modified refinement method is therefore
developed with the aim of explicitly accounting for the different sensitivity regions of the phase
space.
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Outcomes from RQ2

Some real case scenarios will be used as playground to test and validate the devel oped refinement
technique. Its effectiveness in the refinement process will be assessed by comparing the results
against those obtained with traditional refinement methodologies.

Outcomes from RQ3

Exploiting the enhanced awareness of the dynamical environment, result of the previous points, a
procedure is sought after which would allow to perform a more aware tragjectory design. till
working with simplified models, the understanding of how perturbations would affect the designed
tragjectory is expected to produce positive effects on the results. Firstly, the awareness of how
relevant dynamical structures would evolve in areal flyable model may suggest different design
strategies. Secondly, atrgjectory modelled following this approach is expected to be more robust
and, therefore, deviate less during the successive refinement. This is foreseen to be beneficial for
the convergency of the refinement process. Some relevant mission analyses will be re-computed
to understand whether any improvement is obtained in terms of transfer efficiency if adopting the
designed methodol ogy.

Outcomes from RQ4

The outcomes of each previous points are eventually adapted and applied in a unified
methodology. This one would enable an autonomous CubeSat to perform a more rigorous and
efficient on-board interplanetary trgectory design. The developed technique will be tested to
assess how much the computational performances and the effectiveness of the solutions are
improved thanks to its adoption.

M ethodology
This section describes how the project will be developed. Fig. 3 represents its summary.

Preliminary analysis
The project, expected to last three years, begin with a literature review of modern techniques for
design of interplanetary trgjectoriesin multibody environments. Because of the increasing interest
on the topic for strategical applications (e.g. ARTEMIS mission [15]), many mission analysis for
various kinds of transfers can be found in the literature. It is of paramount importance, therefore,
to identify those dynamical environments that describe interesting scenarios for the purpose of this
project. These should span a wide enough spectrum of representative cases, so that to make the
analysis as complete as possible and applicable in different contexts. Following a preliminary
study of the literature, some possible candidates have been identified and are here reported. Still,
during the development of the study, thislist islikely to be adapted.

e Cidlunar environment
Earth-to-Moon transfer by intersection of Sun—Earth and Earth—-Moon manifolds
Mars and Phobos system
Jupiter and its moons
Binary asteroid systems
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Putlrmbiars smabsis LEGESIR Simplified multibody models are exploited

e i to perform the preliminary design of

wanan Bereh trajectories. These are then refined in the

oo e T [ L ) ey reall model. Nevertheless, the last two

eane L0 = e i scenarios are much more challenging than

: | ] the others; the dynamical environment is

+ taserialh richer, so much that the simplified model

= I]Jl themselves may not be suitable in these
Tormalse e

frameworks. In fact, in those cases, the
U ek Ve effect of perturbations is much more
e prominent. Constraining the dynamicsin a
; too simplistic model would neglect effects
Estrraed amarac ul e craanic that cannot be anymore regarded as
perturbations. It is planned, therefore, to
i Dewlepment | begin the analysis considering more simple
environments and then adapt and test the
methodologies in those more critical.
f The Earth-Moon system is firstly
i analysed in the CR3BP. Assuming that the
,,_..»J_ design of transfer trgectories is done
exploiting dynamica structures such as
periodic orbits and manifolds, their
refinement in a realistic model is
investigated (purple box in Fig. 3). First of
: all, families of Lyapunov and Halo orbits,
- which are important structures in modern
ax !— trajectory design, are refined in the high-
fidelity Roto-Pulsating Restricted n-Body
DR S Problen (RPRnBP) [5]. This model
includes the orbital eccentricity of the
primaries, the attraction of all other planets,
T the Sun, the oblateness of celestial bodies,
1 and the SRP in the description of the
dynamics. In this high-fidelity system,
: periodicity properties are lost. After
Fig. 3 - Methodology refinement, sections of the new orbits
which most / |east deviated from the seeding ones are identified. The analysis on the results should
suggest relations between deviations and perturbations. Regions of the phase space more prone to
changes are also identified. From this procedure, hypotheses are formulated about the effects that
each individua perturbation has on the overall refinement process. To prove what predicted, the
refinement process is repeated, this time injecting in the system single or a combination of more
perturbations. Finally, the entire process is redone to study how homoclinic and heteroclinic
trgjectories evolve. In this regard, Poincaré sections are generated to investigate how manifolds
change in this new non-autonomous dynamical framework. At this purpose, it may be interesting
to introduce in the analysis chaos indicators to better characterize time-varying features of the
phase space. This may ease in revealing correlations between natural flow structures and
perturbations in the high-fidelity model. The procedure is repeated for all scenarios.
A preliminary analysis of the results focuses on understanding, for each specific framework, the
following points:

Wigcon e | S —

189



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 185-192 https://doi.org/10.21741/9781644902677-27

e recognize characteristic influence of individua perturbations in the refinement process;

o discretizethetime-varying phase space in regions depending on the dynamical contribution
introduced by each perturbation;

e perform asensitivity analysis and identify sensitive regions,

e investigate the effects of perturbations in reference structures (e.g. understand how
manifolds and Poincaré intersections evolve in the process);

e define parameters and methodologies that ease the understanding of the relations between
perturbations and refinement (e.g. frequency analysis of the dynamical model [16], phase
space regions discretization, selection of suitable chaos indicators).

Devel opment

Asaresult of the previous analysis, the relation between orbital perturbations and the effects they
have on the phase space is more intelligible. This enhanced awareness must be exploited to make
practical improvementsin the field of efficient low-energy transfersin multibody dynamics. First
of all, time-dependent sensitivity maps are derived as consequence of the analysis of the previous
part. Each applicative scenario will have its own map representing the correlation between
perturbations and natural flows as function of time. To answer to RQ1 and RQ2, a traditional
multiple shooting technique is modified so that to use the information of the sensitivity map during
tragjectory refinement (red box in Fig. 3). This is supposed to be done by introducing a variable
time step for the discretization of the seeding tragjectory designed in ssimplified models. The time
interval between discrete states is therefore adjusted to adapt for the rapidity with which the
dynamical behaviour of the system changes. Thanks to the sensitivity map, we aready know in
advance where thiswould happen. The reference trgjectory isthen more densely discretized in the
correspondence of sharp variations in the dynamical behaviour of the phase space. Furthermore,
the objective function is modified such that diverse weights are introduced to allow different
deviations in regions with different dynamical stability. The purpose of this is to take more
advantage of the perturbative effects, thus exploiting the natural flow. As result of these two
maodifications to the standard multiple shooting method, the following benefits are expected:

e theagorithm is efficient since afiner discretization is introduced only where necessary;

e theagorithm is more likely to converge because the dynamicsis indulged,;

e theresult better exploits perturbative phenomena, fostering more efficient transfers.

To test how well the algorithm perform, previous relevant mission analyses are recomputed. This
should prove whether improvements are obtained in terms of convergency rate, efficiency of the
process, and effectiveness of the obtained solutions.

The core part of the project is now discussed (orange box in Fig. 3). For each simulated
scenario, some relevant deep-space missions are hypothesized. If available, some transfers aready
available in the literature may be adopted for comparison purposes. In any case, clear mission
objectives and constraints are formulated to give a physical meaning to the problems. The
sensitivity map plays now a fundamental role. From the mission objectives, we know indicatively
which transfer we need to perform. Simplified models are adopted to formulate a first guess
solution. This one has to be computed trying to exploit as much as possible the natural features
enabled by the adoption of areduced dynamics. At the sametime, however, the knowledge of how
perturbations will act on it in a high-fidelity representation shall not be overlooked. On the
contrary, since we now have this kind of awareness, we need to exploit it. This can be done
following two different approaches. Either we try to avoid al those regions, in the reduced phase
space, whose counterpart in the sensitivity map would show strong deviations in the dynamical
behaviour; or we explicitly try to use them. In the first case there is, therefore, the attempt to
suppress perturbations, such that the dynamics of simplified models is preserved. The second
approach is, instead, more interesting. In this case, the seeding trajectory, which is the one
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computed in the simplified model, will be designed such that perturbative regions are crossed with
judicious. This increases somehow the uncertainty because, during refinement, the trgjectory is
expected to deviate more. However, this produces the beneficial effect that mission constraints can
be relaxed more, hence increasing the freedom of the system. Many different seeding trajectories
can then be designed since they will eventually adhere to the mission requirements after
refinement. This process is foreseen to bring benefits in terms of transfer costs.

The last point introduces the developed techniques in the computing loop that alows a multi-
mission autonomous CubeSat to perform its own trgjectory design. The CubeSat is supposed to
receive from ground both its mission requirements and a proper sensitivity map. It is now just a
matter of connecting the answers to the previous research questions (yellow box in Fig. 3). In
particular, the CubeSat will first generate preliminary trajectories following the procedure
described in the previous paragraph. Then, the trgectories are refined thanks to the modified
multiple shooting technique. For validation purposes, the algorithm will be tested in processor-in-
the-loop simulations using hardware representative for a CubeSat interplanetary mission. The
efficiency of the algorithm and its effectiveness, in terms of computing low-cost transfers, is
evaluated by comparing the results with those obtained with traditional procedures.

Conclusions

This PhD project tries to give practical answers to the problem of designing interplanetary
trgjectories in highly nonlinear environments in autonomy. The contribution of perturbation in
generating more effective trgjectories in more efficient ways is investigated. Starting from an
accurate analysis of how perturbations play arole in the dynamical description of the phase space,
practical methodologies are then developed. A modified multiple shooting algorithm and a new
trajectory design procedure are the outcomes of this research. Their efficiency and effectiveness
are tested in relevant simulated scenarios.
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Abstract. The present work presents statistical results of numerical simulations to investigate the
effect of different void percentages on composite materials coefficient of therma expansion
(CTE). A random distribution of voids is simulated over the Representative Volume Element
(RVE) matrix. The use of a high-order beam model within the framework of Carrera Unified
Formulation (CUF) leads to a Component Wise (CW) description of the model cross-section.
Numerical results for different fiber volume fractions and void concentration percentages are
carried out, and the comparison with references from literature demonstrates the agreement in the
average CTE trend.

Introduction

Fiber-reinforced composites have proven to have excellent thermo-mechanical properties such as
lightweight, mechanical performance at high temperature and good thermal stability. The
coefficient of thermal expansion (CTE) playsacritical rolein designing composite materials since
it can directly determine the dimensional stability of the structure and thermal stress distribution.
Moreover, the multiscale nature of composites requires the development of accurate multiscale
models. Another critical aspect is the growth of defects that inevitably occur during the
manufacturing process. Specifically, voids are the primary manufacturing defectsthat significantly
influence thermal properties, and this influence needs to be investigated.

Most of the numerica simulations for the homogenization analysis usually employ
Representative Volume Element (RVE) models, which represent the smallest geometric entity
containing all the information about materia properties and volume fraction of the constituents.
Many numerical and analytical approaches are available for obtaining homogenized properties.
For instance, in [1], the Mechanics of Structure Genome (MSG) coupled with Carrera Unified
Formulation (CUF) and Hierarchical Legendre Expansions (HLE) for the discretization of the
cross-section allows the computation of thermo-elastic properties of a Repeatable Unit Cell (RUC)
model. Another M SG-based analysis computes the CTE of solid models[2]. Finally, in [3], semi-
analytical models for the computation of homogenized CTE are presented, such as the High
Fidelity Generalized Method of Cells (HFGMC).

The present article adopts the CUF to obtain aone-dimensional (1D) high-order Finite Element
Method (FEM) analysis reducing the computational costs while maintaining 3D accuracy of the
model. Hence, shape functions act aong the RVE axis, and expansion functions enhance the cross-
section kinematics.

The aim of the present work is to investigate the influence of microscale matrix voids on the
prediction of effective CTEs of RVE models with different percentages of void and fiber volume
fractions.

Thiswork isorganized asfollows: Section 2 presentsthe high-order theory formul ation; Section
3 introduces the micromechanics model; Section 4 provides numerical results and their discussion;
and the conclusions are given in Section 5.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Figure 1 Square-pack RVE model with reference system high-order theory (left), and reference
frame in micromechanics (right).

High-order beam theory
The present work exploits the capabilities of arefined 1D kinematic model. The three components
of the displacement field are defined according to the reference systemin Fig. 1

u(x,y, z) = {ux u, uZ}T )

The governing equations of the problem have been derived within the CUF framework [4].
Therefore, the displacement field becomes:

u(x,y,z) = F.(x,2)u.(y), t=12,....M (2

where E,(x, z) are the expansion functions employed over the cross-section, u; is the vector of
general displacement and M is the number of terms in the expansion. In addition, T denotes the
summation of the expansion terms. Lagrange polynomias have been employed as expansion
functions, leading to a Component Wise (CW) approach. By describing the longitudinal direction
according to the finite element method (FEM), shape functions are introduced:

u(x,y,z) =F(,z)NNOu,, 7=12,..M, i=12,....,p+1 3

where N; (y) represents the shape functions of p order and u; isthe vector of nodal displacements.
The stress vector is defined as.

o’ = {Uxx Oyy Ozz Oxy Oxz Uyz} (4)
The geometrical equation isinvolved as relation between strains and displacements:
£ =Du (5)

where D is the 6 x 3 differential operator. Then, the Hooke's law allows the relation between
strain and stress to be defined as:

o= Cs (6)

where C is the stiffness matrix of the material. The governing equations are derived from the
Principles of Virtual Displacement (PVD). For the static analysis the PVD can be expressed as:
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OLint = 6Lyt (7)

where § L;,,; isthe strain energy and L., isthe work of the external forces. § is used to indicate the
virtual variation of the quantity. After some mathematical steps, the strain energy can be expressed
as.

_ T
OLine = Sugjk;jrsuy;

(8)

where the explicit form of the 3 x 3 Fundamental Nucleus (FN) k; ;. is:
kijes = [, N;F.D" CDN;FrdV ©)
The external load can be expressed as:

8Lexe = SUL;Pg;
(10)

where Pg; isthe 3 x 1 external load vector and is referred to as the FN of the load vector. The
global stiffness matrix and the external load vector are assembled by iterating theindices i, j, 7, s.
Thefirst two indexes i, j denote the loop on the FEM nodes, while t, s are the loop indices on the
Cross-section nodes.

Micromechanics formulation
The present work uses a micromechanical analysis to compute the effective thermo-elastic
properties, particularly the Coefficient of Thermal Expansion (CTE) of composite materials.

The study makes use of different RVE models. The cross-section of the 1D models, illustrated
in Fig.1, is discretized with 9-node bi-quadratic elements (L9), whereas along x, direction two 4-
nodes quadratic elements are employed. The repeatability of the model in space is guaranteed by
the application of Periodic Boundary Condition (PBC), according to the reference micromechanics
framein Fig. 1.

w0y, 2) —ul (0, y,2) = &dxl,  Ax)=x]"—x] (11)

j+ and j- indicate the positive and negative direction of the x;, and &;;, is the macroscopic strain
vector. The thermo-€elastic analysis considers the stress field given both from the elastic and
thermal contributions:

Oij = 05- + 05- (12)

where E stands for elastic and T the thermal. The present homogeni zation procedure first involves
the resolution of the static problem in order to obtain the effective stiffness matrix, which is then
employed in the effective CTE vector.

In the micromechanics framework, the local solutions, such as the strain and stress vectors,
have an average value over the RVE volume. Thelocal elastic stressfield 05 isdefined in Eq. (6),

and its macroscopic value 55- can be expressed as follows:

_ 1
05 == fv ag-dV
(13)
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in the same way, the macroscopic strain vector is:
_ 1
& = ;fv efav (14)

The micromechanics formulation for the elastic analysis can be deepened in [5].
Now, the effective elastic coefficients matrix C;jx; can be easily retrieved from:

ol = Cijus; (15)
Theloca stressfield given by the thermal contribution due to the application of atemperature
variation 6 is:

al; = B0 (16)

where B;; = —Cjjj,a;; isthelocal therma induced stress vector.

Note that the temperature field applied to the RVE, unlike the stress and strain, is assumed to
be uniform in the entire heterogeneous material .

By applying the integral over the volume of the thermal stress vector, it is possible to find the
homogenized value ;; as done in Eq. 13. Then, by explicating Eq. 16 for 3;; and exploiting the
rel ationship between g; ; a;j and C; jki» the effective CTE vector can be obtained by rearranging the
following relation:

More details about the CUF micromechanics framework are available in [6]. The voids are
modeled as randomly distributed over the RVE matrix phase, according to the void volume
selected for the analysis. It is considered an implicit presence of voids by assigning negligible

isotropic elastic properties and a CTE equal to zero to the Gauss points associated with the single
void.

Numerical results

The numerical assessments of the current work are conducted to demonstrate the reliability of the
numerical simulations in computing the homogenized thermo-elastic properties of composite
materials employing RV E models. In detail, the variation of the effective CTE dueto the gradually
enhance of the void fraction isinvestigated. For the sake of clarity, for each void percentage within
the matrix, 100 random distributions are generated, thus requiring a statistical investigation of the
results.

Influence of fiber volume fraction and void percentage on the effective CTE

An hexagonal-pack model, showed in Fig. 2, is employed for the current assessment, and two
values of fiber volume fraction are evaluated. The results are compared with those reported in [7].
The materia is a C/C composite in which the fiber is assumed orthotropic with a;; = —1 -
107°[KY] and a,, = 1.8 - 1073[K™Y], while the isotropic matrix hasa CTE of 4 - 10~°[K™]. First,
the results with 0 % of voids are produced and listed in Table 1.
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Figure 2 Hexagonal-pack model for 80% (left) and 57% (right) of fiber volume fraction.

Table 1 Effective CTESs of an hexagonal-pack model with 80% and 57% of fiber volume fraction
and 0% of voids.

Model a1 X 10°[K~1] ay; = a3z X 10°[K~1]
Ve =57%

Reference [7] -0.900 12.720

Current CUF simulation -0.909 13.082

Reference [7] -0.962 16.450

Current CUF simulation -0.972 15.820

As expected, thelongitudinal CTE decreases when the V; rises from 57% to 80% since the fiber
becomes the prevailing phase. At the same time, the transverse CTE increases with a higher value
of V.

The following numerical instances examine the effects of void volume fraction and the fiber
reinforcement phase on the effective CTE of composites. In order to understand the way the
existence of voids within the material matrix affects the thermo-€lastic property, void percentages
between 2 and 8% are considered with 80% of fiber volume fraction. The analysis results are
presented in Fig. 3.

o4 ><10'7' ' ' ' 18 ><1O'5' ' '
—e—a,, REFERENCE [7] —=—a,, REFERENCE [7]
9.6 —FQy CUF CURRENT 1.75 '+a22 CUF CURRENT
F& o8l F.é 1.7 ¢
Ll Ll
5 o 5 1.65F
1671
-10.21
: : : : 1.55 : : : :
2 4 6 8 2 4 6 8
Voids volume fraction [%] Voids volume fraction [%]

Figure 3 Variation of the longitudinal (Ieft) and transverse (right) CTE according to the
per centage voids volume fraction for the present and the reference resultsin [ 7], with 80% of
fiber volume fraction.

The longitudinal CTE gradually weakens when the void volume fraction rises, while the
transverse CTE tends to increase. This behavior is in agreement with evidence existing in the
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literature. It may be explained by considering that when the void inclusions occur within the
matrix, the contribution of a low fiber CTE and the zero value of void CTE make obvious the
collapse of the effective CTE aong the longitudina direction. Conversely, when the RVE
transverse direction is considered, the rise in void percentage within the matrix makes the
transverse CTE of the fiber the most impactful contribution in that direction. Indeed, it can be
noticed that as the void fraction increases, the overall CTE tends to be closer to the cross-sectional
CTE of the fiber. In Fig. 4, the percentage variation of a;; and a,, is shown. The calculation
assumes the relative CTE with 0% voids of the reference solutionin [7].

4
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2 ——e ,
5 .
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> 0 e
S o
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2 4 : :

Voids volume fraction [%]
Figure 4 Percentage of the relative variation of longitudinal and transverse CTE between the
present and the referenceresultsin [7].

Fig. 4 highlights the discrepanci es between the two methods with the decreasing of CTE value.
Considering the transversal CTE, the values tend to be closer when higher void concentration
OCCUrs.

Conclusions

The present study investigated the effect of random distribution of voids within the matrix phase
of composites on the effective coefficient of thermal expansion (CTE) for different Representative
Volume Elements (RVE) models and fiber volume fractions. The homogenization analysis is
conducted in the micromechanics framework, in which the use of the Carrera Unified Formulation
(CUF) alowsaComponent Wise (CW) approach. The statistical analysisled to detect mean values
of outcomes, thus minimizing the influence of the void distribution. A square-pack and a
hexagonal-pack RVE with different fiber volume fractions are involved in the investigation.
Periodic Boundary Conditions (PBC) ensured the periodicity constraint imposed by
micromechanics analyses. The results demonstrated that manufacturing defects might increase or
decrease the homogenized CTEs. Future investigations will focus on extending the study to the
dehomogenization procedure to investigate localized stress and strain fields over the RVE volume
for different void percentages and cluster distribution.
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Abstract. The performance in terms of image quality and spatial resolution plays a key role for
imaging space instruments. Modern advancement in manufacturing and testing introduced
freeform optics to the scene. Thanks to a higher number of degrees of freedoms with respect to the
classical optical surfaces, freeform technology is a great opportunity to improve the instrument
performance. Here a freeform Offner spectrometer is presented: it has been studied for the
PRISMA second generation (SG) instrument, which is dedicated to space application, and it is
now at the design phase A at Leonardo S.p.A.

I ntroduction

In the last few years, freeform optics started to be highly used for imaging and non-imaging
systems thanks to the advancement in design, fabrication, and testing fields. Even if requiring an
expert knowledge in cross- disciplinary fields, freeform optics can give a huge improvement in
terms of performance and instrument compactness. In this first part of the study the focus will be
the improvement of the spectrometer performance thanks to the use of freeform optics. Higher
compactness design adopting freeform optics will be analyzed in future works, specificaly for
CubeSat applications.

Background

The geometry of afreeform optical surface is characterized by an absence of an axis of rotational
symmetry, thus alowing many more degrees of freedom with respect to standard (al so aspherical)
optics. Different studies show that there are significant advantagesin using those kinds of surfaces
in the optic fields, both in terms of optical performance and instrument compactness. These are
two major points for space instrumentation, making their application very promising for the next
generation of space optical systems.

For what concerns the fabrication of freeform optics, we can presently use numericaly
controlled machines for grinding, polishing, and diamond turning. The challenge in these
techniquesincludes building knowledge of how materials behave and defining suitable procedures
for the surface shaping process. Some exciting developments are the recent advances in additive
manufacturing that enable the 3D printing of freeform optics substrates.

Despite al those difficulties to face, freeform optics have aready been applied on many
different areas such as optical transformation (e.g., quantum cryptography, art forms), lighting and
illumination (e.g., luminance, architecture lighting, automotive), manufacturing (e.g., EUV
lithography, laser materials processing, machine vision and inspection), mobile displays (e.g.,

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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near-eye, head worn handhelds, smart glasses), remote sensing (e.g., down-looking satellite,
ubiquitous data collection, astronomical instrumentation, CubeSat), infrared and military
instruments (e.g., UAVs and drones, conformal optics, and intelligence surveillance and
reconnaissance systems) [4].

Fig. 1 Evolution of optical surfaces.

In order to introduce freeform optics in space instruments, one of the main issuesisto find the
best way of mathematically describe these surfaces. not only for designing and optimizing the
optical surface by suitable ray-tracing codes, but also to have the correct input to the
machines/tool s with which these optics will be manufactured and tested.

There are many methodologies for the mathematical description of freeform surfaces, either
local, aso called non-orthogona polynomias (XY polynomials, spline surfaces, radial basis
function) or global, also called orthogona polynomiads (Zernike, Fringe Zernike, Q-type,
Chebyshev) [1][2]. At this kind of analytical functions, we can add many new representation
techniques, those employed to obtain a surface from discrete data points fitting, and the so-called
hybrid or combined methods (usually applied when the surface presents big slopes).

For example, when using aZernike polynomial, from theliterature we know that the normalized
expansion can be used to describe aberrations and the coefficient values of each mode represent
the root mean square (RMS) wavefront error attributable to that mode [3]. The main coefficient
order isdescribed in Fig. 2.

A key point for the freeform description and analysis is the study of how the different terms of
the polynomials affect aberrations, distortions and the main constraints of an optical design.

In addition, it is important to understand which the best design is to develop systems with great
performance but not so much sensitive to manufacturing, mounting and stability tolerances.

From the many design methods presented in literature, here two methods are under study, both
working on the minimization of the freeform system sensibility to a perturbation of the freeform
system during the design phase.

The first one analyses the variation of the optical path difference due to atilt perturbation: after
the definition of a suitable function called error sensitivity function (ESF), it uses the Non-
dominated Sorting Genetic Algorithm (NSGA-I1) to minimize the ESF function and obtain a set
of instrument design solutions. Then the ESF is exploited again to find the best polynomial
description for the freeform surfaces[6].

The second method has been proposed to find the optimal design employing freeform surfacesless
sensitive not only to tilt errors but to any perturbation applied to all optical elements|[7].
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Fig.2 Surface plots of the Zernike polynomials up to 10 orders. The name of the main
aberration is associated to the respective order. [ 3]

The spectrometer of PRISMA SG

High spatial and spectral resolution instruments changed our way of considering and
understanding the environment in which we live and its main phenomena and characteristics. In
fact, Earth surface observation is one of the most common and important space applications.

On this respect, the Italian Space Agency launched the PRISMA (PRecursore IperSpettrale
dellaMissione Applicativa), a satellite designed and realized by Leonardo S.p.A. dedicated to the
observation of the Earth surface, its natural resources and relevant natural processes. The satellite
is composed by a hyperspectral sensor that acquires both VNIR (Visible and Near-Infrared) and
SWIR (Short-Wave Infra-Red), and a panchromatic camera alowing to capture not only the
geometry of the observed object but also the chemical-physical composition of the surface.

PRISMA is now observing the Earth surface from a LEO orbit at 615 km with a spatial scale

of 30 meter/pixel over afield of view of 30 km[5]. In Fig. 3athe optical layout of the spectrometer
is represented.
Now, entering more in depth of what this project concerns, we are working on the design and
manufacturing of the first freeform optical element in Leonardo S.p.A., that will be integrated in
the PRISMA SG, which yields a spatial scale improved of a factor 3 respect to the origind
PRISMA instrument: 10 meter/pixel over aview of 30 km (from an orbit of 520 km).

These very high performances will be reached thanks to the use of two identical Offner
spectrometers using freeform optics (preliminary layout shown in Fig. 3b). The introduction of
freeform mirrors to the Offner configuration enables to increase the FOV maintaining a good
distortions correction thanks to the great flexibility offered by the increased number of degrees of
freedom.

Presently, the spectrometer provides a good correction for smile and keystone distortions
maintaining agood optical quality over the whole FOV and spectral range, as expected.

During the optimization phase we aso studied different kinds of polynomias (Zernike,
Chebyshev, XY) in order to understand which should be the best compromise in terms of
computational weight and performance. From literature, we understood that the application of
different polynomialsis related to the pupil shape [1]. In our case, even if the spectrometer pupil
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will be annular (due to the pupil of the instrument telescope) the footprint of the different fields on
the mirrors are overlapped enough to cover al the mirror surface, so we compared only the surface
description with the Zernike Standards and the Chebyshev polynomials. We concluded that there
are not many differencesin terms of performances and number of variables, so we decided to adopt
the Zernike ones.

Moreover, we are working on understanding the correlation between a perturbation of one of
the instrument parameters (starting from position and tilts of the freeform mirrors) and the
variation of the optical quality of the spectrometers.
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Fig.3: (a) PRISMA VNIR/SMR spectrometer layout [5]; (b) PRISVIA SG spectrometer layout
where M1 and M2 are freeform.

Conclusions

The development of PRISMA SG spectrometer involving freeform mirrors represents a challenge
from the theorical point of view. In this work, a preliminary design of the optical layout and the
main objective in terms of performances have been presented. A short overview of the complex
world of freeform surfacesis presented: a description of the main advantages of thistechnology in
terms of performance and compactness has been introduced as well as the main difficulties that it
is necessary to face for their design, manufacturing and testing.
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Abstract. During the last decades, there has been an increase in the use of satellites of reduced
dimensions. Among the others, microsatellites (mass from 11 to 200 kg) and nanosatellites (1 to
10 kg) have been the ones receiving increasing interest from Universities for educational activities
[1], [2]. Their reduced cost, complexity and developing time compared to larger satellites make
them particularly suitable for student projects. In this regard CubeSats (satellites of standardised
dimensions, based on 1 unit, 10x10x10 cm) were developed at Caltech with the goal of having a
low cost and fast to be developed satellite [3]. The CubeSat form factor has then been widely used
aso for scientific and commercial space missions [4]. Alongside the development of
nanosatellites, there has been an increase in the need for better CubeSat testing for improving
CubeSat reliability [5]. As reported in an extensive study on 855 CubeSats [4], at the year 2018
almost 25% of CubeSats missions failed in their early life stage (infant mortality). One of the
subsystems more difficult to be tested is the Attitude Determination and Control System (ADCS).
This subsystem includes sensors for attitude determination, actuators for attitude control and an
onboard controller. Integrated subsystem testing is a challenging task since the device under test
should freely rotate under low torque conditions and sensors/actuators should be stimulated. A
common way to provide afree rotational environment isto use an air bearing table [6].

The University of Bologna developed its own solution for ADCS testing with a dynamic attitude
simulator testbed for nanosatellites [7]. Recently a collaboration between the Microsatellite and
Space Microsystem laboratory of the University of Bologna and the STAR laboratory of the
Polytechnic University of Turin was established to develop a distributed laboratory for
nanosatellite ADCS testing and devel opment. This project enablesjoint research activities for both
research groups in a collaborative framework. The work done included the development of anew
Air Bearing Table (ABT) in the Unibo laboratory, the development of a custom ADCS mock-up
compliant with the 1U form factor in the Polito laboratory and a joint hardware integration and
test campaign.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.

205



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC
Materials Research Proceedings 33 (2023) 205-212 https://doi.org/10.21741/9781644902677-30

wj

““‘:f
N |7
i_ =

L+

Figure 1: The attitude simulator testbed of the Unibo. The air bearing table for satellites with
mass up to 4 kg is shown on the | eft, the one for satellites with mass up to 1 kg is shown on the
right.

The attitude simulator testbed of the University of Bologna integrates several subsystems for the
simulation of the Low Earth Orbit (LEO) environment including:
e Air Bearing Table and Automatic Balancing System (ABS) providing three degree of
freedom rotational motion in alow torque environment;
Helmholtz cage for Earth magnetic field simulation;
Sun simulator;
Metrology system for ground-truth attitude generation

Thefacility isdescribed in detail in [7], hereits main features are reported. The ABT and ABS are
used to reproduce the attitude dynamics of a satellite in space. The external torques acting on a
nanosatellitein LEO can be aslow as 10"-6 Nm [8]. For ABT facilities, the gravity torque caused
by the misalignment between the Centre of Mass (CM) and Centre of Rotation (CR) of the platform
is the biggest disturbance torque and needs to be minimised. This can be done by acting on the
relative position between CR and CM through a balancing procedure. A coarse balancing can be
obtained by evenly distributing the platform components' mass while fine balancing is achieved
using sliding masses actuated by stepper motors in an automatic balancing procedure. The fine
balancing includes both a part of feedback control and a part of system identification and is
described in [9]. The Helmholtz cage is used to reproduce the magnetic field in LEO, where
satellites are often equipped with magnetic field sensors and magnetic actuation. A magnetorquer
and aclosed loop control system are used to accurately track adesired variable magnetic field. The
sun sensor consists of aLED lamp able to reproduce the visible part of the Sun emission spectrum.
The metrology system consists of a calibrated monocular system. Two ABT have been devel oped:
one for satellites with mass up to 4 kg and the other for satellites with mass up to 1 kg (see Figure
1). The latter has been upgraded to allow the housing of a CubeSat of 1U standard dimension
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(provided by the Polito) with a dedicated |ocking mechanism and to host new models of stepper

motors.

The facility of Turin has been used for initial basic tests and components implementation in the
ADCS mock-up. The PoliTo Clean Room, which is used in the assembly, integration, and
functional verification of CubeSats and products that require a controlled environment and special
cleanliness, was used in the integration process. The Clean Room is a secluded volume of 60 m®
and isa20 m?, equipped with appropriate equipment. It is suitable for hosting up to three operators
while maintaining an 1SO7 cleanliness grade. The vertical laminar flow bench is a carefully
enclosed cabinet designed to prevent contamination of any particle-sensitive product. Air isdrawn
through a HEPA filter and blown in a very smooth, laminar flow towards the user. The cabinet is
made of stainless steel and other special materials, with no gaps or joints where spores might
collect. The equipment is certified for a cleanliness level of 1SO5 (Class 100).

Figure 2: Polito clean room present in Turin

Once the interface with bologna had been studied, a preliminary identification of the possible tests
that could be carried out using the elements of the facility was made. An initial analysisidentified
the following testing activities as compliant with the available instrumentation:

1.

Verification of the interfaces of the basic board by Electrical Ground Support Equipment
(EGSE);

2. Verification of the interfaces of the ADCS board by EGSE;
3.

Verification of the correct functioning of the magnetic torquers by means of Helmholtz
Cage;

Verification of attitude maintenance downstream of the test facility'sintrinsic disturbances,
Verification of correct operation of the magnetometers by comparison with outputs
supplied by the IMU;

Verification of correct operation of the magnetometers by comparison with outputs
supplied by the visual camera;

Verification of correct direction of magnetometer dipole actuation;

Stabilisation tests downstream of random input around the friction-free axis determined by
the air bearing;

Verification of the correct operation of the sun sensors using visual camera and sun
simulator;
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10. Assuming the equatoria plane as the orbital plane, it is possible to test the maintenance of
nadir pointing by the actuators of the subsystem, without restrictions on the number of
orbits.

11. Once the testing activities were established, the development of the Polito testbed began.

The development process included two main aspects. mechanica interface development and
functional board development. For the mechanical interface, a universal and interchangeable
locking system was devel oped to keep the testbed within standardised dimensions for the CubeSat
format. Structural integrity was also taken into consideration, along with the weight of the
structure, which needed to be as low as possible. For the functional (base) board, a solution was
developed for power supply and data exchange with the subsystem (ADCS) board. A board was
designed with the required components for power supply, data communication and data
processing, including two batteries, a Raspberry PIO-W processor, a hardline connector, ADCs, 5
and 3.3 V regulator circuits, and a 32GB microSD memory. The chosen microprocessor was
equipped with a Wi-Fi communication capability, and four types of bus were used for data
transmission to the microprocessor. The ADCS board implements two single-axis control laws
under test: PD and Y -dot.

o
—

| o— | L
Pri-i=tpy |

Figure 3: OBC functional board schematic and PCB

Using a CAD software, a 3D model of the mechanical interface was created, which was designed
to contain the functional board and the subsystem board and 3D printed in PLA material. A mass
mock-up was assembled with the functional and ADCS board models for fine-tuning and
verification of correct functioning during balancing procedures in Bologna.
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Figure 4: 3D model of the mechanical interface of the mock up

The upgrade on the Unibo facility took into consideration different constraing/requirements:

e Possibility to host and fix a CubeSat with 1U form factor and mass up to 350 g
(specifications provided by Polito);

e Minimisation of the disturbance torques with particular attention to the gravity torque;

e Minimisation of the overall mass and dimensions to keep inertia characteristics as
similar as possible to the ones of the 1U CubeSat under test;

e Provide hosting for electronic equipment used by the ABS (includes stepper motors,
onboard microprocessor, IMU, other electronics and wiring).

The onboard el ectronics was mainly inherited from the existing platform while new stepper motors
with integrated linear guides have been used. The design phase included the exploration of
different possibilitiesfor hosting the CubeSat and components and meeting the other requirements.
After some iterations between the two teams a solution employing 3D printed L-shaped blocks
and pods was adopted as a mechanical interface between the Air Bearing Table and the CubeSat
(visiblein Figure 5). Although during the realisation of the CAD model we tried to be as accurate
as possible, the actual platform differed from the model for some aspects:
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e The plate was 2 mm thicker due to limited plate thickness options from the supplier, this
resulted in an increase in overall mass;
e The stepper motors and linear guides were 250 g heavier with respect to the massindicated
on the CAD model, this aso resulted in an increase in overall mass.
The increase in mass, located mainly above the CR, could have jeopardized the possibility of
perform the platform coarse balancing. The problem was solved by putting counterweights inside
the air bearing hollow. This solution, although not ideal since it increased the overall mass and
inertia, was preferred over others solutions being the most time effective one.

The components integration process involved both Unibo team and Polito team. Prior to the
integration, the stepper motors were tested at different motor stepped and acceleration. The goal
of the tests was the minimisation of the vibration due to motor resonance. Once all the electronic
components have been integrated on the platform, the automatic balancing system was tested.
This step required a considerable transfer of information from Unibo to Polito, for this reason
documentation explaining in detail the balancing process and best practice has been produced.
Thetest of the automatic balancing system showed that the disturbance torque acting on the new
platform after the balancing process is lower than 5x10-5 Nm. Figure 6 shows the results of the
testsin terms of residual torgque. Solutions for further improving this result are under study today.
An experimental campaign to test the Polito CubeSat Attitude Control System is foreseen for the
period of March 2023.

- —
Figure 5: Theair bearing table with the Polito mock-up mounted on it
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Figure 6: Result of the balancing process. From top to bottom: 1) angular momentum
evaluation fromfiltered angular velocity data; 2) angular momentum derivative; 3) estimated
residual torque
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Abstract. In thiswork an aternative beam finite element for rapid time-domain flutter analysis of
wings equipped with trailing edge control surfaces, generaly distributed along the span, is
presented. The aeroelastic beam finite element proposed is based on Euler-Bernoulli beam theory,
De St. Venant torsion theory and two-dimensional time-domain unsteady aerodynamics. The
developed finite element model is attractive for preliminary aero-servo-elastic analyses and flutter
suppression systems design purposes; moreover, the finite element matrices obtained could be
easily included in existing aeroelastic optimization codes that aready use beam modelling of
lifting structures to carry out aeroelastic tailoring studies.

Introduction

In modern design of wing structures energy and cost saving considerations have become more
important leading to the preference of lightweight structural configurations. Anyway, lightweight
structures suffer of susceptibility to aeroelastic instabilities. The simplest aeroelastic model that
can be used for preliminary aeroelastic analysis is the three degrees of freedom 3DOF model
proposed by Theodorsen that reduces the wing structure to its representative mean airfoil and
implements the structural stiffnesses by means of heave, torsional, and flap hinge springs [1].
Anyway, though the 3DOF system is representative of high aspect ratio HAR wings with full-span
trailing edge control surfaces, it is not best suited for aero-servo-elastic analysis of wings with
considerable variationsin stiffness and mass balance along the span or wings that presents locally
distributed control surfaces. Nowadaysthe most popular design and verification tool for aeroelastic
analysis of wing structures is the combination of the Finite Element Method FEM, used to model
the structural system, coupled with the Doublet Lattice Method DLM, used to mode the
aerodynamic system, and the connection between structure and aerodynamics is performed by
means of splines [2]. Unfortunately, this kind of aeroelastic model presents high computational
costs and it is better suitable for the verification phase of the project than for the preliminary
assessment phase of the design. A widely used method for preliminary aeroelastic analysis of
wings is based on the realization of equivalent beam models of the structure, that can be coupled
with different aerodynamic models such as the strip theory and the unsteady vortex | attice method.
In this work an aternative modelling approach based on an aeroelastic beam finite element
formulation is presented and used for preliminary aero-servo-elastic time domain analyses of
wings with trailing edge control surfaces. The equivalent beam modelling of the wing is based on
Euler-Bernoulli beam assumptions, De St. Venant torsion theory, and 2D unsteady aerodynamics.

Methods

The structural model considered in this work represents a cantilever wing with thin symmetric
airfail, straight elastic axis EA, and a trailing edge aileron-like control surface. The wing is
inextensible and with an infinite chordwise bending stiffness. The elastic axis of the wing lies on
the x axis, identifying the spanwise direction, while the cross section lies in the y-z plane, where

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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y and z are oriented in the positive flow and upwards directions, respectively. The aileron control
surface is hinged to the wing frame and connected to the actuators that provide a local stiffness
kqct, 1t is aso considered aerodynamically unbalanced; moreover, the aileron is considered
flexible in torsion and with elastic axis close enough to the hinge line such that they could be
considered coincident. The wing is modelled as a Euler-Bernoulli beam that aso behave in
accordance with De Saint Venant torsion theory and presents bending-torsion inertial coupling.
The structural degrees of freedom of the wing-stick model are the vertical displacement due to
bending w (positive upwards), the elastic torsional rotation ¢ around the el astic axis (positive nose-
up), and the control surface rotation & about its hinge (positive flap down). The wing's geometric
arameters of interest are givenin Fig. 1.

EA

- o e T T LT L . e

S -Lhard

Figure 1 - Wing schematic

The equations of motion of the wing are the ones of a beam with El bending stiffness and GJ
torsiona stiffness, while the torsional governing equation of the flap is the one of a beam with a
combined torsiond stiffness given by the sum of its elastic stiffness G¢/; and the hinge stiffness
K. The loads acting on the beam are given by the unsteady aerodynamic modelling provided by
Theodorsen for thin symmetric airfoils undergoing harmonic motion that are written in time
domain taking advantage of an indicial function approach [3]. The governing equations of thewing
can be written in compact form as [4]

[Ms + Moe: 1G() + [Cs + Coer 19(8) + [KsD? + K5 + Kaer 1q(2) = 0. (D

where q(t) =[w ¢ & Xx]T isthe generalized displacement vector, M and M, are the
structural and aerodynamics mass matrices, C; and C,o are the damping matrices, K, and K
are the stiffness matrices. Moreover, D? and K are the the differential operator that takes into
account the derivatives in x (the beam element axis) and the linear stiffness matrix taking into
account the actuator stiffness, respectively, that are defined as follows

. 02 9% 9 .
D = diag (,2—,=,0); Ks = diag (0,0,Ks,0). )
where
Ks = ks + KqctOF- (3)
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being ks the hinge stiffness per unit length and 6 an expression of the Dirac delta function
Op = 0q(x — lp — lgy) + 64(x — lp — 1) that identifies the actuators position along the aileron
span.

A third order Hermite interpolation function is introduced for the bending displacement w(x)
and alinear interpolation function is used for the others generalized displacements; thus, the beam
displacement interpolation can be written as

q(x) = N(x)A. (4)

where N(x) is the shape functions matrix and A = [w;, 0;, ¢, 6;, %, Wy, 0;, @j, 6;, %17 s
the generalized nodal displacement vector of the i — j beam finite element. The generalized
interpolation is then substituted into the governing equations and their weak form is introduced
obtaining the following compact form expression, where §=[Ww ¢ & x] is the virtua
displacement vector.

fL q[Ms + Maer]q(t)dx + fL ﬁ'[Cs + Caer]Q(t)dx + fL Zi[KsDz + Ks + Kaer]q(t)dx = 0.
©)

From the governing equations weak form the elemental mass, damping, and stiffness matrices
can be obtained and are defined as follows

M, = j N"[M; + M, |Ndx
L

C, = f NT[C, + C,,,]Ndx (6)

L
K., = | [(DN)TK D + N"Ks + N"K_,,]Ndx
L

Oncethe aeroel astic beam elemental matrices have been obtained the equivalent wing structural
model can be redlized in a finite element fashion assembling the matrices opportunely and
according with the structural discretization. In thisway the FEM governing equations are obtained
and read as

MGAG + CGAG + KGAG = 0. (7)

where the subscript G stands for “globa” (referring to the whole structure) and A is the
unknown displacements vector. Finaly, Eq. 6 can be cast in state-space form defining the dynamic
matrix of the system as follows

0 I

A= M7k, —Mgicg| ®)

Thus, the stability analysis of the wing stick model can be carried out studying the eigenvalues

of A for increasing speed values in order to identify the free-stream velocity for which the
eigenvalues real part becomes positive valued.

Results
Validation analyses have been carried out on both clean Goland wing model and its modified wing-
aileron configuration [5]. A preliminary convergence study has revealed that a subdivision of the
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wing span in ten aeroel astic beam elements was enough for the flutter analysis of the clean Goland
wing. Fig. 4 shows the Goland wing eigenvalues real part and frequency evolution with the
airstream speed at sealevel density, from which it can be seen that the classical coupling between
the first fundamenta bending and torsion modes is present for a flutter speed and frequency of
vy = 137.4m/s and wy = 11.2 Hz, respectively. These results are in good agreement with the
exact solution given by Goland and Luke and with other literature results that use similar
approaches, as shown in Table 1.

Table 1 - Goland wing flutter results comparison
REFERENCE MODELING APPROACH  v¢[m/s] %E(v;) wf[Hz] %E(w;)

GOLAND AND Analytical 137.25 - 11.25 -
LUKE [6]
PROPOSED Aeroelastic beam FE 137.40 0.1 11.10  1.33
APPROACH
[9] Euler —Bernoulli beam + Strip  137.01 0.2 11.14  0.99
theory (p-k method)
[7] Intrinsic beam + strip theory 135.60 1.2 11.17  0.07
[8] Slender beam+ modified strip  137.40 0.1 11.10  1.33
theory
[9] Thin walled beam + strip 137.40 0.1 11.04 1.86
theory

For further validation the so called "heavy" version of the Goland wing has been considered [10].
In detail a structural model made up from 2D shell elements that model a box structure of spars,
ribs and skin panels and 1D bar elements that model spars and ribs caps, has been implemented in
Patran/Nastran, while its equivalent beam model has been realized with the aeroelastic beam
approach here proposed. From the aerodynamic point of view, the heavy Goland wing structural
model redlized in Patran/Nastran has been completed with a DLM lifting surface with a
discretization of 75 panel spanwise and 30 panels chordwise that ensure convergence of flutter
results; thus, the structure/aerodynamics coupling has been provided by means of a Finite Plate
Spline FPS. From the analysis carried out in Nastran it has been noted that, at sealevel air density,
the heavy Goland wing also presents the bending torsion modes coupling at the flutter speed
vfC =119 m/s, shownin Fig.2.

Nastran

-

)

z -
Y
A

Figure 2 — Heavy Goland wing flutter mode wf'® = 2.6 Hz

Nastran
The aerodlastic analysis of the heavy Goland wing model has been then carried out with the
proposed aeroel astic beam approach considering a discretization of ten beam finite el ements and
the results obtained are shown in Fig. 3 where it can be seen that the predicter flutter boundary is
vf'% = 129 m/s and the flutter frequency is wf'® = 3 Hz. Due to strip theory assumptions the
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predicted flutter speed slightly overestimates the one computed with the more accurate DLM
model, but it is worth to be said that the aeroelastic beam approach has allowed to significantly
reduce the problem degrees of freedom with respect to the Nastran model. In fact, the Nastran
model has 4 896 DoF whileits equivalent stick model presents 40 DoF only.

0 20 40 60 80 100 120 140 160 180

0 20 40 60 80 100 120 140 160 180
v [m/s]

v [m/s]

a) Eigenvalues real part b) Eigenvalues imaginary part
Figure 3. Heavy Goland wing aeroelastic analysis results

Last, the validation for a wing-aileron configuration has been carried out considering the Goland
wing equipped with an aileron-type control surface extending from the 60% of the span to thewing
tip. The wing-aileron stick model has been implemented considering four aeroelastic beam
elements for the clean wing portion, where the flap degree of freedom has been suppressed, and
six elementsfor the wing portion equipped with the aileron. Flutter results, in terms of eigenvalues
real part and frequencies, are reported in Fig. 4 where it can be seen that, in accordance with
literature results [5], the instability arises for the first wing torsion mode at the flutter speed of
vy = 109.5 m/s and frequency of wy = 10.3 Hz.

B R g TS PP
— lmim am o will 4 [ bt g T
- == — r
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c) Eigenvalues real part d) Eigenvalues imaginary part
Figure 4. Goland wing aeroelastic analysis results
Conclusions

An alternative aeroel astic beam approach for time domain aeroelastic analysis of wing structures
has been presented in this work. The flexural-torsional equivalent beam model governing
eguations of a wing equipped with an aileron-like control surface have been used to compute the
finite element matrices by means of a weak formulation approach. Then, the obtained elemental
matrices have been implemented in abeam finite e ement code to realize the wing numerical model
and to carry out the stability analysis. Validation analyses have been carried out for clean wing
configurations and for a wing with a trailing edge control surface; a comparison of the results
obtained using the aeroel astic beam approach with literature and commercial code results has been
provided.
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Abstract. Theresearch program deals with fluid-structure interaction (FSI), achallenging field of
engineering, with a practical application on aerospace problems such as the flutter, an instability
problem due to aeroelastic excitations. The research goal is to find a suitable way to deal with
flutter in such away the two macro fields, fluid and structure, are modelled with mid to high-level
accuracy. Moreover, the creation of an interface could be useful to study other problems, such as
the cabin comfort for an aircraft. To do that, the research activity isfirstly split in two to study in
depth the structural and the fluid problem, then they are merged together through the interface
anaysis. the main problem is that each field has an own scale and the union of both requests a
suitable modelling and analysis. After a preliminary study on the state of the art of fluid-structure
interaction in literature, which forms the pillar of the research project, the structura field is
analysed first. The study of the structure system is carried out on the Carrera Unified Formulation
(CUF), which allows areduced degrees of freedom model with the same accuracy of the classical
Finite Element Method (FEM). Analysis on possi ble adaptive mesh methods is needed in order to
match the proper scale at interface with fluid dynamics system. This work could be a milestone
for future investigation in problems that need a mesh refinement, beyond the aeroelastic field.
Then, the fluid system is studied and analysed through the Navier-Stokes equations. In particular,
a Dual Time Stepping model for non-stationary Favre Average Navier-Stokes is used. More in
genera, considering different order of magnitude for the Reynold's number, three different
analysis could be done: Reynolds Average Navier-Stokes (RANS) for only large-scale eddies
resolved and other components modelled, Large Eddy Simulation (LES) which adds the resolution
of the flux of energy with respect to the previous simulation and Direct Numerical Simulation
(DNS) which resolves a so the dissipating eddies, so representing the best performing simulation
but with very high computational cost. Finally, acomplete simulation of fluid-structure interaction
is performed to find the flutter velocity and study the induced vibrations from turbulent boundary
layer to the aircraft cabin and/or to the rocket nose.

State of the art

The state of the art for an accurate fluid-structure interaction model is the following: considering
commercia codes and analysing the literature, there is alarge number of models where the fluid
part is accurate and studied in depth and the structural part is dealt in asimpler manner, or there
is a considerable number of models in which the situation is reversed, so the structural part is
deepened and the fluid part is approximated with less accuracy. The problem is not simple to
deal with, because different scales are involved and combining them is a challenging process, as
ell indicated in Fig. 1.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Fig. 1 —Fluid vs. Sructural modelling. Credits. CCTech®

In particular, several cases are present in the literature, distinguishing between the models used:
linear and non-linear. Among the former, we mention the Classical Aerodynamic Theory (CAT),
the Classical Hydrodynamic Stability Theory (CHST) [1], the Paralel Shear Flow with Dynamic
Inviscid Perturbation (PSF with DIP) [2] and the Time-Linearized General Anaysis (TLGA).
Regarding non-linear models, the Harmonic Equilibrium Method (HEM) [3] and the System
Identification Method (SIM) [4,5] are mentioned. These are added to the classic methods of
studying the modes of vibration of the structure in the presence of external forcesthat simulate the
effect of aerodynamic forces. What emergesfrom thisfirst researchisthat thereisatrend to widely
use Reduced Order Models (ROMS) [6] to create a compromise between the number of degrees of
freedom required by the fluid-structure interaction model and the available computational
resources.

Methods of analysis

To develop an accurate FSI model, the idea is to use the Carrera Unified Formulation for the
structural part and the Dual Time Stepping (DTS) model for non-stationary Favre Average Navier-
Stokes for the fluid part.

Structural modelling - CUF

The choice on the CUF for the structural part is driven by several advantages: in fact, this
formulation allows to describe the kinematic filed in unified manner, it allows to derive the
governing equations in compact way and it gives accurate results with alow number of Degrees
Of Freedom (DOFs). Let us consider a generic beam structure whose longitudinal axis, with
respect to a Cartesian coordinate system, lays on the coordinate y, being its cross-section defined
in the xz-plane. The displacement field of one-dimensional modelsin CUF framework is described
as a generic expansion of the generalized displacements (in the case of displacement-based
theories) by arbitrary functions of the cross-section coordinates:

u(x,y,z) = E(x,2)u.(y) t=1,..,.M (1)

whereu = {u,,u,,u,} isthevector of 3D displacementsand u, = {u,, Uy, Uz} isthe vector
of genera displacements, M is the number of terms in the expansion, T denotes summation and the
functions F,(x,z) define the 1D moded to be used. In the framework of plate theories, by
considering the mid-plane of the plate laying in the xy-plane, CUF can be formulated in an
anal ogous manner:

u(x,y,z) = E(2)u(x,y) t=1,..,.M (2

In the equation above, the generalized displacements are function of the mid-plane coordinates
of the plate and the expansion is conducted in the thickness direction z. The main advantage of
CUF isthat it alows to write the governing equations and the related finite element arrays in a
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compact and unified manner, which isformally an invariant with respect to the E; functions[7,8].
Let the 3D displacement vector be defined as:

Uy (x,y,2)
u(x,y,z) = uy(x'yJ Z)- (3)
u,(x,y,2)

According to classical elasticity, stress and strain tensors can be organized in six-term vectors
with no lack of generality. They read, respectively:

o’ = {Jyy Oxx Ozz Oxz Oyz ny} (4)

gl = {gyy Exx €2z Vxz Vyz ny} 5)

Regarding to this expression, the geometrical relations between strains and displacements with
the compact vectoria notation can be defined as:

£= Du (6)

where, in the case of small deformations and angles of rotations, D is the following linear
differential operator:

(7)

o gleglegls © o

S

I
Sle © ®le © %o o
FloRle o o o 2=

On the other hand, or isotropic materials the relation between stresses and strains is obtained
through the well-known Hooke' s law:

o= Ce 8
where C istheisotropic stiffness matrix:

[Coz Cp1 Gz O 0
€ G Gz O 0
Cz Ciz C33 O 0
0 0 0 GCsis5 O
0 0 0 0 Cyq
[ 0 0 0 0 0 Cg6l

(9)

S O O OO

The coefficients of the stiffness matrix depend only on the Y oung’ s modulus, E, and the Poisson
ratio, v, and they are:

221



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 219-225 https://doi.org/10.21741/9781644902677-32
_ _ _ 1-v)E
C1= 2= G = i a
VE
€1 = Ci3= Cp3= ——— (10)

(1+v)(1-2v)
E
2(1+v)

Caq = Cs5 = Cop =

In the case of 1D models, the discretization along the longitudinal axis of the beam is made by
means of the finite element method. The generalized displacements are in this way described as
functions of the unknown nodal vector, q.;, and the 1D shape functions, N;(y):

u‘r(y) = Ni(y)qri i=1 .., Nem (11)

where n. ., isthe number of nodes per element and the unknown nodal vector is defined as:

qri = {qun- Quy,; quzﬂ-}T (12)

Similarly, the FEM discretization of generalized displacements on the mid-surface of the plate
can be written as follows:

u‘r(x'y) = Ni(xiy)q‘ri i = 1) o Nelem (13)

where 2D shape functions N;(x, y) are employed. Different sets of polynomials can be used to
define FEM elements. Lagrange interpolating polynomias have been chosen in this work to
generate both one-dimensional and two-dimensional elements. For the sake of brevity, their
expression isnot provided, but it can befound in the book by Carreraet. a [7], in which two-nodes
(B2), three-nodes (B3) and four-nodes (B4) beam el ements and four-nodes (Q4), nine-nodes (Q9)
and sixteen-nodes (Q16) plate elements are described. By combining the FEM approximation with
the kinematic assumptions of the Carrera Unified Formulation, the 3D displacement field can be
written as:

u = EN;qq i=1,..,Nem (14)

where the functions E; and N; are defined according to the type of element (beam or plate). Note
that in Eqg. 14 the shape functions N; and the expanding functions F, are independent. A novel
approach [9] is introduced considering a coupling by relating the expanding functions F;, to the
shape functions N; by means of the following formalism:

u = F/N;qy (15)

Thedifference of Eq. 15 from Eq. 14 isthe additional superscript i of N;, which isnow an index
also of the function E;. This definition introduces the dependency of the kinematic assumptions to
the FE nodes, namely the Node-Dependent Kinematics (NDK) [10].

Fluid modelling - DTS

The choice on the DTS for non-stationary Favre Average Navier-Stokes for the fluid part isdriven
by the following considerations. The DTS scheme is similar to the approximate-Newton method,
but has an additional sink term that can be controlled to optimize convergence. In fact, theiterative
method is treated as a time-marching method based on a pseudo-time, and in this formulation, the
physical-time derivative becomes a sink in the pseudo-time frame. The total system can be viewed
as a steady-state calculation with a sink term dependent on the physical-time step. For large
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physical-time steps, the sink term is small, the problem behaves like a steady-state problem and
the Courant-Friedrichs-Lewy number based on the pseudo-time step (pseudo-CFL) should be set
corresponding to the steady-state optimal values. For small time steps, the problem is sink
dominated and the pseudo-CFL can be increased. Unlike the physical-time step, the pseudo-time
step can be set localy depending on the local flow conditions and physical-time steps. The
Reynolds Averaged Navier-Stokes (RANS) equations, in terms of Favre mass-averaged quantities,
using the k — w turbulence model, in a Cartesian coordinate system can be rewritten:

ap 7] _
P a—x].(/)uj) =0 (16)
Wpw) , 9 ¢ N _ _ 9pc, O%ji
TR (pwu;) = ot o (17)
a(pH-
—(pat pe) (pu]H) = [u G+ (u+ o Mt) - q}'] (18)
a(pk
(;t ) 4+ —(pu]k) = Sk +—[(Il + 0o llt) (19)
a(pw) + —(pu]w) =S, +—[(# + Ullt)—] (20)
where
H=h+%(u2+v2+wz)+§k (21)
2 2 2k ~
pt=p+§pk= pRT+§pk= p(R+§)= PRT (22)
A 0 i *
Sk = tji 5, — B pwk (23)
]
Sy = pa— ‘L']l — Bpw? (24)

and ;; indicate the sum of the molecular and Reynolds stress tensor components:

6ul ouj  20uy

T = (u +Ht)[ t o550, 0 _gpk&'j (25)

Ox; 3 0xp

The heat flux vector components q; are rewritten as:

4=~ (o + i) o %0

Pre/ Ox;j

where Pr; is the turbulent Prandtl number.

Innovation and significant results

In the first part of the PhD programme, the focus was on the structural modelling. In particular,
the NDK approach was exploited to investigate the behaviour of simple geometries through static
and dynamic analyses. These analyses are conducted using an academic code. Through the Node-
Dependent Kinematic approach, a combination between mono- and bi-dimensional €l ements was
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possible, obtaining a complete 3D field of displacements. The investigation highlighted the
possibility to use adapted elements (see Fig. 3) to obtain adaptive meshing (see Fig. 2).

® @ @

® L

@ @ @
Fig. 2 — Adaptive meshing Fig. 3— Adapted elements

Note that in Fig. 2 is possible to connect elements with different number of nodes using a
combination of 1D and 2D elements, exploiting the CUF. Moreover, in Fig. 3 is highlighted the
fact that the 3D element can be distorted, maintaining adifferent discretization along the thickness.
Several benchmark problems are tested using these elements, showing results in accordance with
those tabulated in literature or obtained with commercial codes (Patran/Nastran®). These are
important achievements considering that the fluid-structure interface have to connect afiner mesh
for fluid analysis with a coarse one for structural analysis (adaptive mesh), also in region with
complicated geometries (adapted and distorted elements) [11].

Some important results are obtained considering a square plate with a concentrated load in the
middle and a Razzague's skew plate with a set of concentrated loads at the mid-line of the top
surface. In Fig. 4 is reported an example of mesh and in Fig. 5 is shown a magnification of an
element between two zones with different number of nodes.

Fig. 4 — Sguare plate Fig. 5— Adapted 1D element

The analysis with the reduced mesh allows to save DOFs:

Table 1 — Comparison between DOFs of full and reduced mesh

Square Plate Razzague's Plate
DOFs Full: 11532 DOFs Full: 7500
DOFs Reduced: 6600 DOFs Reduced: 4593
Saving: 42.77% Saving: 38.76%

Moreover, different distorted meshes are analysed and compared in terms of displacements and
frequencies, as shown in Fig. 6.
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Fig. 6 — Different configurations of distorted meshes

In all the cases considered, the percentage errors are below the 1% amost always. The next
steps are to implement the information exchange between the fluid part and the structural part.

Conclusion

In conclusion, the work done by far has demonstrated the potentiality of the method and represents
an important milestone for the achievement of the final target: the devel opment of accurate fluid-
structure interaction models for aerospace problems.
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Abstract. The utilization of a fracture energy regularization technique, based on the crack band
model, can effectively resolve the issue of mesh-size dependency in the finite element modelling
of quasi-brittle structures. However, achieving accurate results requires proper estimation of the
characteristic element length in the finite element method. This study presents practical calculation
methods for the characteristic element length, particularly for higher-order finite el ements based
on the Carrera Unified Formulation (CUF). Additionally, a modified Mazars damage model that
incorporates fracture energy regularization is employed for damage analysis in quasi-brittle
materias. An experimental benchmark is adopted then for validation, and the result shows that the
proposed methods ensure accurate regul ari zation of fracture energy and provide mesh-independent
structural behaviors.

Introduction

Higher-order beam finite element method based on Carrera unified formulation (CUF) [1] allows
for one-dimensional analysis along the beam direction, with three-dimensional results obtained by
expanding the cross-section using different polynomials such as Taylor [2] and Lagrange [3, 4].
The Lagrange expansion is a popular choice for many engineering analyses due to its ability to fit
well with arbitrary cross-sections. However, when considering the strain-softening behavior of
guasi-brittle materials, where stress decreases as strain increases, achieving mesh objectivity inthe
numerical results poses a significant challenge in finite element analyses.

The objectivity of numerical resultsin the framework of continuum mechanics can be restored
by various regularization methods, such as integral-type or gradient-type nonlocal models [5, 6],
viscous or rate-dependent methods [7], and the crack band approach [8] (or fracture energy
regularization method). Among them, the crack band approach is a popular analytical tool due to
its simplicity and efficiency. It can give mesh-independent finite element (FE) results by
regularizing the softening curves of Gaussian points according to the crack bandwidth during
calculation. Therefore, the key parameter in this method is the crack bandwidth (or characteristic
element length).

The crack bandwidth isinfluenced by many characteristics of finite elements such as the shape,
the order, the dimension, the interpolation function and scheme, and so on [9]. Over the past
decades, severa estimations for crack bandwidth have been proposed and can be categorized into
three groups: (1) methods based on the square root of the el ement area or cubic root of the element
volume [10]; (2) projection methods or methods proposed by Govindjee [11]; and (3) methods
proposed based on Oliver [12]. However, al the above methods are applicable to two-dimensional
or linear elements, which is not suitable for higher-order finite elements. Some researchers have
made many modifications based on the previous three methods such as adding influencing factors
to consider the element order [13, 14], which will aso inspirethiswork. In thiswork, two methods
will be proposed and discussed by comparing results from a numerical benchmark.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Finite elements based on CUF

Thiswork is based on the higher-order beam theories within the framework of CUF, as described
in[1]. To maintain brevity and simplicity, only the essential framework is presented here. The 1D
unified formulation can be expressed as follows:

Il
=
N

ulx,y,z) =F(,z2)u(y), t=12,.... ,M @
where y is set as the axial direction; (x, z) creates the cross-section plane; F,(x, z) varies within
the cross-section; u.(y) is the generalized displacement vector; t represents the summation; M
stands for the number of termsin the expansion.

In this work, Lagrange-like polynomials are adopted as cross-section expanding functions F;,
which is known as the Lagrange expansion (LE). The quadrilateral element with different orders
such as four-node bilinear (L4), nine-node quadratic (L9) and sixteen-node cubic (L16) is mainly
utilized. As an illustration, the interpolation function for L4 is shown as an example:

F=2(1+7mm)(1+ss,), T= 1234 (2)

where (r, s) are natural coordinates that vary from -1to 1 and r, and s, are the actual coordinates.

The classical beam shape functions can be adopted to approximate the generalized displacement
field u, and Eq. 1 can be rewritten as:

u(x,y,z) =F.(x,z)NN(O)u,, i=12,.... ,Nyg 3

where N; is the shape functions of classical beam elements including two nodes (B2), three nodes
(B3), and four nodes (B4) for choice; Ny is the number of nodes per element; u,; is the nodal
displacement vector.

Modified M azar s damage model
Mazars [15] proposed a simple isotropic damage model considering a scalar damage variable
which can be written as:

6 = (1—-d)Eye 4
where ¢ and € represent stress and strain, respectively; Eg is the stiffness matrix of undamaged

materia; d isthe damage variable.

More details on modified Mazars damage models can be found in [16]. For explaining fracture
energy regularization, the tensile damage evolution law is presented here:

& Edo—K .
1—Lexp (L) if K < €pres
Kt ftu—E&do (5)
if Kt > Egpes

de =

PtXEdo
1 — = av
Kt

where g4, is the maximum strain of elastic period; x; is ainternal variable for loading function
which is the equivalent strain in Mazars damage model; p; is defined as the ratio between the
residual tensile stress and uniaxia tensile strength which ensures the damage isinfinitely closeto
1.0 but not equals 1.0; &, IS the residual strain corresponding to the residual stress; ¢, is the
equivaent ultimate strain for bilinear softening, which is relevant to the constitutive law.
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The fracture energy regularization technique is employed for controlling the slope of the
softening diagram which is related to &;,,. It can be realized by the following equation:

L= feom(Eou = £a0) (6)

where G isthefracture energy of the materid; f,.., isthetensilestrength; [ isthe crack bandwidth
or characteristic element length.

Crack bandwidths estimation

The first method developed for higher-order finite e ements was proposed in [10], which is based
on the cubic root of the element volume. The volume consists of one beam element and one
Lagrange element, as shown in Fig. 1 for further clarification. The element volume is the product
of beam element length [, and Lagrange element area A,., and can be divided into smaller elements
based on the order of the beam and Lagrange elements. In Fig. 1, the element volume is divided
into eight smaller elements, and the crack bandwidth can be estimated by taking the cubic root of
the smaller volume. Therefore, the crack bandwidth can be estimated using the following equation:

b = ™

m—l)ZX(NNE—l)

However, this method requires that the smaller volume shown in Fig. 1 should be cubical.
Therefore, the following equation should be approximately satisfied:

N

8
le Nyg—-1 (8)
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Figure 1. Description of method 1

The other method is inspired by [9, 13] which reported that strain localization with softening
only occurs on some Gaussian points within asingle higher-order element, rather than all of them.
This phenomenon is attributed to the influence of the element order. The method estimates the
crack bandwidths as follows:

lpz = lg Xa (9)

where [ is the estimated length from [11] and « can be considered as a correction factor for the
strain localization.

For aclear explanation, Fig. 2 illustratesthe cal culation process after assembling acube el ement
and conducting a 3D Govindjee's projection. Then the Gaussian points are divided into three
layers, asL9isadopted, with 9 Gaussian pointsin each layer dueto the use of B3. In thefirst layer,
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two-thirds of the Gaussian points undergo softening, suggesting a value of « as 13/18. In the
second layer, al Gaussian points undergo softening, so « is 1.0. In the third layer, all Gaussian
points are still in elastic linear period and no damage is detected. It is worth noting that the
suggested value of a isfrom[9, 13], which is actually from the weight ratio of softening Gaussian
points to al Gaussian points on one element. But in this CUF based higher-order beam elements,
a is suggested as the weight ratio of softening Gaussian points to all Gaussian points on one
specific layer, illustrating « is not aways the same for all Gaussian points in this higher-order

beam theory.
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Figure 2. Description of method 2

Numerical examples

The present study utilizes the Hassanzadeh test [17], which is a benchmark direct tension test for
guasi-brittle materials, to compare and validate proposed methods. Fig. 3 shows the dimension of
acube samplewith four edges notched in the middie. The bottom isfixed and atension isimposed
on the top via displacement control. The material is concrete, with an elastic modulus of 36 GPa,
atensile strength of 3.5 MPa, and a Poisson'sratio of 0.2.
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Figure 3. Information of test sample (unit: mm): (a) Front view, (b) Top view, and (c)
Assignment of beam elements

Figure. 3(c) illustrates the assignment of beam elements, which are used in the present study.
Various numbers and orders of beam elements are considered, as shown in Table 1. The
configuration of Lagrange elements for all models will be consistent, using L9 elements with the
same size.

Table 1. Model information

Mode No. Modell Model2 Model3 Model4 Model5 Modd 6

Beam Configuration 1B2+4B2 2B2+4B2 1B3+4B3 2B3+4B3 1B4+2B4 2B4+2B4

Total DoFs 6498 6681 11193 11919 9390 10479

All load-displacement curves of different models obtained from different methods are plotted
in Fig. 4. When two beam elements are adopted in the middle notch, Method 1 fails to provide
results due to non-convergence. Additionally, when B4 elements are adopted, the peak load and
softening part of the curve are both lower than other models, suggesting that Method 1 is unable
to regularise the fracture energy because Eq. 8 is not satisfied. From Fig. 4(b), Method 2 provides
great resultsthat all models producing similar curves except for Model 6 which hasadlightly lower
curve. This indicates Method 2 provides a reliable estimation of crack bandwidths, successfully
preserving the fracture energy.

The damage distribution of all models obtained using different methods are shown in Fig. 5.
For modelswith Method 1, the damage distributions that limited to the notched part are reasonabl e.
However, when B3 or B4 elements are adopted for Method 2, some issues arise, resulting in the
fracture area extending beyond the middle notched part. Nevertheless, the damage intensity is not
too significant.
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Figure 5: Damage distribution of different models from different methods

Conclusions
This work shows the damage analysis of quasi-brittle materials using CUF-based higher-order

finite elements. A modified Mazars damage model with fracture energy regularization is utilized.
Two methods are proposed for estimating the crack bandwidths or characteristic element length,
which is a crucial parameter for fracture energy regularization in higher-order beam elements.
While Method 2 yielded the best performance in the previous anaysis, both methods provide
objective structural behaviors that are mesh independent and can help preserve fracture energy to

some extent.
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Abstract. In this work, a Ritz formulation for the analysis of damage initiation and evolution in
composite plates under progressiveloading is presented. The proposed model assumes afirst order
shear deformation theory and considers geometric non-linearities through the von Karman
assumptions. The damage is modelled through Continuum Damage Mechanics. A set of resultsis
presented to show the potential of the method and highlight someissuesto be addressed by suitable
developments of the method.

Introduction

Composite materials are widely used in several engineering fields such as automotive, naval, and
aerospace, due to their superior strength-to-weight ratio and other desirable properties. To further
enhance their performance, new manufacturing techniques have been developed, including
automated fiber placement and additive manufacturing, which have enabled the design of
composite structures with variable fiber angle placement, known as variable angle tow (VAT)
laminates. These composites offer numerous advantages and have been extensively studied [1,2].

Due to the wider design space enabled by such innovative manufacturing methods, thereis the
need, by designers and engineers, of modeling and developing computational tools capable of
predicting the structural behavior of components with a satisfactory level of accuracy, including
the prediction of their damaging and failure modes. Modeling progressive damage in composite
materias is challenging due to the different damage mechanisms that may arise. Damage can be
modeled at different scales, from the micro- to macro-scale, depending on the idealization's scale.
For example, at the micromechanical level, representative volume elements (RVES) are used to
represent damage in the form of matrix softening or fiber breaking [3]. Instead, at the macro-scale
level, damage is often modeled as a hard discontinuity.

Continuum Damage Mechanics (CDM) is one of the most popular frameworks used to handle
the damage process at the meso-scalelevel, whereindividual plies are represented as homogenous.
CDM models are based on the works of Matzenmiller and Ladeveze [4,5] among others, which
describe degradation as a progressive loss of materia stiffness. Several models have been
developed and used in finite element (FE) approaches within the CDM framework [6,7]. In
addition to FE-based analysis methods, single domain meshless approaches, such as the Ritz
method, have been shown to be competitive, especialy when dealing with smeared damaged zones
[8].

However, in some cases, damage tends to localize in a narrow band due to loading conditions
or initial imperfections [9,10]. This phenomenon can cause the numerical model to suffer from
spurious effects when reconstructing the damage state, known as the Gibbs effect, which leads

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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towards a non-physical response. Thus, designers and engineers must carefully consider the
limitations of different modeling and computational tools when predicting the structural behavior
of composite materials and components.

This work aims at developing an adaptive multi-domain Ritz method to avoid spurious
numerical effects and maintain the advantages of the Ritz method in terms of reducing the degree
of freedom compared to FE models, while still achieving objective physical response.

Despite the benefits granted by the Ritz method, there are only few works in the literature
addressing damage initiation and evolution using the Ritz approach. Few works address the topic
[11,12], where the damage models are often overly simplified and offer an on/off representation
of damage, more suitable for identifying damage initiation than damage evolution, which tend to
be excessively conservative. These considerations highlight the novelty of the proposed method.

Methods

In the present formulation, the kinematic is based on the First order Shear Deformation Theory
with von Karman assumptions accounting for geometric non-linearities. Following a CDM
approach, the onset of the damage is predicted using the Hashin’s criteria [13] and four damage
indices are computed and used for the degradation of the constitutive relations at the ply level, in
fiber and matrix directions, both for tension and compression. The evolution of damage is based
on alinear softening law, as shown in Fig. 1, and it is assessed by means of equivaent strains.

Oeg

O',_,q

0 f e
Ceq €

Figure 1. Linear strain softening constitutive law.

To ensure consi stent energy dissipation with respect to the Ritz kinemati c approximation during
the failure process, a smeared approach is adopted by distributing the fracture energy over an area
associated with the gauss points used in the numerical integration [14]. Referring to Fig. 1, the
fracture energy dissipated per unit area can be computed as

f
w re 1
Ge = [, J % 0cq deeq dx = WEO'queécq, (1)

where w is the square root of the area associated with a generic gauss point. Using orthogonal
polynomials for the approximation of the primary variables [15] and applying the principle of the
minimum potential energy, the governing equation can be written as,

(Ky+K,+K,+K,+K, +R)X=F,+F, (2)

where, X isthevector collecting the unknown Ritz coefficients, K, K, K,, K, K, arethe stiffness
matrices of the problem, where the subscripts 1 and 2 refer to the geometric non-linear terms, and
the over-bar refers to prescribed initial imperfections. Furthermore, in Eq. (2) R is the penalty
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matrix related to the enforcement of the BCs thorough a penalty approach and the vectors Fj, and
F; collect the discrete terms associated with the external loads. To solve the non-linear problem
given in Eq.(2) the incremental form of the governing equation may be expressed as

RAX + A[(K? + K¢)X]| = AF, + AF,. (3)

where, K9 and K¢ are the tangent stiffness matrix contributions related to geometric non-
linearities and initial imperfections as well as the damage evolution, respectively. The developed
semi-analytical model has been implemented in an efficient analysis tool, where EQ.(2) is solved
through the Newton-Raphson numerical scheme.

To a better understanding of the matrices appearing in Egs. (2) and (3) the reader is referred to
Ref. [8].

Some remarks on the adaptive multi-domain approach are worthwhile [16]. The onset of the
damage is monitored at specific sampling points corresponding to the domain integration points.
When damage initiation is triggered, the adaptive multi-domain is activated to refine the
discretization in the vicinity of the damaged zone. This refinement allows to represent the global
response of the structure, in terms of strains, as a piecewise continuous function removing the
Gibbs effect arising in single domain discretization. Some tests regarding the suppression of the
Gibbs effect are presented in the next section.

Results
To assessthe capability offered by the devel oped analysistool, some preliminary results are herein
reported and discussed.

Fig. 2 shows the obtained post-buckling results of different ssimply supported VAT composite
plates subjected to compressive in-plane loading, using a single domain approach. The applied
load and out-of-plane displacement are normalized with respect to the critical buckling load of a
guasi-isotropic layup and the plate thickness, respectively. These results show that, for the layups
considered, the laminate achieving the greatest buckling load is also the one that fails at the lowest
out-of-plane displacement. This shows an example on how the developed tool may be used to
efficiently investigate damage characteristics of VAT laminates and find trade-off design
solutions.
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Figure 2. Post-buckling result for different VAT laminates under compression loading.

After considering a test case where the damage is distributed over a well-defined area, some
tests of damage localization are reported, to assess the occurrence of the Gibbs phenomenon. To
illustrate the problem, arectangular unidirectional composite plate subjected to uniaxial tensionis

235



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 233-238 https://doi.org/10.21741/9781644902677-34

considered, Fig. 3. Moreover, anarrow band of material along the x, axis has strength lower than
the rest of the bar, in order to artificially induce the onset of the damage.

Figure 3. Schematic representation of rectangular plate under uniaxial tension.

Fig. 4 shows the contour plot of the damage state in fiber direction of the plate obtained with
four different polynomial expansions, where the emergence of the Gibbs phenomenon is clearly

highlighted.
. I I .-]

13
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Figure 4. Gibbs effect on damage contour plots of the plate under uniaxial tension.

To address this issue, a possible approach involves discretizing the entire domain using a finer
multi-patch representation, which is employed in this study, after having considered aso
aternative ideas, e.g. the use of filters to smooth out the Gibbs ripples.

Figs. (5a—) show three different multi-domain discretization of the plate subjected to uniaxial
tension. The generalized displacement of the patchesin the narrow band, where the damage spread,
are approximated using first order polynomials, whilst in the bigger patch a higher number of
polynomia degree is maintained to avoid losing accuracy. The corresponding damage plots are
reported in Figs. (5d-f), whereit is shown how the Gibbs effect is completely removed. Moreover,
Fig. 5(g) shows the results in term of force-vs-displacements, which confirms the independence
from the level of discretization used, i.e. the objectivity of the response.

Finally, the solution of the present method is compared with FE results obtained with the
ABAQUS built-in CDM model, Fig. (5h). The results comparison shows excellent agreement with
established FE analysis methods, with the great advantage of a noticeable reduction of
computational effort in terms of degrees of freedom.

Conclusions
In this work, a Ritz approach for the analysis of progressive failure of composite plates has been
developed.
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The present study adopts the first order shear deformation theory with non-linear von Karman
strains assumptions for representing geometrically non-linear deformations and Continuum
Damage M echanics framework for capturing the initiation and evolution of damage. The method,
its capabilities and limits have been presented and discussed. A multi-domain approach has been
seen as a good candidate for removing the Gibbs effect that arises when the damage tends to
localize in narrows band in single domain discretization.

The developed analysis tool may be useful for identifying the operational limits and providing
valuable insights to the designer for the analysis of VAT layups that, with standard FE anaysis,
require a high number of elementsto properly describe the fiber angle variation of aVAT lamina

IE | o

&l [4i3] 1]

()

!"‘1\' «— Ritz SEAB = Ritz SEEE
" &Rz SE4E "'-.‘ ' Ahagus
am| | \- Rilz IE2B 20| “
ok . 1
: | w
L = ]
= - & -

o | i L]

Figure 5. (a)-(c) Multi-patch discretization used. (d)-(f) damage plot of each discretization. (g)
Comparison of result for different discretizations. (h) Comparison of results with Abaqus.
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Abstract. This paper presents the development of software to integrate autonomous Guidance,
Navigation, and Control algorithms and perform Hardware-In-the-Loop testing in the EXTREMA
Simulation Hub facility to leverage the technology for self-driving deep-space CubeSats. Firstly,
the design drivers are derived, and a multi-layered modular architecture for real-time execution is
justified accordingly. Moreover, the combination of software and target computing hardware is
identified by presenting the adoption of a board that satisfactorily represents the limited
computational power typical of CubeSats and drawing the path towards reconfigurable computing.

I ntroduction

At the present time, the space sector is thriving, and in the next future an important growth in the
number of space missionsis forecasted [1]. CubeSats participate as one of the major actorsin this
trend, thanks to their concept that inferences cost-effective and relatively fast access to space.
Moreover, the combination of these features with the recent advancements in on-board technol ogy
have pushed the adoption of CubeSats also in deep-space missions [2].

However, the classical paradigm for which missions strongly rely on ground-based operations
could halter this course. The reliability that ground support guarantees comes at the price of high
costs that usually characterize a big portion of the total budget required to design, launch, and
operate a mission. Moreover, the high distances characterizing interplanetary scenarios and a
forecasted growth of missions data rates ask for large ground antennas, but nowadays the NASA
Deep Space Network (DSN) and the ESA Estrack stations are the only ones able to provide
performant enough equipment to satisfy these requirements[3]. The result could be a saturation of
the existing stations. Finally, another issue is represented by the complexity of robotic operations
required for the probe: as that is increasing, the need for real-time commanding becomes
paramount.

EXTREMA (Engineering Extremely Rare Events in Astrodynamics for Deep-Space Missions
in Autonomy) challenges the current paradigm by enabling self-driving interplanetary spacecraft.
Deep-space Guidance, Navigation, and Control (GNC) applied in a complex scenario is the core
subject of EXTREMA. EXTREMA finds its foundations on three pillars. Pillar 1 regards
autonomous navigation. Pillar 2 concerns autonomous guidance and control. Pillar 3 deals with
autonomous ballistic capture. The project has been awarded a European Research Council (ERC)
Consolidator Grant in 2019.

The product of each Pillar targets the integration in the EXTREMA Simulation Hub (ESH), a
Hardware-In-the-Loop (HIL) facility that enables testing to verify and validate autonomous
Guidance, Navigation and Control (GNC) algorithms and architectures [4].

The HIL simulations framework is composed of three main elements. Realistic Experimental
faciliTy for vision-based NAvigation (RETINA) [5], EXTREMA THruster In the Loop

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Experiment (ETHILE) [6], and Spacecraf T Attitude Simulation System (STASIS) [7]. Findly,
SPESI oversees the process since it simulates the space dynamics and environment [8].

Moreover, al those systems interface with the EXTREMA flat-sat that reproduces the
autonomous spacecraft functionalities. The flat-sat On-Board Computer (OBC) is its computing
core and dwells in the STASIS air-bearing platform, which simulates the probe's attitude
dynamics. The whole simulation framework is reported in Figure 1.

BPES

Fralaan ETHILE

Figure 1. ESH functional breakdown structure including the flat-sat
[4,5,6].

The research work focuses on the development of the OBC of the EXTREMA ESH flat-sat to
enable closed-loop HIL testing for autonomous GNC algorithms. Therefore, thefollowing research
guestion is shaped:

Which combination of embedded software and hardware architecture is effective in managing
the execution of autonomous guidance, navigation, and control agorithms in a Hardware-1n-the-
Loop facility?

M ethodology

The approach followed to develop the flat-sat OBC software is the use of C++ as the main
programming language because it offers adeeper level of optimization, and portability to different
processor architectures, and it is object-oriented, which makes the code portable, reusable, and
flexible.

On the other hand, abranched line of development of the software with Rust isforeseen because
even if the latter language is still quite limited in libraries due to its relatively new introduction, it
has interesting features for embedded programming such as direct control over running time and
memory usage [9].

Furthermore, Figure 2 illustrates the workflow followed to develop the flat-sat OBC,
highlighting the verification and validation sides.

The process started with the reception of the requirements from the EXTREMA Pillars and the
simulation environment to translate them into the architecture design. Three main requirements
were identified considering the ssimulation objectives of the ESH: software modularity, event-
driven state change, and real-time task execution [4].
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Figure 2: Flat-sat OBC devel opment wor kflow.

Modularity. It guarantees an agile development of the different modules and an eased
integration into the OBC. As the Pillar algorithms are designed using MATLAB and undergo
continuous modifications and improvements, the MATLAB Coder is used to generate the C/C++
libraries required for their integration into the core software. The latter is based on wrappers and
linking interfaces.

Event-Driven. The autonomy of the GNC algorithms has to be coordinated at the system-level.
For instance, ESA definitions of execution autonomy are considered. The current trend isto target
levels E3 and E4 which foresee event-based autonomous operations, execution of on-board
operations control procedures, and goal-oriented mission re-planning’. Considering this
framework, processes execution based on events moves towards these directions.

Real-Time. The simulation must happen in rea-time as the software Pillar units are
characterized by hard time constraints [ 7], therefore the solution identified was the adoption of a
Real-Time Operating System (RTOS) as the operative system on top of which the flight hardware
runs [10].

The second step aimed to trandate the requirements into the software architecture. From
literature, different architectures have been evaluated, such as MEXEC [11], FRESCO [12],
Basilisk [13], and SAVOIR Onboard Software Reference Architecture (OSRA)?.

The comparison is synthesized into the architecture reported in Figure 3, which conceives three
layers. Middleware, Application and Hardware Driver.

1 ECSS-E-ST-70-11C Space Segment Operability
2 OSRA Onboard Software Reference Architecture
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Figure 3: Flat-sat OBC software architecture.

Middleware layer. It is an abstraction layer that hosts the Planner, generating what procedures
the spacecraft shall follow and holding its state. Thisis again beneficial for spacecraft autonomy
and can be based on plans generated by a decision-making process or time-scheduled [14].
Conseguentialy, the plan is sent to the Event Handler, which processes the events associated with
it and matches them with the corresponding tasks. Also, the Modulesin the Application Layer can
generate events, and the samelogicisapplied. The Event Handler is also responsiblefor generating
a state transition condition to be sent to the planner. Furthermore, the scheduler receives the tasks
to be executed from the Event Handler and adds them to a priority-dependent row of processes. A
demonstrative scheme of a sequence of actions performed in the middleware layer is reported in
Figure 4 where the change of state in the Planner istriggered by the event handled.
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Figure 4: Demonstrative example of the functioning of the Middleware
Layer.

Application layer. The application layer collects al the modules developed within the
EXTREMA Pillars, aswell asthe ADCS agorithms. Moreover, specific manually coded wrappers
and binding functions are also included in this layer.

Hardwaredriver layer. Thislast layer hoststhedrivers/interfacesto communicate with the ESH
hardware units to send commands and recelve data such as hardware state or physical
measurements if available from the sensing units.

Once the software core is prototyped, the following steps focus on the development of the
remaining software modules and the deployment of the target hardware.

The process moved on to the coding of the required atomic modules of the application layer,
together with the agents of the middleware layer. Object-oriented programming is widely used to
define the agents and their methods. The execution policy grows as the integration of the functions
goes on. The autocoded GNC modul es undergo software unit teststo ensure the proper functioning
and then communicate with the software middleware through wrappers that allow to eventually
convert Coder’ s data types into standard C++ ones.

At this point the software is deployed on atarget embedded hardware that has limited resources
and is representative of a real on-board computer. For this purpose, a Raspberry Pi 4 Model B
aided with an external Real-Time Clock (RTC) is used because it offers arelatively low-cost and
awidely supported hardware. The clock is synchronized at the beginning of each simulation by
communicating with SPESI such that initial time synchronization between the environment model
and the spacecraft is achieved. The deployment of codes to the board is achieved in two principa
ways, targeting the Linux-based operating system installed: direct compilation on the board
connected through an SSH tunnel to the host computer and cross-compilation with atoolchain.
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The Raspberry Pi 4B board model preliminary considered has a quad-core ARM processor
clocking at 1.5GHz and 4Gb of RAM. These characteristics, as well as the power absorbed, are
not typical for real CubeSat hardware which at the current state of the art has processor clock
frequencies up to hundreds of MHz and can rely on low-power computing hardware [15].

Considering these limited on-board resources, having flexible and power-efficient hardware
and performant software would be beneficial but hard to achieve with an independent design of
the two. Hence, making the computer architecture reconfigurable, that is, rearrangeable on demand
at run-time, can provide aflexible, performant, and low-power solution for autonomy because the
architecture can be adapted to the algorithms that are executed [16]. An architecture of this type,
promising for space applications, is System-on-a-Chip (SoC), whose reconfigurable part is often
aField Programmable Gate Array (FPGA). The different modules of the Application Layer can be
optimized for execution using a different configuration of the hardware, even if paying the price
of reconfigurability delay and data storage management during the process.

The current SoC under evaluation is the ZedBoard, a development board based on the Zyng-
7000 architecture that is shown in Table 1, which compares different boards, some of which are
used in deep-space CubeSats OBCs. The comparison highlights that the ZedBoard is a good
representative of flown hardware, at relatively low cost. Moreover, the deployment of codes for
reconfigurable computing relies on a High-Level-Synthesis Tool (HLS) [17].

Table 1. Relevant examples of SoC boards.

SoC Pr ocessor Device Frequency Power
Gaider Dual-Core Spaceteq 80 MHz 5W
GR712RC? LEON3-FT OBC-GR712
Microsemi ARM Cortex-M3 | AAA Clyde Space 166 MHz | 2W
Smart Fusion-2* Kryten-M3
Xilinx Dual-Core Xiphos Q7 766 MHz 2W
Zynq 7020° ARM Cortex-A9
Xilinx Quad-Core Xiphos Q8 1.2 GHz 25W
Zyng UltraScale+° ARM Cortex-A53
Xilinx Dual-Core GomSpace 800 MHz 23W
Zynq 7030’ ARM Cortex-A9  NanoMind Z7000
Xilinx Dual-Core Avnet 100 MHz | N/A
Zynq XC72020-1CLG484C® | ARM Cortex-A9 | ZedBoard
Xilinx Dual-Core Xilinx 200MHz  N/A
Zynq XC7Z020-CLG484-1° ARM Cortex-A9  ZC702 Evaluation

Board

The final step in the design of the EXTREMA flat-sat OBC software is its deployment to a
processor architecture that would normally be used on a deep-space CubeSat that would also
include a reconfigurable part and more than one core. The family of processors matching these
characteristics is the LEON, also adopted by ESA. Specifically, a LEON3 SoC will be targeted

3 Spaceteq OBC-GR712 datashest

4 AAC Coyde Space Kryten M3 datasheet

5 Xiphos Q7 datasheet

6 Xiphos Q8 datasheet

7 GomSpace NnaoMind Z7000 datasheet

8 Avnet Zedboard datasheet

9 Xilinx ZC702 Evaluation Board datasheet

10ESA Onboard Computers and Data Handling Microprocessors
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as it comes with debugging tools, compilation toolchains for RTEMS real-time operative system,
and its LEONS-FT fault-tolerant version has already got flight heritage (e.g., on the OBC FERMI
by Argotec [18]).

Conclusions

In this work, the architecture and development flow of the EXTREMA flat-sat OBC is presented.
The software is used to execute extensive closed-loop Hardware-In-the-Loop simulation
campaigns at the EXTREMA Simulation Hub with the objective of verifying and validate
Guidance Navigation and Control algorithms for deep-space missions employing autonomous
stand-alone CubeSats.

The procedure that is followed isillustrated starting from the definition of the coding language
and proceeding with the explanation of the different elements composing the architecture layers.
Finally, the different solutions for the target hardware are presented, as well as the novelty of the
reconfigurable computing paradigm for an improvement in the implementation and execution of
the on-board software.
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Abstract. Aviation and flight management are strictly influenced by environmental conditions.
Greater variability of the climate and the atmospheric phenomena carries greater risks for air
navigation and increase cancellations and delay. An increase in the frequency and intensity of
storms, torrential rains, hailstorms, fog, wind gusts, and other meteorological events may lead to a
reduction in flight times and from a design point of view an increase in the weight of the aircraft,
to counteract higher loads in operation. All of this could produce rising management and
operational costs, as well as a reduction in profit. The instruments for remote monitoring as
satellites, ground stations, and other technologies alow to collect data about severa climate
parameters such astemperature, humidity, rainfalls, wind patterns, etc. Thisdata could be analyzed
to obtain useful information to improve flights managements and airport services. Moreover,
Artificial intelligence (Al) can be used to elaborate this information in real-time. This it makes
possible to have more accurate forecasts and update the mathematical model for weather
forecasting.

I ntroduction

Climate change is an urgent and growing global crisis. It is the result of human activities such as
burning fossil fuels, deforestation, and agricultural production that emit greenhouse gases into the
atmosphere, trapping heat and leading to extreme weather events such as floods, droughts, and
hurricanes. Climate change is aready having an impact on communities around the globe, and its
effects are expected to worsen as temperatures continue to rise.

The effects of climate change are widespread and cannot be ignored. It is an interdisciplinary
issue, and its effects are felt in almost every aspect of our lives. From public health to energy
security, from food security to water availability. Climate change is leading to a wide range of
consequences for the environment, society, and the economy. It is essential to understand the
science behind this problem, take steps to reduce our contributions to it, and support policies to
help mitigate its effects.

Climate changeis a'so amajor concern in the aviation industry. Air travel is one of the fastest-
growing sources of greenhouse gas emissions, and international aviation emissions are expected
to risemassively in the next decades. To reduce the environmental impact of air travel, the aviation
industry is exploring new technologies and alternative fuels, as well as implementing measures
such as carbon offsets and fuel efficiency standards to reduce emissions. It is aso important to
adopt policies that incentivize airlines to reduce their emissions and invest in more sustainable
practices. Moreover, aircraft performances are strictly conditioned by environmental phenomena,
therefore climate changes have a heavy impact on it.

Oneareathat isincreasingly becoming important in the fight against climate changeisthe Space
sector. Space technology has the potential to help us better understand climate change and devel op
new solutions to reduce our emissions. Satellites provide us with data on global temperatures, sea
level rise, and other factors that can support us to learn the effects of climate change. They can
also track changes in the atmosphere, such as the amount of carbon dioxide, ozone, etc.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Observation satellites are the most suitable to collect data and monitor climate events. For
example, the NASA-led Orbiting Carbon Observatory-2 mission uses asatellite to measure carbon
dioxide levels in the atmosphere [1]. This data can then be used to inform policy decisions and
help us identify areas where emissions need to be reduced.

In addition, space technol ogy can al so be used to devel op new solutionsto reduce our emissions.
For example, solar panels on spacecraft can be used to generate electricity, and technologies
devel oped for human exploration could be applied to research new forms of energy on Earth, such
as new, smaller nuclear fission reactors [2]. These technologies can be crucial on the ground to
reduce our reliance on fossil fuels and reduce the number of polluting gases.

Aviation and climate change
Climate change impacts aeronautics and aviation in all aspects, from the design phases to traffic
and airport management. Eurocontrol has analyzed in detail the consequences of various
meteorological changes on the civil aviation sector.

Observing the sealevel rise in Europe (Fig.1), from 1993 to 2019 the trend is rising across the
whole mainland.
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Figure 1. Absolute Sea level trend in Europe from 1993 to 2019 (Source: Europegl Environment
Agency https:/www.eea.eur opa.eu/data-and-
maps/find/global#c12=sea%20level %20& b_start=0)

The sealevel riseincreasestherisk of flooding along the coastlines. This could be also enlarged
by anincreasein storm frequency and intensity. The ECAC region (the widest grouping of Member
States of any European organization dealing with civil aviation, being currently composed of 44
Member States) is dense with coastal airports, and many of these had already adopted more
efficient water drainage measures. A study [3], conducted using the Geographic Information
System (GIS) simulations, reveded that, in the ECAC region, two-thirds of the airports are
expected to be at risk of marineflooding in the event of a storm surge during the period up to 2090.
91% of these are small airports with less than 10,000 flights for years. Nevertheless, they are
crucia for civil aviation e not only, because they have a key role in the development of local
tourism and the economy in general.
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Convective cells, unexpected storms, and wind shear are among the most frequent causes of en-
route and arrival delays. These phenomena are easily predictable and more common in specific
geographic areas. For instance, in the Mediterranean zone, convective events are the most
widespread reason for en-route delays. In the next years, these events are projected to be increased
in intensity. Moreover, extreme rainfall days are predicted to rise across northern Europe but
decrease across southern Europe, causing an increment in the duration of delays. It is difficult to
predict, in the long period, the effects of this on traffic management, taking into account both the
variability of wind intensity and the interaction with other meteorological conditions.
Nevertheless, it isclear that the ATM (air traffic management) will have to face an increasein the
delay and will have to take action in time for reprogramming the routes [4,5].

From a structural point of view, if the gust intensity will increase, also the load on the aircraft
rises. As a consequence, the airframe should be stiffer with an increase in the empty weight. This
could lead to areduced fuel storage capacity or a smaller number of passengers on board.

In addition, changes in wind patterns could result in mgor route changes. Some of them may
be congested or less feasible than others, overloading the work of the ATM. Furthermore, changes
in routes and the flight envelope, for safety reasons, imply the need to obtain a new flight
certification for the aircraft, with huge costs for the airlines, both for the documents themselves,
but also because the vehicle should remain in the hangar for along time.

Climate change with the temperature increasing, aterations in weather patterns, and the
environment of locationsworldwide, can also affect the tourism demand, geographically or astime
shifts or a combination of both [6]. Considering the ECAC region, in central Europe, arisein
tourists is projected in the autumn months (September, October, and November). While in the
south of Europe, there will be a small decrease in summer tourism, but an increase both in the
autumn and spring months. Other regions such as north Spain and Scandinaviawill become more
favorable all year. Overall, the mountain areas will suffer most from the temperature rise,
especially the ski resorts that will increasingly have to employ artificial snow, while the bathing
areaswill be availablefor alonger period, with areduction in demand in the warmer months (June,
July, August) where there is the hottest temperature peak.

According to a study conducted by Eurocontrol [7] Stakeholders increasingly recognize that
both the European aviation sector and European ATM have taken stepsto adjust to climate change,
but more must be done. A magjority of respondents to this survey believe the sector has
implemented some adaptation measures (Figure 2). Just 6% of participants think the sector has not
analyzed adaptation.

249



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC
Materials Research Proceedings 33 (2023) 247-253 https://doi.org/10.21741/9781644902677-36

The Eurgopean Aviation Sector

B 3 well preperad for the potential
rmpact of climate chargs

B Has sormm adaptation messunes n
place, mare needs to be done

B Haz considered climate changs
adaptation but no sctions have boen
imitiated vet

1 Has not corisidered climate chargs
adaptation

B Dors pept ned o cansider dimate
r|1u|'H-|¢I aclaplatinn

Figure 2. (N = 63) Stakeholder perceptions of the level of preparedness for the potential impacts
of climate change for the entire European Aviation sector. Data from[7].

Regarding European ATM, 60% of respondents concluded that certain adaptation measures are
in existence (Figure 3). Just a little part of the participants claimed that European ATM has not
contempl ated adjustment. Awarenessisincreasing, and more organizations are undertaking action.
However, it must be determined if the appropriate measures are being implemented promptly or if
we need to expedite action.
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Figure 3. (N = 50) Stakeholder perceptions of the level of preparedness for the potential impacts
of climate change for the European Air Traffic Management (ATM). Data from[7].

Space technologies to mitigate theimpact.
There are many space technol ogies and Earth observation missions to collect and provide climate

datato support aviation. Considerable efforts are being made to monitor the as best as possible the
meteorol ogical events to improve our knowledge and forecasting models. Not only aviation could
have benefited, from these data, but also agriculture or meteorological stations could be the end
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user of the information. Moreover, real-time monitoring helps to manage potential catastrophic
events, such as tsunamis, floods, and landslides, to take action on time, limiting the victims.

Among the most dangerous and difficult to observe phenomena, there are convective cells.
These systems are characterized by cumulonimbus clouds and occur frequently in tropical and
subtropical zones. The convective cell takes place often with severe wind gusts, heavy rainfal,
and thunderstorms. These events are sudden and short-lived, and could potentially damage the
aircraft compromising flight safety.

Recent missions are being developed to study convective systems, using C-band or Ka-band
radar, radiometers, or spectrometers. One of the most innovative is Raincube, a 3U CubeSat
equipped with a Kaband nadir pointing radar, with a deployable antenna [8]. The satellite,
measuring the brightness temperature, detects the presence and size of the convective cells. Asa
negative aspect, it does not have a system to search and track the cells, so the radar could only spot
the cell if the satellite flew over. Moreover, Raincube operated in LEO, thereforeit is not possible
to study the evolution of the system but only the instantaneous situation.

Another important mission, similar to the previous one, was TEMPEST-D, launched in 2018
and operational until 2021. The satellite was a CubeSat 6U, equipped with amicrowave radiometer
to observe the evolution of storm clouds [9]. To evaluate the storm intensity and the hazard of
meteorological events, it measured the brightness temperature, with less accuracy than Ka-band
radar but with a wider swath of 825km [10]. The final goal of the mission was to validate the
performance of the payload, so aTEMPEST constellation could be developed, in LEO, to examine
not only the intensity but also the time evolution of short events as convective cells.

Over the years, many other missions have been developed for the study of these phenomena,
with different payload performances related to the aspect that scientists wanted to measure. Laand
Messager (2022) presented severa instruments in LEO that acquire data and estimate ocean
surface convective winds [11]. Sentinel-1 Synthetic Aperture Radar (SAR), for instance, offers a
high spatial resolution to observe the gust wind, while with ASCAT scatterometer and SMAP
radiometer, it is possible to observe the phenomenon at alarger scale.

Thanksto this data collected by satellites over the years, it is possible to devel op and update the
mathematical models of forecasting, which implemented in the cockpit can proveto be avaluable
resource. An innovative method for storm forecasting was introduced [12], based on the global
GL D360 lighting data and information from Meteosat, a geostationary satellite. They defined three
levels of severity for the cumulonimbus, related to the brightness temperature of the water vapor.
Then, the method eval uates the atmospheric motion vectors by analyzing two consecutive images
captured by satellite and extrapolating the data by comparing them. This method wasimplemented
on board a few aircraft and the pilots reported that they had the forecasting data 15-20 minutes
later than the scans satellite, (usually this period is 30-60 minutes). However, some improvements
are necessary to reduce the period between the two scans, delete the parallax errors, €etc.

Many precision mathematical models have been developed and are being updated aso to
support air traffic management (ATM). A mathematical model that uses statistical data collected
from satellites to model storms stochastically was developed [13]. This model is combined with
an optimal trgjectory planning agorithm. The resulting aircraft trgjectories maximize the
likelihood of reaching awaypoint while avoiding hazards, given the potential uncertainties due to
wind disturbances and in those not-safe flight patterns caused by uncertainties in the data of
thunderstorms.

A new study [14] explored the potentia of lightning data assimilation with the Weather
Research and Forecasting model (WRF) from an air traffic management (ATM) perspective for
the first time in Europe, using Milano Malpensa as a case study. The authors highlighted the
positive impact of lightning using three different methods for convective and stratiform
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precipitation and emphasized that the assimilation of different data types can provide a reliable
forecast in terms of spatial and temporal accuracy which meets ATM requirements.

Moreover, according to the SESAR European ATM Master plans[15] acrucia concept for the
future ATM s trgjectory-based operations (TBO). This system allows the aircraft to update
autonomously thetrgjectory both to satisfy business needs, such aslessfuel consumption and time-
saving and to avoid potentially hazardous events. To adopt successfully the TBO it is necessary to
reduce the uncertainty associated with the aircraft motion and weather development. Nowadays,
the aircraft tracking system is based on the Automatic Depending Surveillance-Broadcast system
(ADS-B), which adoptsterrestrial antennae to provide information about the vehicle, except in the
polar and ocean zones. To address this gap, a satellite constellation is necessary. A parametric
study [16] was conducted into the design of a custom ADS-B Satellite constellation, to obtain a
low-cost satellite constellation that provides ADS-B coverage equal to or better than the ground
antenna. From the first analyses of the work, emerged that using a higher number of satellitesat a
higher altitude, amore reliable ADS-B coverage of the trans-oceanic flight route is achieved.

Methods like this, which exploit satellite aircraft communication, are increasingly being
implemented, making safer flights and more dangerous weather events more easily predictable.

Conclusion
The effects of climate change on the aviation industry are expected to worsen in the future, leading
to more delays and cancellations, increased fuel costs, and more frequent and disruptive extreme
weather events. To mitigate the effects of climate change on the aviation industry, airlines must
take proactive measures such as improving aircraft efficiency, investing in renewable energy
sources, and implementing sustainable operational practices. Governments should also recognize
that the aviation industry is vulnerable to climate change and provide incentives for airlines to
reduce their emissions. By taking proactive steps to mitigate the impacts of climate change on the
aviation industry, airlines can protect their operations and help to reduce the overall emissions of
the aviation industry. On the other hand, space technologies provide a lot of information about
environmental changes. Nevertheless, huge efforts are necessary to improve the forecasting
abilities of sudden and strong events as convective cells. Satellite constellations in low Earth orbit
could be a trade-off solution to achieve high accuracy and to measure the phenomenon's local
aspects. At the same time, using a“train” of satellites allows one to obtain an image sequence, to
observe the temporal evolution of the events. As a negative aspect, managing a constellation of
small satellites it is not that ssimple, a more complex instrument on board is necessary to
synchronize the “train”, and the cost of the satellite increases.

Finally, communication in real time between satellites and aircraft could play acrucia resource
to address sudden events, responsively and avoiding possibleinjury.
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Abstract. EXCITE (“EXtended Cubesat for Innovative Technology Experiments’) is a
technology demonstration mission selected by ASI in 2021 in the frame of the "Future Cubesat
Missions' call. Based on a custom-designed 12U CubeSat platform featuring a full-composite
structure, EXCITE is amed at in-orbit demonstration / in-orbit validation of a number of
innovative small spacecraft technologies in the domains of chemical and €electric onboard
propulsion, thermal management of significant heat loads in limited volumes, COTS GPU
computing for loT applications, and steerable, integrated S-band antennas. In this paper we
describe the EXCITE platform design, outline the main expected technologica innovations, and
discuss the possible methodol ogies for a multi-disciplinary optimization approach.

Introduction and Background

Recent years have seen an exponential increase in the quantity of small satellites and CubeSats
launched into orbit each year. As anatural consequence, the variety of types of missions that can
be performed with these spacecrafts, such asin-orbit demonstrations, remote sensing, or scientific
experimentation, has also grown [1]. This variety led to an increasing demand for enhanced
performance, for instance, relatively to pointing accuracy, power generation, and data
downloading. Thanks to this increased performance requirements, CubeSat project design is
gradually detaching from its origina attributes, such as simplicity, low-cost and high-risk, going
towards a new philosophy which is more performance oriented, but still cost-efficient. With this
background and this demands, new challenges emerged for the design and project strategies for

Figure 1: The EXCITE 12U Cubesat

CubeSats, in particular regarding optimization techniques, which until now were mostly devoted
to large scale projects[2].

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
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In the frame of this context, in this paper a 12U CubeSat mission named EXCITE (* EXtended
Cubesat for Innovative Technology Experiments’) (Fig. 1) for in orbit demonstration/validation is
presented, illustrating its main technological challenges, with a focus on optimization strategies
that can be adopted in order to maximize the performance of this platform.

The EXCITE mission is jointly developed by ateam including the University of Pisa as team
leader. The proposal was submitted in 2020 in response to the Italian Space Agency’s “Call for
Future CubeSat Missions’ and was selected for funding. The mission proposal was prepared in
late 2020 in response to ASI’s call for Future Cubesat Missions and was selected in 2021. Four
SMEs based in the Tuscany region act as industrial partners. Aerospazio Tecnologie, a small
company of the Siena/lLivorno area with a strong background in space propulsion and testing;
CRM Compositi, astructural workshop specialized in composite materials in Livorno; IngeniArs,
aspin-off company of UniPi, dedicated to space el ectronics; and MBI, atelecom company located
in Pisa, active in satellite telecommunications and networking. The consortium is a working
example of aregiona-scale initiative leveraging on Cubesat technology for local development.
Activities will start in mid-2023 in the frame of ASI’s Alcor programme [3], with flight planned
for 2026.

Mission Overview
The project concerns the IOD/IOV of five innovative technologies:

e Green monopropellant thruster: a hydrogen peroxide propulsion system capable of
performing moderate delta-V manoeuvres on a Cubesat, under development at UniPi [4].

e Pulsed plasma thruster: aminiaturized electric thruster from Aerospazio Tecnologie Sir.l.,
capable of delivering very low impulse bits, for proximity operations or fine attitude
control.

e Reconfigurable integrated S-band antenna: an electronically steerable antenna based on
exciters distributed on suitable spacecraft surfaces, developed at UniPi [5].

e Internet-of-things GPU demodulator: a technology by MBI S.r.l, based on the utilization
of aCOTS GPU for on-board processing of advanced |oT waveforms and VDES protocol.

e Pulsating heat pipes: high throughput heat pipes under development at UniPi [6], based on
unsteady fluid flow, especially suited for high heat flux applications (e.g., thermal
management of high-power microsatellites).

The mission has the following additional objectives:

e Todevelop ahigh-performance 12U bus equipped with deployable solar panels.

e To integrate a commercial optica sensor as an onboard source of a data stream
representative of real applications.

e Toset-up aground station at UniPi to be used for satellite operations but also asavaluable
teaching tool.

Two of the experiments hosted on EXCITE belong to the IOV category (chemical and electric

propulsion); the other three are extended scope |OD experiments (pulsating heat pipes, 10T GPU
demodulator, reconfigurable integrated antenna).
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The mission is based on a 12U CubeSat platform featuring a full-composite structure,
deployable solar panels, 3-axes attitude control, and S-band telecommunications. Some of the
subsystems (Fig. 2) will be procured on the commercial market as COTS, while some high
performance, critical elements (power generation, thermal control, structure and deployables) will
be entirely designed and manufactured by the EXCITE team.
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Figure 2: EXCITE Functional Block Diagram

A Sun-synchronous, 550 km Earth orbit is assumed as the baseline operational environment of
EXCITE. The mission can however easily be adapted to different LEO locations, should a
convenient flight opportunity arise. This provides ample flexibility in the choice of launch
opportunities. Considering therelatively low ballistic coefficient of the platform when solar panels
are deployed, de-orbit will occur naturally form the chosen orbit within the 25 years term mandated
by the international debris mitigation guidelines. It is additionally foreseen to perform the last
chemical thruster burn in such away asto lower the orbital attitude and further accelerate re-entry.
Space-qualified COTS will be used for the platform subsystems wherever possible, but the
EXCITE mission will also provide an opportunity to develop and use operationally a number of
advanced microsatellite bus technologies that are aready under development at UniPi and
partners:

e The structure will be made of carbon composite materias. This will allow for mass
reduction with respect to metallic frames and to the possibility to build custom layers into
the composite structure, e.g. for the Reconfigurable Antenna experiment.

e Deployable solar panels (Fig. 4) will be designed, manufactured, and integrated using the
same composite manufacturing techniques as for the spacecraft body, integrating Shape
Memory Alloy actuators developed at UniPi.

e Thermal control, a critical issue in such a high-power, small volume bus, will integrate
with the PHP experiment.
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Payload Demonstrations

The H202 propulsion system occupies avolume of about 2U, including a propellant mass of about
2 kg. The demonstration maneuvers are designed to change different orbital parameters in a
sensible way, demonstrating both in-plane and out-of-plane maneuvers, while deviating minimally
from the nominal flight trajectory. Starting from the nominal orbit at 550 km, the maneuvers
envisaged are as follows:

1. apogee lowering to 500 km. The required consumption is about 22% of the initial propellant
mass equivalent to 27 m/s of AV.

2. apogee raising back to 550 km; propellant consumption and AV approximately as before.

3. change of RAAN by 0.5 degrees; the maneuver is best performed providing a 65 m/s AV by
firing at argument of latitude almost equal to 90 degrees, for a 50% propellant consumption.

4. theremaining propellant is used for the final de-orbiting maneuvering phase.

The PPT tests are designed to demonstrate the capability to carry out precision maneuvers. Four
independent thrusters will be installed on EXCITE (Fig. 3), so to have the possibility to generate
either pure thrust or pure torque by selecting thrustersin pairs.

Figure 4: Schematics of the subsystem arrangement inside EXCITE
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It is envisioned to perform three experiments:

1. validate the use of PPTsto control the attitude of the satellite in one axis, by spinning up the
satellite using a pair of thrusters pairs on opposite sides of the spacecraft body. The burns last
5 minutes in order to reach a spin rate of about 0.8 deg/s. The resulting angular rate measured
by the AOCS sensors provides a measure of the impulse delivered. The opposite pairs of
thrusters are then fired to spin the spacecraft back to zero angular speed.

2. provide off-loading capabilities of reaction wheels of the on-board 3-axis AOCS, by
momentarily taking over the task of the magnetorquers to provide de-saturation torque to the
reaction wheel assembly.

3. provide trandational thrust, needed e.g. for precise proximity operations (rendez-vous, close
formation control), by firing thrusters on the same side of the spacecraft. In the |atter case, the
spacecraft orientation will be set so to have the thrusters oriented along the orbital velocity
direction. Firing for afew minutes at nominal rate (1 Hz) and impulse bit (40 uN s) will provide
enough delta-V to change orbital altitude by a few tens of meters, a change that can be easily
detected by the onboard GNSS sensors.

The PHP experiment is totally passive; it will automatically start as soon as proper thermal
conditions are established, which will occur amost immediately after acquisition of the nominal
Sun pointing attitude and deployment of the solar panels.

Regarding the GPU demodulator, various demonstration activities will be performed:

=

generic utilization of the GPU for onboard data processing, anytime during flight.

2. adesigned 0T signal is transmitted by MBI's 10T ground terminal when EXCITE is passing
within itsvisibility area. In particular, an innovative spread-spectrum waveform named IlURA
(loT Universal Radio Access) will be used. The signal collected by on-board
telecommunication hardware is demodul ated and stored by the GPU.

3. during ageneric orbit, S-Band |+Q samples from different world areas are collected by the RF
front-end radio, recorded by the GPU and processed onboard.

4. when the spacecraft isin view of the mission’s ground station, or of another suitable receiving

station located el sewhere, the GPU generates a Continuous Wave (CW) signa in S-band that

is broadcast by the RF front-end. The receiving ground terminas can perform a detailed
analysis of the received beacon for performance assessment and for additional auxiliary
scientific purposes.

The reconfigurable antennawill be tested by rotating the spacecraft to different attitude angles
with respect to the ground station and measuring the strength of the received signal. The
experiment can be performed anytime, provided visibility with the GS is ensured and the
instantaneous power balance on board allows for the RF front end operation. On basis of future
risk analysis results, the telecommunication activities can be arranged to perform combined 10T
GPU - Reconf Antenna experiments.

Challenges and Optimization

EXCITE's mission philosophy is to provide affordable, effective in-orbit technology
demonstrations by making use of COTS, wherever possible, but also dedicated developed
hardware, while maintaining adequate best practicesin documentation, product/mission assurance,
verification, and testing, balancing the need for rigorous space project management with the
limited resources of a Cubesat programme. In order to achieve such an ambitious goal, some points
inthe“traditional” approach to CubeSat need to be abandoned: for example, for thismission design
we are going to give up the modularity of the CubeSats, preserving the 12U form factor but using
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the entire internal volume of the satellite for an integration that maximizes the space available for
payloads for the eventual reuse of this platform as atest bed for innovative satellite technol ogies.

The final goal isto develop new methodologies by merging optimization techniques in order to
achieve an optimal design for the EXCITE mission. But first, it isimportant to clearly state which
mission aspects has to be optimized.

Telecom
System

1
e
Orbit . P .
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Dynamics
e r——
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\ 4
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Thermal
Control

A

A J
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Payloads

Figure 5: Schematics of the coupling between subsystems and parameters

For aspace missionin general, the problem of optimization isnever driven by asingle objective
but, rather, by a set of objectives that concur to achieve the mission statement most efficiently. In
this case, validate the 5 embarked experiments so as to elevate their TRL. For thisreason, thefirst
step, as part of the design process will be to develop an opportune objective function. This
objective function will be a sum of subfunctions each specifically tailored to the type of
experimentation to be done on the relevant payload technology. For example, for the hydrogen
peroxide engine, the success of the mission will depend crucialy on the accuracy with which it
can perform the scheduled maneuvers, while for the PhPsit will be the degree of efficiency in heat
dissipation. Moreover, the success of the mission will depend on the total duration of the payload
functionality. This objective function definition will be definitely a complex task to undergo, and
will be affected also by the schedule of the mission operations that will essentially define the
sequence of experiments.

Of course, the performance of the technologies will be affected by the degree of optimization
of the overall platform, therefore in the sense of maximum available power, maximum achievable
data rate, spacecraft agility and precise pointing. EXCITE is expected to generate a considerable
amount of data, but the quantity that the communication system can send to the ground station is
dependent on the amount of power this system has available to use. In general, the more power
provided by the photovoltaic array and battery, the more data can be transmitted. Furthermore, if
the ground station antenna is aligned with the satellite antenna, more data can be transferred with
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less power. However, to align the satellite antenna, attitude operation is required and, sometimes,
the actuator power spent in aligning the antenna is more than the power used by communicating
without the alignment. The attitude with respect to the Sun during an orbit will affect the Cubesat
temperature, that in turn will affect the solar panels’ efficiency and battery duration.

Is therefore self-evident (Fig. 5) how the coupling between disciplines in a spacecraft leads to
the necessity of using multi-disciplinary optimization to maximize performances.

There are many optimization techniques, widely used in spacecraft engineering, that account
for single discipline optimization (SDO). One typical characteristic of SDO is the usage of
gradient-free optimization with indifferentiable design variables that originate from detailed
modelling. The detailed and complex modelling often includes discrete or indifferentiable
variables that cannot be handled with gradient-based optimization. These variables can only be
handled with gradient-free optimization such as Genetic Algorithm (GA) or Particle Swarm
Optimization (PSO). Hence, many single discipline optimization researches focus on gradient-free
optimization Another characteristic isthat most SDO applications have asmall number of design
variables because the gradient-free optimizer cannot handle a large number of design variables.
Even with the gradient-based optimization, the number of design variablesisless than 100 dueto
the limited characteristic posed by a “single” discipline. Many aerospace system designers have
applied multidisciplinary approaches to their system design projects. However, most MDO efforts
have focused on the design of aircraft structures and space launch vehicles, and very little work
has considered the MDO application to the space system with complex constraints, such asasmall
satellite. Gradient-based methodologies will be probably most suited for this particular case,
because for these methods the number of function evaluationsis nearly constant with respect of an
increase of design variables, while for gradient-free methods the number of function evaluations
grows exponentially. Therefore one of the biggest challenges of such an approach will be the
development of differentiable models that would alow the usage for derivative-based
optimization, in order to have reasonable computational times.

Conclusions

An introduction and an overview of the EXCITE mission has been presented. The main technical
challenges related to the demonstration of 5 technological demonstration/validation experiments
have been reported together with a possible schedul e for the operations. The optimization problem
for such a platform has been discussed, with a focus on how disciplines related to different
spacecraft systems are strongly coupled in space missions and will be of special importancein a
high integrated, compact, high power CubeSat such as EXCITE. Moreover, the performance of
the mission will be strictly related to the In-orbit demonstration of the payloads, therefore to the
spacecraft operations schedule which will be considered in the optimization formulation.

For this reason, in order to maximize the overall performance, a multi-disciplinary approach
that unifies the design and the operations will be adopted. On the other hand, the complexity and
the computational cost of such an approach will have to be evaluated and justified in terms of the
expected gains with respect to more traditional design philosophies.
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Abstract. In the context of the growing demand for autonomous navigation solutions able to
reduce the cost of a space mission, the DeepNav project, financed by ASI, has the objective to
develop a navigation subsystem relaying solely on the use of onboard assets, e.g. optical images,
artificial intelligence algorithms and an Extended Kalman Filter, to perform the navigation of a
CubeSat around minor celestial bodies. This manuscript describes the work performed at
University of Bologna in the context of the project, in particular for the development of an orbit
determination computer, which uses an estimation filter to reconstruct the trgectory of the
spacecraft taking asinput the optical observables previously processed by the artificial intelligence
algorithms.

Introduction

In recent years, the use of micro- and nano-satellites for space exploration has increased rapidly,
mainly due to the reduction in launch and space segment costs that this type of technology entails
[1,2,3,4]. Unfortunately, this does not (at least for now) correspond to a reduction in the ground
segment. For example, the current approach for deep space navigation is to use radiometric
tracking, obtained from ground antennas [5,6], which is still very demanding in terms of human
and technical resources. In that respect, autonomous navigation in the vicinity of a celestial body
can benefit greatly from the application of artificial intelligence approaches.

The 'DeepNav' [7] project, financed by the Italian Space Agency (ASI) and developed by a
consortium consisting of AIKO* (prime), Politecnico di Milano?, and Universitadi Bologna®, has
the aim of designing and testing an innovative navigation technique based on images and the use
of artificial intelligence algorithms, for the exploration of asteroids [8,9,10], without any
dependence on the Earth ground segment.

In the following sections, the work performed at the University of Bologna on the navigation
computer (Figure 1) will be described.

Dynamical Mode
For the final test campaign of the project, a set of case studies were designed, including circular
and hyperbolic trajectories around the two targeted bodies, i.e. asteroids 101955 Bennu and 25143
Itokawa, varying the following characteristics:

o Radiusat the pericenter;

0 Inclination of the orbit;

0 Rotation angle of the asteroids;

The dynamic model [11,12,13] was developed accordingly, taking into account contributions

due to the following accelerations:

1 https://www.ai kospace.com/, last access: 08/03/2023
2 https://dart.polimi.it/, last access: 08/03/2023
3 https://site.unibo.it/radioscience-and-planetary-exploration-lab/en, last access 08/03/2023

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Figure 1: Structure of the DegpNav sub-system
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Figure 2: An example of simulator output. A quasi-circular orbit propagated using the point-
mass model of the asteroid Bennu and the contribution due to the SRP. The SC is at 5/3 of the
mean radius of Bennu and at an inclination of 0°.

263



Aerospace Science and Engineering - lll Aerospace PhD-Days Materials Research Forum LLC

Materials Research Proceedings 33 (2023) 262-268 https://doi.org/10.21741/9781644902677-38

e Point-mass gravitational acceleration generated by the asteroids?;

e Third-body gravitational acceleration produced by the Sun and Jupiter®;

e Non-spherical gravitational acceleration, modeled using an expansion in spherica
harmonics;

e Solar radiation pressure (SRP) acceleration using a simplified box-wing model made by a
collection of flat plates.

Figure 2 shows an example of aquasi-circular orbit® of the DeepNav spacecraft around asteroid
Bennu’ obtained from the simulator, taking into consideration only the point-mass gravity and the
SRP accelerations.

Orbit Determination Filter
The filter developed for the simulator is an Extended Kalman Filter (EKF) [11,13] (Figure 3),
which combines the a-priori information provided by the dynamic model with measurements from
the Al computer (representing the position of the S/C obtained from the processed images of the
camera) in asub-optimal sequential algorithm. The non-optimality is given by the fact the Kalman
filter is designed for linear systems that are only affected by Gaussian noise both in the process
and the measurements, while the extension to non-linear system implies a certain degree of
approximation, which in the case of EKF is afirst-order approximation. In fact, the computation
of the Kalman gain and the covariance matrix associated with the estimation is performed by
linearizing the system around the last estimated state point. For weakly non-linear systems, such
as the orbit model with time updatesin the order of seconds, the use of EKF isfully justified, and
no definitive evidence is given in the literature on the eventual benefits coming from different
types of filters.

The equation that realizes the Kalman based estimation (the combination between a priori
propagation and the measurements) is given by:

X = Xy + Ki(z — HiXy). (1)

Where x, is the a priori propagated sate, K, is the Kaman gain, z;, is the vector of
measurements and Hy, is the matrix that traduces the a priori state estimation into the related a
priori measurement. The provided filter is based on a linear discrete system assumption with
additive white Gaussian noise, which can be generally expressed as

X1 = PrXp + Ug. (2)

Z = Hyxy + vy 3

where u,, isthe process noise, white Gaussian with zero mean, characterized by the covariance
matrix Q,and vy, isthe measurements noise, white Gaussian with zero mean, characterized by the

4 Asteroid Bennu and Itokawa were taken as a study cases

5 These are the only celestial bodiesthat give a“relevant” contribution, although several order of magnitude lower
than the other contributions.

6 The reference frame used for the simulation is EME2000

7 In the picture asteroid Bennu is represented as a sphere for simplicity
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covariance matrix R;. Thefilter isthen completed with an equation that provides estimation of the
covariance matrix associated with the estimation error, given by

Py = ¢kPk¢£ + Qk-
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Figure 3:Flowchart of the Kalman Filter
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Figure 4: Error in trajectory reconstruction. From top to bottom, the error on the x, y and z axes
and the quadratic sum of the RMSin the three coordinates.

In order to test the filter, a"ground truth" trajectory was generated using the dynamic model of
the propagator, and it was used as a reference to compare with the reconstructed one generated by
the filter. The synthetic observables that were fed to the filter were created from the “true”
trgjectory, adding white gaussian noise with different values of standard deviation and zero mean.
Then, two different sets of Monte Carlo simulations were performed, the first one with different
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values of the process noise covariance matrix, i.e. Q8, in order to find the optimal value/s. These
values were then used in the second simulation to test the filter performances. As can be seenin
Figure 4, after a short initia transient, the filter is able to reconstruct the trajectory, minimizing
the difference with the reference one.

Design of the Navigation Computer
The Navigation computer (Figure 5 and Figure 6) was designed with the software Altium Designer,
and is composed of the following elements:
e Microcontroller, STM32F407, a 32-bit ARM Cortex-M4 based device which is the core
of the breadboard;
e Connections:
o UART/USB protocols, used to communicate with the Al computer;
o JTAG protocol, used to communicate with the Programmer (which is needed to
upload the SW);
e Memory:
0 EEPROM,;
e Debug elements:
0 LED, used to verify the correct functioning of the power aimentation and of the
microcontroller;
0 Test pad, used to test the correct alimentation of some components of the
breadboard.

— = = r—x

Figure5: Tree structure of the navigation computer.

Futurework

The orbit determination simulator, together with the Extended Kalman Filter, will be integrated
within the navigation computer, while the artificial intelligence algorithms will be implemented in
adedicated Al computer. Both of the aforementioned computers will be integrated into the same
board and will have data interfaces that will allow internal data exchange between the two logic
units and communication with the outside world. Specificaly, the interna data exchange will
mainly consist of sending information extracted from the images from the Al computer to the
navigation computer. The latter will integrate this information with the dynamics of the system
through an estimation filter, thus allowing the orbit of the CubeSat to be precisely estimated and

8 The process noise covariance Q is a nxn weighting matrix for the system process, where n is the number of state
variables.
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propagated over time. The last part of the project will consist in a campaign test to demonstrate
the capabilities of the sub-system.

Figure 6: Design of the Navigation Computer. The PCB is composed of 4 layers, with the GND
and PWR layersin the middle.
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Abstract. Anin-house Navier-Stokes multiphase VOF (Volume-Of-Fluid) solver is used to study
sloshing phenomenain apartially filled rectangular tank subjected to vertical sinusoidal excitation.
The flow dynamics is found to be significantly affected by vertical acceleration and forcing
frequency. Specificaly, when the acceleration is strong and the excitation frequency is low, the
flow exhibits a more chaotic and three-dimensional nature. Consequently, certain properties such
as the energy dissipation and the mixing efficiency of the system are poorly predicted by two-
dimensional simulations in that range of parameters, making more expensive three-dimensional
simulations necessary. Thetime history of the sloshing force and instantaneous flow visualizations
are used to analyze the effects of liquid impacting on the walls on energy exchanges between the
fluid and the tank. Finally, the evolution of mixing efficiency and itsinfluence on the energy losses
are discussed.

Introduction

The term sloshing generally refers to motion of free liquid inside a partialy filled container,
resulting from any form of disturbance or imparted excitation. Depending on the type of
disturbance and container shape, the liquid free surface can experience various types of motion.
Vertical sloshing is atypical phenomenon for fluid stowed in aircraft tanks. The recent studies of
Saltari et al. [1] showed that thistype of sloshing yields substantial increase of the overall structural
damping, hence its accurate prediction could make it possible to design less conservative aircraft
configurations, thus enabling lighter structures.

Whereas lateral and rotational sloshing have been popular research topics for scientists and
engineers[2], the literature concerning vertical motion is comparatively scarcer, probably because
much lessamenabl eto analytical treatment. Someinsight can however be gained from experiments
and numerical ssmulations [1,2,3,4] and with nonlinear reduced-order model [5, 6,7,8].

Numerical studieswereinitially based on potential flow models, which however require ad-hoc
corrections to correctly predict energy dissipation caused by viscous effects [9]. Navier-Stokes
simulations have only become available in recent times [10]. Canonical models for interface
tracking based on the Volume-Of-Fluid (VOF) [11] or the Level-Set method [12] are
computationally quite expensive, hence, sloshing usually has been studied with either the Particle
Finite Element Method [13] and the Material Point Method [14]. A powerful alternative residesin
the Smoothed Particle Hydrodynamics (SPH) approach [4,15], whichisafully Lagrangian method
particularly suitable for solving fluid problems in the presence of large deformation of the free
surface. However, it has been reported that in phenomena such as high fragmentation and violent
free surface impacts, the predictive power of SPH is significantly reduced [16].

In this study, ahigh-fidelity Navier-Stokes solver based on the V OF method is used to examine
liquid sloshing inside a rectangular tank set into vertical harmonic motion, with particular focus
on the sloshing-induced dissipation. The equations are solved by using an energy-preserving
numerical agorithm, without resorting to any turbulence model. The main reference is the recent

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
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comprehensive experimental study of Saltari et al. [1], covering a wide range of excitation
frequencies and acceleration amplitudes. Numerical ssmulations are used to get additional insight
into the sloshing dynamics, especialy in terms of three-dimensional effects and water/air mixing
efficiency. In the experimental works mentioned above, the main attention is generally given to
the flow dynamics and the resulting energy exchange between fluid and structure, but the mixing
processis hardly discussed. The color function in the VOF method is here exploited to analyze the
volume fractions of the two fluids across the tank, and to quantify the overall mixing efficiency.
In addition, the color function alows to precisely track the position of the fluids interface, thus
allowing detailed flow visualizations of the three-dimensional sloshing dynamics, even in highly
chaotic configurations.

Numerical formulation

The two-phase flow of air and water taking place during the sloshing event is numerically
simulated using an incompressible gas/liquid Navier-Stokes solver. The fluids are assumed to be
immiscible, and the interface isimplicitly tracked by means of an indicator function. The relevant
governing equations are as follows

V-u=0, (1)
du
E+V'(uu)=%[—Vp+V-Z+fG]+(—g+a(t))k» (2)

whereu = u (x, t) isthe fluid velocity, p = p (x, t) isthe pressure, p = p (x, t) isthe density, X =
2uS isthe viscous stress tensor, where 1 = u (x, t) is the dynamic viscosity and § = (Vu + Vu’)
is the rate of strain or deformation tensor, a(t) is the acceleration imposed to the tank, g is the
gravity acceleration and Kk is the unit vector oriented upwards. Although surface tension only acts
at the interface, its effects are modelled as a distributed volumetric force f, = f;(x,t), with:

f, = oxd(x —xo)n, ©)

where o isthe surface tension coefficient, k isthelocal curvature of the interface between the two
fluids, n isthe unit normal to theinterface, and § isthe Dirac function concentrated at the interface
points x¢ [17]. The Navier-Stokes equations are solved with a classical projection method [18].
Time integration is carried out by means of the Adams-Bashforth explicit scheme for the
convective terms and for the off-diagonal part of the viscous terms, and the Crank-Nicolson
scheme for the diagonal diffusion terms. The advection of the material interface is carried out by
means of an algebraic VOF method. The numerical scheme for the advection is based on a total
variation diminishing (TVD) discretization with flux limiter tailored for effective representation
of binary functions[19].

Let y be a passive tracer advected by a continuous divergence-free velocity field u, it shall
satisfy the scalar advection equation

%+V-(xu)=0, (4)

For the case of two immiscible fluids under scrutiny y isin principle either 1 or 0. In the VOF
method a color function C is introduced to approximate the cell average of y, which in the
illustrative case of one space dimension is defined as

= foi“/z x(x, tM)dx, (5)

i .
AX; Y Xi-1/2
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where Ax; = x;4.1/2 — X;—1/2 iISthe cell size, while t™ is the n-th discrete time step. Equation (4)
isthen discretized in timeyielding

1 1
n+ n-—= 1

i =G Z_A_xl.<fi+%_fi—%)’ (6)

where the numerical flux ﬁ-+1 /2 1s an approximation for y transported through the cell interface
Xi1+1/2 during the time interval (¢"1/2, t"*1/2 ). Details of the algorithm are provided in the
original reference [20]. After computing the color function C, density and viscosity are determined
by p = Cp; + (1= C)p, and p = Cpy + (1 — €)py,, where € is asmoothed version of the color
function, evaluated by averaging C over twenty-seven neighboring cells [20], the subscript 1 is
used to denote water properties, while the subscript 2 is used for air.

The momentum equations are discretized in the finite difference framework with a staggered
grid layout, where the pressure, the color function and the material properties are defined at the
cell centers, whereas the velocity components are stored at the middle of the cell faces [21]. A
centered second-order discretization is used for the convective terms [18,21] and diffusive terms
[17], which is generally best suitable for fully resolved flows, yielding discrete preservation of the
total kinetic energy in the case of uniform density. The Poisson equation is discretized by afinite-
difference scheme and the resulting sparse linear system is solved by iterative methods. In
particular, the HY PRE library [22] isfound to be very efficient in massively parallel computations.
The surface tension effects are modelled through the continuum surface force method [23], which
is used to determine the equivalent local body force, and the interface curvature is evaluated
through a modified version of the height function technique [20,24,25]. All details regarding the
V OF solver can be found in [26].

Results and discussion

Hereafter we report the results of numerical smulations of vertical sloshing of water in air for a
partialy filled rectangular tank subjected to vertical sinusoidal excitation (see Fig. 1). We have
carried out many two-dimensional simulations to characterize the effects of acceleration and
excitation frequency on the sloshing dynamics. A tank withsizeL x H = 0.1172m x 0.0272m
is considered, replicating the experimental setup of Saltari et al. [1], and covered with a uniform
Cartesian mesh of 128 x 64 grid nodes. A limited number of three-dimensional simulations has
also been conducted at selected conditions to verify possible limitations of two-dimensiona
simulations. The governing equations are solved in a non-inertial reference frame attached to the
tank, with the origin placed at the middie of its base. Externa excitation is modeled through
imposed harmonic accel eration added to the right-hand side of the momentum equation (2), a(t) =
aysin(wt), withw = 2 f. Theinitia fillinglevel a = h/H, expressing the quiescent fluid level
as afraction of the total depth of the tank, isset to a« = 1/2. The densities of water and air were
set to 998 Kg/m3and 1.225Kg/m3, respectively, and their dynamic viscosities to
8.899 x 1072 Kg/(ms), 1.831 x 1073 Kg/(ms), respectively. The surface tension coefficient
was set to 0.07199N/m.
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a(t) = agsin(27 ft)

| L
Figure 1: Computational setup for numerical simulations of vertical sloshing. L and H are the
width and height of the computational domain, respectively, h is the initial level of the liquid,
a(t) isthe vertical acceleration in vertical sloshing, f is the forcing frequency.
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Figure 2: Time history of vertical sloshing force, compared with measurements of Saltari et al.
[1] for ay = 1.5g and f = 13 Hz (a) and detail of the sloshing force trend (b). The orange line
and the blue line denote the numerical and experimental results, respectively. Instantaneous
snapshots from the numerical simulation are shown at the time instants at which the sloshing
force is minimunm/maxi mum.

The sloshing vertical forceis determined as

Fo=—[, . Pn-k dx, @)
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whereintegration is carried out over the top and bottom walls of the tank, p isthe pressure applied
tothewalls, and n and k are the wall-normal and vertical unit vector, respectively. F; isnormalized
with respect to the maximum of the inertial force of the liquid, namely m,;a,, with m; the fluid
mass. A quantitative comparison with the experiment carried out by Saltari et al. [1] isreported in
Fig.2a, where the time history of the sloshing force over twelve forcing cycles is shown for a, =
1.5g and f = 13 Hz. We can see that the phase of the sloshing force is correctly predicted and
very good agreement between simulations and experiments is found. In Fig.2b, a detail of the
sloshing force in the time interval 0.25s — 0.34 s is considered. Snapshots of numerical
simulation illustrate the flow configuration at time instants at which the sloshing force has a
(positive or negative) peak. The figure well highlights that positive peaks of the sloshing force are
related to fluid impacting the ceiling of the tank, whereas negative peaks occur when the fluid
retreats towards the bottom wall. This explains that alarge fraction of the energy transfer between
structure and fluid occurs during impacts, and that the primary mechanism for dissipation is
directly associated with these fluid-structure collisions and interface fragmentation [27].

Once the vertical forces are calculated, the average work exchanged between fluid and shaker
can be evaluated at any instant time t,, and over an arbitrary number (2P) of periods T as

W(w ag) = 5 [, Fo(w,a)$(0) dr, ®

which can be expressed in nondimensional form as W = W /(m;séw?), with s, displacement
amplitude. The average work evaluated from numerical simulations for a, = 1.5g and a, = 3g
isreported in Fig.3 as afunction of the forcing frequency f(Hz). The figure shows that for a, =
1.5g and high forcing frequency, two-dimensiona numerical simulations replicate the
experimental behavior very well, whereas at a, = 3g and/or low forcing frequency the energy
dissipation is largely underestimated. These findings suggest that 2D simulations may not be
appropriate to accurately characterize the energy exchanges under high forcing accel eration, where
the dynamics of the air/water interface is more chaotic and three-dimensional. The numerical
results obtained from 3D simulations in fact generally show improved prediction as compared to
the 2D simulations. In this respect, we note that the predicted energy dissipation approaches the
experimental value as the grid resolution is improved, although convergence is clearly far from
being achieved, for both accel eration amplitudes. In order to accurately reproduce the fluid impacts
responsible for the exchange of energy, amuch finer mesh is required especially for the case with
a, = 3g, where discrepancies with experimental data are more significant.

Finally, the air/water mixing process in vertica sloshing is quantified by considering the
vertical profiles of the time-averaged color function, C(z). As previously pointed out, C indicates
the volumetric fraction of liquid inside a computational cell, so that ¢ = 1 means that the cell is
filled with water, whereasiif ¢ = 0 the cell isfilled with air. C is defined as

=, N _ 1 tp+AT (1 (L/2
C(2) = areear (Z f—L/Z C(x,z, t)dx) dt, 9)

where the averaging interval AT is taken to be twenty-four forcing cycles. A global index is then
introduced to quantify the overall mixing efficiency,

n=1-2 \/% [;'(C(2) - 0.5) dz, (10)
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suchthat n = 1 inthe case of perfect mixing of water and air (C = 0.5), whereasn = 0 if water
and air were compl etely segregated. Figure 4 shows the profile of n as afunction of frequency for
cases with a, = 1.5g and a, = 3g. The figure shows that increasing the forcing frequency and
reducing the acceleration results in less efficient mixing between fluid and air. A relatively large
jump occurs between f = 11 Hzand f = 13 Hz, for a, = 1.5g, which indicates the transition
to the standing waves regime, implying a significant reduction of the mixing efficiency. It should
also be noted that the three-dimensional simulations are in good agreement with the corresponding
two-dimensiona results for a, = 1.5g, whereas for a, = 3g, the 3D simulations suggest higher
mixing. Higher mixing efficiency is found in cases with higher energy dissipation, i.e. lower
frequency and higher acceleration. Such behavior confirms that energy dissipation is associated
with fluid-structure impacts and fragmentation of the liquid-gas interface [27].

i
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Figure 3: normalized dissipated energy W /(m;s3w?) as a function of forcing frequency f(Hz)
for ay, = 1.5g and a, = 3g. The numerical results obtained from 2D and 3D simulations are
compared with the experimental data (EXP) of Saltari et al. [1]. 3D simulations are performed
with the three different grids. grid F = 256 x 128 x 192,grid M = 192 x 96 X 128, grid
C = 128 x 64 x 96.

JIHz)
Figure 4: Mixing parameter n as a function of frequency, for a, = 1.5g and a, = 3g.

Conclusion

By anayzing the trend of the vertical sloshing force, together with instantaneous snapshots from
the numerical simulations, we concluded that positive and negative peaks of F,(t) correspond to
strong liquid impacts at the top and bottom walls, which occur dlightly after the inversion of the
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tank motion. The characteristic flow dynamics are found to be significantly affected by theforcing
parameters and to exhibit more chaotic and three-dimensional behavior in the case of strong
accelerations and low forcing frequencies. Therefore, certain characteristics of the flow could not
be properly reproduced by resorting only to two-dimensional simulations, and more expensive
three-dimensional simulations have been carried out for comparison for theforcing frequency f =
9 Hz. The results show significant improvement with respect to the 2D simulations, although the
energy dissipation still exhibits some scatter. Finally, the dependence of liquid-air mixing on
acceleration and frequency was quantified in termsof aglobal mixing efficiency indicator, arriving
at the conclusion that mixing can be optimized by enhancing the acceleration amplitude and by
reducing the excitation frequency. The numerical results have aso highlighted that the increase of
mixing corresponds to increase of the energy dissipation, suggesting that power exchanges
between fluid and tank walls are closely related with the breaking of the liquid-gas interface and
with fluid-wall impacts, which occur as a result of harmonic excitation. Follow-up studies might
include deeper assessment of the mechanisms responsible for energy loss (e.g. impacts of liquid
on the tank walls or enhanced mixing between the two phases), and assessment of the effect of
turbulence models, here intentionally disregarded.
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Abstract. Nowadays, sensors are massively used for different types of applications, ranging from
the control of production processes to the continuous monitoring of systems of various kinds.
Often, due to the large amount of data collected, it can be difficult to fully understand them or
extract their inherent value. For this reason, the main research objective discussed in this paper
regards the creation of intuitive tools for the visualization of sensor datain a human-readable way
so as to facilitate their deep analysis. One of the main cases of study is linked to the PhotoNext
Interdepartmental Center and regardsthe intuitive visualization of near real-time datacoming from
aflying test bench.

Introduction
The sensor isadevicethat, based on the value assumed by agiven input quantity, returns an output
signa dependent on it. The term transducer is often used interchangeably asit is frequently based
on the same working principle, but they differ in their function. The sensor is normally used to
control or regulate the system in which it is immersed through the measurement of a certain
variable of interest, while the transducer is normally employed for direct use, the recording or
measurement of the conversion made on the variation of a physical quantity into a corresponding
variation of an alternative physical quantity [1].
The sensors can be differentiated according to the type of:

e Input signals, such as temperature, light, and speed.

e Output signals such as acoustic, optical, and electrical.

They are adopted in various contexts, such as saving electricity through the automatic heating
and switching on of the lights based on the presence of people in aroom, for emergency situations
such as the actuation of automatic braking of vehicles based on the detection of obstacles, or even
the control of air quality and the presence of toxic gases|[2].

Throughout their entire lifetime, sensors can produce a wide amount of data. Measured
variables can sometimes contain more information than is visible directly from the collected data.
Thisinformation can be brought to light through specia tools, which often make use of anintuitive
visualization carried out through the use of graphs, tables, or others. The purpose of this paper is
therefore to create useful tools for the analysis and visualization of data coming from different
types of sensors.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Flgure 1 - Logo of the PhotoNext Interdepartmental Center. Taken from[1].

Since then, the authors' s attention has been posted to the following kind of sensors:
e Fiber Bragg Gratings (FBG) sensors, which are optical sensors fabricated within the core
of asingle-mode optical fiber through the use of patterns of intense UV laser light that can
vary spatially [3].
e Camera sensors, which are commonly used to digitize images for processing, analysis, or
recording purposes in cameras, camcorders, scanners, etc. [1].
e Photodiode sensors, which are used to obtain electrical energy by converting light energy
[4].
Data from SCADA systems (an acronym for Supervisory Control And Data Acquisition) are
also being analyzed. They are systems composed of software and hardware part for monitoring,
analyzing, and controlling industrial processes and devices[5].

Resear ch Project on Fiber Bragg Gratings Sensors
Concerning the FBG sensors, the inherent research presented in this paper is carried out in
collaboration with the Interdepartmental Center of the Politecnico di Torino dedicated to the study
of photonic technologies, caled PhotoNext [6]. Fig. 1 shows the logo of the PhotoNext
Interdepartmental Center. It brings together the work of five different departments:

e Department of Electronics and Telecommunications (DET).

e Department of Mechanical and Aerospace Engineering (DIMEAYS).

e Department of Applied Science and Technology (DISAT).

e Department of Environment, Land and Infrastructure Engineering (DIATI).

e Department of Control and Computer Engineering (DAUIN).

Itswork combines pure research with applied experimentation activities and mainly focuses on:

e Optical components and sensors for industrial applications.

e High-speed optical fiber communication systems.

Theresearch presented in this paper and located inside the PhotoNext Interdepartmental Center
is the result of a collaboration between the DIMEAS and the DAUIN. It concerns the recording
and visualization in near real-time and on-the-ground of temperature and strain data coming from
a flying test bench [7]. This flying test bench is composed of two interconnected parts, defined
physical system and software applications. The physical system encompasses the device to be
measured, which is the model aircraft called Anubi created by the Icarus student team of the
Politecnico di Torino [8], and the FBG sensors needed to perform temperature and strain
measurements. It also includes the SmartScan interrogator [9], which is the device currently used
for reading the values coming from the FBG sensors, a Raspberry Pi™ 3 Model B+ System-On-
Chip (SOC) connected both to the interrogator through an Ethernet connection and to the Internet
viaa4G USB dongle, and the batteries needed to power both. Fig. 2 shows the complete physical
system.
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Figure 2 - The complete physical system that makes up the flying test
bench. In order: (1) Anubi model aircraft made by the Icarus Student
Team, (2) interrogator, (3) Raspberry Pi™, (4) 4G Internet Dongle.

The software applications oversee reading, transmitting, storing, and displaying data to the end
user. Their description will follow the same order as the data flow. The first application that will
be discussed is therefore the Middleware, an application written in C and C++ that runs on the
Raspberry Pi™ to get sensor data from the interrogator and send them to the Cloud Database. The
Cloud Database is based on MongoDB® and stores sensor dataand forwards them to any listening
3D Viewer applications. Finally, the 3D Viewer application alows the almost rea-time
visualization of the deformation and temperature data measured during the flight through the use
of:

e A graphvisualization, capable of providing information related to the variation of the value
of the sensor with respect to their base value (delta).

Physical System

4G Internet Dongle

Software Apps
A
USB it g Middleware
' 1
Power Bank > Raspberry Pi™ SendlData
USB |
A
Ethernet Cloud
Database
Y
- SmartScan FBG '
Interrogator Battery > Tnterrogator Send Data
A v
Optical
Fiber 3D Viewer
Upper and Lower

Surface FBG Sensors Thermal FBG Sensor

Figure 3 - A block diagram representing the flying test bench inits
entirety.
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e A 3D heat map visualization, capable of providing more qualitative information than that
provided by the graphic visualization sinceit varies the color gradation of the areain which
a particular sensor is positioned based on its current value. However, an indication of the
approximate physical location of the sensors in the system is also provided. This is
especially useful for monitoring areas of the system under stress.
A block diagram showing the full system is represented in Fig. 2.
To validate the entire system, several testswere carried out at the Tetti Neirotti runway, located
near Turin. For the interested reader, please refer to the information contained in [7].

Conclusions

This paper concerns the intuitive visualization of data measured by sensors of different types. In
particular, it regards the implementation of a complete flying test bench capable of reading,
transmitting, storing, and displaying the data measured in near rea -time to the user on the ground.
The authors of this paper are currently working on a more complete version of the Desktop version
of the 3D Viewer together with anew Augmented Reality (AR) version. They are also working on
adding new sensors to enrich the measurements currently made by the flying test bench.
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Abstract. In recent years, the threat of cyberattacks has been growing rapidly in numerous
industrial sectors that have an impact on our daily life. One of these is the space industry, where
the risk of hacking a single satellite can lead to dangerous effects not only for economics but also
for Earth critical infrastructure like: transportation systems, water networks, and electric grid. The
vulnerability of complex space systems has aready been demonstrated in the past. In 1998, for
example, hackers took control of the ROSAT X-Ray satellite pointing its solar panels directly to
the Sun and causing physical damage. Nowadays, since the attention is moved on small and less
sophisticated system, such as CubeSat, the risk of cyber intrusions is even higher as the COTS
(Commercia-Off-The-Shelf) technology they use is based on open-source operating systems. In
order to counteract this imminent problem, the development of a high-fidelity CubeSat digital
model is needed to study and solve related space cybersecurity issues. In fact, thanksto the virtual
prototype, what-if simulations can be performed alowing to analyze different cyberattacks
scenarios and predict undesirable events on the CubeSat flying on its operative orbit. Moreover,
the building of the digital model requires a holistic modeling approach and simulation tools which
allows to consider Multiphysics phenomena occurring on the space system itself. Finaly, the
possibility of connecting the virtual model to area space system, obtaining the so-called Digital
Twin (DT), will help engineersto conduct more accurate actions during the mission.

Introduction

According to G. Falco [1], space assets are sophisticated pieces of equipment with a complex
production and operational chain, making space systems vulnerable to cyberattacks. Unlike most
critical infrastructure sectors, a space system is not owned by the same organizations that operate
the system itself. All of this make the cybersecurity responsibility challenging to be well-defined
and assigned. Fig. 1 shows how the cybersecurity risks pathways (colored lines) are accumulated
along atypical satellite project. Furthermore, the recent trend to use CubeSat introduces additional
cybersecurity risks due to the exploitation of COTS technology which could be an uncontrolled
door for external adversary. Considering the growing number of CubeSat orbiting the Earth,
malicious organizations can hack only a single unit to provoke collisions phenomena with
dangerous effects. This research project is framed within the urgent need of limiting cyberattacks
with high-fidelity models and simulation tools. The latter can be designed through the DT and
MBSE (Model-Based System Engineering) concepts. The most common definition of DT was
formulated by E. Glaessgen et al. [2] as: “An integrated multi-physics, multi-scale, probabilistic
simulation of avehicle or system that uses the best available physical models, sensor updates, fleet
history, and so forth, to mirror thelife of itsflying twin”. So, aDT isan emulated version of areal
system where mathematical modeling, data-based methods, and hardware are strongly
interconnected to have a correct model system identification [3]. NASA was the first association
to forge the definition of DT and to build aready two identical space vehicles (one on the Earth
and the other onein the space) for supporting Apollo program (1961) [4]. Fig. 2 depictsan example
of DT application for abending beam test bench [5]. It isworthy to highlight how the data collected

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
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by test bench sensors can be sent to the digital model of the beam and used to refine the virtual
model itself.

ey lniong L
[T g

Figure 2: Overview of a DT system[5]

The MBSE method is needed to have a holistic modeling design and to identify the functional
relationship between and inside the CubeSat subsystems by defining the relative interfaces, needs,
requirements and interconnections. Baker et al. [6] indicates the key MBSE processes (Fig. 3)

which shall be applied for each development phases of a project and for each subsystem that
COMPOSES a space system.
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Figure 3: Sub-processes for MBSE method [ 6]

Methods and tools

In the following sections, the main steps for developing a preliminary digital model of a CubeSat
are described starting from the knowledge of the real object to the simulation block which allows
to perform system’s behavior analyses.

Modeling and Smulation

After the preliminary considerations on space cybersecurity and the importance of simulating

cyberattacks on a CubeSat, the main modeling steps [7] to be applied are now presented. First of

al, it is important to recall the four stages of the dynamic investigation which leads to system

behavior prediction:

. Specify the rea system to be examined and deduce a physica model whose behavior is
representative of the real one.

. Derive a mathematical model to represent the physical one.

. Solve the differential and algebraic equations of the mathematical model.

. Make design decision or adjust physical parametersto match the virtual space to the real
one.

Where the actual system can be the whole CubeSat or a combination of its subsystems
(propulsion, electrical, etc.); the physica model is a virtual model obtained through
approximations and engineering judgment; the mathematical model can be derived from first
principles; the dynamic system can be solved using an appropriate numerical integration scheme;
and the refinement model step can be performed adopting the communication real-time interface
between the real object and its DT or, for example, collecting on-orbit data to continuously update
the physical/mathematical model properties. The physical abstraction step shall be performedin a
way that lets to simplify the next simulations considering only dominant dynamics aspects on the
system.

The procedure described until now belongs to the causal-modeling approach. Because of the
involvement of different CubeSat subsystems in a complex Multiphysics domain, the A-causal
method can be useful to ssimplify the modeling part. In fact, according to this method, the modeling
is more focused on the physical connections (connectors or ports) between parts rather than on
thelir interaction in terms of input and output. “ There are no input and output variablesin real life”
(Dr. Yaman Barlas). Fig. 4 shows this difference of modeling approach in the electric domain
(capacitor object) using OpenModelica against Simulink language. It is worthy to notice how: in
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the first case, there is the definition of the elementary port (physical connection), the non-flow
variable (voltage), the flow-variable (current), the constitutive and connection equations; on the
contrary in the Simulink case, there is the direct trandlation of the mathematical model where the
voltage is assumed as input and the current as output (losing the physical meaning).
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Figure 4: a) Declarative capacitor’s model b) Smulink scheme

Within the MBSE framework, the SysML (Systems Modeling Language) can be exploited in
order to better define the CubeSat system highlighting its parts or units, and their corresponding
requirements. This also allows to better identify: the interconnections between subsystems, and
test cases to visualize how a hacker can start an attack and interact with others system blocks. In
[8], it is reported an example of SysML application for a crewed Mars mission (exploiting the
Cameo Systems Modeler environment), where hierarchically the structure design principle of the
heterogenous cyberphysical systemsis shown. Finally, the cyberattacks can lead to unpredictable
phenomena where the space system is in non-nominal conditions, so the modeling phase shall
include also non-linear cases. Fig. 5 shows the pipeline which summarizes what it has been
discussed so far.

Real System ‘

»

Physical - : _
Modeling ‘ Simulation

» CubeSat » Blocks . Causal approach ., Mathematical
(Matiab,Simulink] madel
 Sibyetems + Requirements
v Uinits L+ Cyberattacks - &-Causal approach . Numerical
A ; . Integration
1Simscape/Openiodelica) ,
schermae

Figure 5: Work pipeline to identify, model, and simulate a CubeSat

Space cybersecurity: threat model

In this section, some of the principal vulnerabilities of a space asset are presented. As suggested
by G. Falco[1], using aground antenna, ablack hacker can intercept the P addressfrom a satellite
(CubeSat) internet user and start a TCP/IP connection. From the stolen IP, an attacker can directly
uplink false data to the user system connected to that specific |P address. Another cyberattack is
the GPS spoofing, where an adversary uses a GPS signal simulator to insert a fake signal behind
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the true signal and progressively increase the power of the fake signa until the point it is
considered real from the satellite’ s receiver. Moreover, in [9] the technical feasibility of satellite-
to-satellite cyberattacks is described. Looking at some past satellite failures (Anik E1, Anik E2,
and TDRS 1), we know that they have been occurred because of background radiations or solar
flare. The same effects can be obtained with a EMP (Electromagnetic Pulse) attack. In this case,
the attacking satellite, equipped by an EMP actuator, shall be oriented towards the victim satellite
before to start the attack. Fig. 6 shows graphically the two ways of cyberattack.

% P
\\\ s ;"; !

I S BFY X- - dB

b)
Figure 6: a) Satellite sugnal spoofing cyberattack b) Satellite-to-Satellite attack scenario
In Fig. 7, the heterogeneous domain of a CubeSat is shown considering the subsystems: OBCS
(On-Board Computer Subsystem), AOCS (Attitude and Orbit Control Subsystem), EPS
(Electrical Power Subsystem), TT&C (Telemetry, Tracking, and Command), Structure, and
Thermal. In red life, each subsystem affects all the others an vice versa. One of the modeling
challengesisto keep only the main connectionsin order to visualize important Multiphysics events
for the space mission integrity. In addition, a cyber intrusion path (1-2-3-4-5-5) is highlighted in
red. In this scenario, it can be noticed how the insertion of a fake signal received by TT&C
subsystem and processed by OBCS, can provoke dangerous internal loops and escalation effects
as.
» Thefakeinstructions can change the CubeSat orientation
* Thenew attitude leads to a different temperature distribution
» The EPS produces new level of power (solar panel exposed area variation to the Sun)
 TheOBCSis affected by the new power produced on-board

According to these events, an attacker can send instructions to point solar panel toward the Sun
or deep-space, and this can lead to: overheating or structure deformations in the first case, and
CubeSat components shut down in the second case (due to insufficient level of power). Thiskind
of failure propagation chain can be anayzed and studied as function of the achieved modeling
complexity. Thelatter allowsto reveal more variables and parametersthat links a CubeSat physical
domain with another.
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Figure 7: CubeSat domain: the red path shows how a cyber intrusion can spread inside the
system

Conclusions
This research project aimsto help the realization of afully-integrated DT of a CubeSat capable to
be tested and analyzed under different input conditions (in order to simulate cyberattacks). Thanks
to this project, computer science and space engineering will work in synergy, during a space
mission development phase, planning defense strategies against cyber threats. Moreover, the high-
fidelity digital model allows to optimize the design phase and to reduce the production costs.
Finally, some of the candidate research questions, associated with this research work, can be
formulated as:
» Using aholistic design approach for building a pre-digital twin of a CubeSat, what
kind of cross-phenomenona (between subsystems) can be triggered?
» After the ssimulation campaign, isit possible to define and isolate critical coupling
effects and relations between a CubeSat subsystem and another?

«  Which could be the main escalation eventsin space (Earth’s orbit or deep-space) that
lead to amission failure?
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Abstract. Optical fiber is a material that can transport light signals, so resulting useful for data
transmission and sensing applications. Fiber Bragg Gratings (FBG) are a specific type of optica
sensors that can measure parameters like temperature, strain, and vibration. The PhD program
focuses on devel oping a sensing and monitoring strategy for aerospace systems using FBG sensors
networks. The study will include materia selection, optical fiber manufacturing, sensors
packaging and integration, calibration and interrogation techniques and smart |ogics devel opment
for acquiring and controlling phenomena affecting the equipment under test. Some experimental
activities have already been conducted to analyse thermal and mechanical sensing and to define a
reliable methodology for integrating sensors into various systems. During the tests, FBGs were
found to have high accuracy and sensitivity for thermal variations, mechanical strain and short-
term thermal transients. The crucial role of bounding technique was also enhanced. Additionally,
more complex tests have been conducted for sensor more redlistic systems, both for space and
aeronautic environments. The results gained in this first period are positive and encouraging,
suggesting further developments during PhD program.

I ntroduction
The optical fiber isaglass and polymeric material that can conduct alight signal insideitself. This
particular feature has revolutionised the methodology of transporting data and information. The
advent of optical fiber has therefore transformed communications technology, starting with the
Internet connection. However, its unique physical characteristics have alowed it to be applied to
amuch wider spectrum in numerous and varied technical applications, and also in aerospace [1].
Optical fiber guarantees a high lightness and a small cross-section of its cables, combined with
relatively low production costs. Moreover, it isimmune to electromagnetic disturbances (areally
crucia aspect for aerospace), while ensuring chemical and electrical passivity: consequently, it
can guarantee high performances even in particularly hostile or potentially explosive
environments. But the most interesting feature for engineering research islinked to the possibility
of creating, directly within the fiber itself, optical structures that can act as sensors, measuring
different parameters such as temperature, strain, vibration, humidity, etc... In fact, in the most
frontier engineering projects the role of sensors is becoming increasingly important. Nowadays,
they are required to not only provide a large amount of data with high accuracy, but also to
correctly work in hostile environmental conditions. In aerospace, guaranteeing high performances
in hostile environmentsis atypical requirement and optical-based sensors can meet it [2].

Generalities about optical fiber and FBG sensors

The optical fiber has a cylindric section with several concentric layers, from the inside to the
outside, called core, cladding and coating. The external coating (together with eventual additional
outer layers) is composed of a typical polymeric material and can vary depending on the
application. Its purposeis solely to increase the mechanical features of the fiber, dueto its extreme
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fragility. The core and cladding, on the other hand, are the two innermost glass layers that allow
the fiber to transmit the light signal. In fact, if the light is entered in the core with a correct
orientation, when it reaches the interface with the cladding it undergoes a total reflection, thus
remaining confined to the fiber itself and so propagating the information. In general, core and
cladding reach a diameter of 125 um, which becomes 250 pm with the addition of a typical coating
layer.

Optical sensors are created directly inside the fiber itself with techniques that vary depending
on the type of sensors and their final application [3]. In this work only Bragg gratings (FBG) are
considered. Although there are different techniques, they are generally produced by laser
photoengraving. In thisway, a periodic remodulation of the core’ srefractive index is created. This
periodic remodulation acts as afilter against the el ectromagnetic radiation that passes through the
fiber. All frequencies, in fact, pass through the grating, except for a specific frequency that is
reflected. This frequency, called Bragg frequency, is quantified in terms of length as:

Ab = ZneffA (1)

Where nest is the refractive index of the section of the core containing the grating and A the physical
distance between one remodulation and the following, called grating pitch. It is precisely the
dependence of the Bragg frequency on the grating pitch that allows to associate the wavelength
variation detected by the optical instrument to the measurement of aphysical parameter acting on
the sensor itself. On a genera level, considering the temperature and the mechanical strain, the
two quantities able to physically deform the sensor, the genera equation of the FBG sensor results
to be:

AL = K. AT + K, Ae )

where AL is the variation of the reflected wavelength, Kt and K¢ are the correlation coefficients
that allow the optical output to be converted into atemperature/strain value.

Optical fiber and FBG sensorsfor aer ospace

The physical characteristics of the optical fiber, together with the possibility of embedding sensors
inside itself, has aroused a significant interest in research aso for the aerospace industry. Several
studies are available in the literature on this subject, covering different application areas. A first
exampleis represented by structural monitoring: thanks to the minimal fiber’s diameter, it results
suitable to create “smart” components, integrating the cable into the material during the
manufacturing process [4], [5]. Thistechnique can be used for both metallic and composite pieces,
albeit with a different methodology. Morein details, optical fiber can provide surface information
either directly adhering to the structure, by acting as an "optical strain gauge" [6], [7]. Another
intriguing aspect is the possibility of using FBGs to monitor temperature and structural integrity
in remote locations or explosive environments (such as tanks). Because of the fiber's electrical
passivity and inability to generate sparks, it is particularly well suited for this type of application,
in which traditional sensors cannot be used.

Finally, thermal sensing isasignificant field of interest for FBGs. The small fiber cross-section
reduces the disturbance introduced by the sensor, which isasignificant advantage over atraditional
sensor. This could be especially important for thermal testing in space applications, where very
thin layers must be tested. More broadly, many aerospace systems require temperature or other
information in remote locations (i.e. insight servo-mechanism [8]), for which FBGs may be the
best solution [9]. Furthermore, they appear to be suitable for cryogenic aswell as high temperature
applications. Nowadays, thermocouples with high thermal resistance are primarily used for this
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application. However, they degrade due to high-temperature oxidation, erosion, and contaminant
intrusion into the probes and wiring, resulting in inaccuracies of up to 50°C. Because silica fibers
can now withstand thermal cycling at temperatures close to 1000°C with a life time far superior to
traditional sensors, optical sensors hold great promise for the development of new high-
temperature resistant measuring systems [10].

This brief overview of possible FBGs aerospace applications explains solutions that appear to
be extremely strategic. However, they are primarily laboratory-based studies and testing
campaigns that have yet to be implemented in real-world systems. Furthermore, thereis currently
no standard procedure for integrating FBG and optical fibers in aerospace systems and/or
components.

Optical sensor networksfor aerospace systems lifecycle management

The overall activity about PhD program (Fig. 1) is focused on the study of optical fiber sensors
networks, integrated with other traditional sensors, to realize a sensing and monitoring strategy for
aerospace systems aong the whole development lifecycle. To do this, at first, a methodology to
define a network optical multi-sensor chain will be developed for the acquisition of different
guantities on the basis of the application (space or aeronautics). In this phase, special attention will
be dedicated to the material selection, the optical fiber manufacturing, and sensors packaging and
integration, taking into account the environmental characteristics: level of vibration, temperature,

atmosphere pressure, €tc...
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Figure 1. Scheme resuming the overall approach to research activities

Then, the study of the calibration and the interrogation techniques (data storage) of the sensing
network will be performed, also using the correlation of data produced by different type of sensors,
not necessarily based on the optical technology, that supports the measures and increase the
confidence level. Finally, the definition of a set of techniques to interpret the data drawn from the
sensing network will be developed. Depending on the applications (servomechanisms, on board
systems, thermal testing, etc..) smart logics will be developed to acquire quantities the are useful
to capture and control some phenomena affecting the equipment under test. Special emphasis will
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be addressed to diagnostic and prognostic strategies for a defined aerospace system along the
whole development lifecycle.

Some experimental activities have aready been carried out, in order to have enough know-how
to define a standard and reliable methodology for sensors integration in the systems of interest. In
particular, the experimental activities currently conducted are divided into three main areas, in
which FBGs were bounded on:

 samples for laboratory tests about thermal and mechanical sensing;

» amodel aircraft for structural monitoring and real time data transmission;

* space MLI for thermal testing in vacuum.

Laboratory tests covered sensitivity analysis of FBG sensors to temperature variations and
mechanical strain when applied to typical aerospace materials. In particular, great attention has
been paid on a gluing methodology and to the sensor reaction time.

As previously stated, the Bragg wavelength, which is nominally defined during the
manufacturing phase by the grating etching process, can vary as aresult of physical changesin the
sensor itself or environmental conditions (physical stresses applied to the grating or variations of
temperature). To ensure satisfactory levels of accuracy and reliability, the correlation of the Bragg
wavelength variation with these variationsisrequired. At first, the sensitivity of the Bragg gratings
to temperature changes was verified, varying the materials used, the environmental conditions of
measurement and the bonding technique. The experimental data collected were used to perform
the thermal calibration of the sensors used. The influence of boundary conditions on the sensor
calibration process was then defined. Moreover, the FBG sensitivity to environmental temperature
conditionsis also afundamental aspect when the same optical sensors are used for other measuring
purposes. In fact, the main criticality of FBG is represented by the cross-sensitivity: the sensor
provides asingle optical output, whose variation may depend on multiple factors that the sensor is
exposed to. In particular, using FBGs as mechanical strain sensors, it is crucia to estimate with
proper accuracy the disturbance generated by other factors (such as temperature) and conceive an
effective compensation method. Tests highlighted a very precise linear relationships between
optical output and thermal/mechanical stresses applied on the sensor. In this way, the correlation
coefficients have been experimentally calculated and, thanks to them, the over lapping process
could be used to filter data. The technique to decouple the different contributions is still under
investigation, due to the significative complexity of the process. The simplest strategy, aready
applied with great successful results (Fig. 2), consists in three different steps. At first, an optical
sensor is thermically calibrated. Then, after it has been placed on the component for mechanical
measures, it is flanked by a second sensor. This second sensor is not mechanically stressed and it
provides only the temperature value: in this way, data from first sensor can be filtered by the
thermal contribute. The second sensor, essential for the decoupling process, could be electronic or
optic.

The results highlighted how, once the wavelength trend is filtered from the contribution of the
environmental conditions, FBG could read mechanica strain with high level of accuracy.
Furthermore, during thetest campaign different bounding techniques were compared. In particular,
the effects of afiber pre-tensioning were analysed. The results showed a possible influence on the
correlation coefficients, but with minimal difference on the final accuracy.

Finally, it was tested the FBG capability to read short-term thermal transients, by comparing
performances with a conventional thermal probe (PT100). The campaign showed that optical
sensors have an extremely high sensitivity and a much shorter reaction time. Data collected allow
to consider strategic the use of FBG for thermal monitoring, above al considering the fiber
minimally invasiveness and high accuracy.
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Figure 2. Comparison between temperature sensing of FBG and electronic sensor (a), FBG
output when mechanical loads and thermal variation contextually act on the sensor (b,c) and
after thermal compensation (d).

After verifying the high sensitivity of FBG sensors, some more complex activities have been
conducted for starting to sensor example of aerospace systems.

A first application was to install some FBGs aong the wing of a model aircraft made of
composite materials. So, it was created a flying experimental test bench for testing performances
of monitoring aircraft systems with optical technology and to develop the electronic system for
transmitting data to ground in near real-time [11]. Thanksto a great work developed with amulti-
disciplinary team, an integrated open-source solution was proposed. Using data detected by FBG,
the system is able to display the temperature and displacements of the structure on a heat map
arranged on a 3D model and visualized through a computer application on the ground. The
methodology can be applied to various scenarios, ranging from maintenance planning activitiesto
performance checks, providing an all-in-one solution for flight data management and structural
monitoring.

Thelast field of application in which some tests have already been conducted isthermal testing
for space. In particular, the reliability and sensitivity of FBG sensors for temperature
measurements in a thermal protection system (MLI) were tested, comparing performances with
thermocouples. From experimental data it was found that optical sensors have several advantages,
including lower noise in terms of heat flow and faster reaction time. However, tests have aso
demonstrated the extreme importance of the methodology of integration of optical sensors, which
could be critical and source of inaccuracy above all at low temperatures.
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Resultsand further development
Some extremely positive and encouraging results have already been achieved in thisfirst doctoral
period. In particular, theserefer to the high sensitivity shown by optical sensors, even when applied
to materials of typical aerospace environment and in hostile environmental conditions. The
physical advantages of fiber, together with the ability to measure different physical parameters
with the same instrument, make optical sensors particularly interesting for aerospace.

However, some important issues still need to be properly studied and deepened. First of all, it
IS necessary to have a standardized procedure of gluing, packaging and calibration of the sensor,
in order to fully comply with industry regulations. Secondly, a uniquely tested technique must be
devel oped to overcome the problem of sensor cross sensitivity. Finally, it is necessary to verify on
real operating systems what is currently verified by laboratory tests.
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Abstract. The present research establishes atwo-step strategy to incorporate classical elastoplastic
constitutive model into ordinary state-based peridynamics (OSB-PD) for ductile fracture analysis.
Three length levels are notified, respectively, bond level, material particle level and bulk level.
The unified Bodner-Partom theory isincorporated into the OSB-PD framework to define the bond-
wise relationship between deformation state and force state. Particle-wise variables indicating
plastic deformation state are extracted from connecting bonds to establish the unified ductile
damage model at particle level. The damageindicator in turn exerts effects on the following plastic
deformation. At present study, the collaboration among PD and unified theories amplifies the
theoretical unity of PD in defining material behaviors. Simulations under quasi-static and impact
loading conditions are carried out to demonstrate the effectiveness of the present model in
reproducing ductile fractures at bulk level.

Introduction

Ductile fracture is a non-trivial issue, accompanied by high plastic deformation, that affects the
workability of engineering materials [1]. During plastic deformation, with the proliferation of
dislocations and the emergence of voids and cracks, the amplified effects of material
inhomogeneity and discontinuity can influence the computational accuracy and efficiency [2].
Therefore, nonloca meshfree methods like smoothed particle hydrodynamics (SPH) and
reproducing kernel particle method (RKPM) are utilized to describe the phenomena where long-
range interactions affect the global behavior of the solution. However, it isinevitable to deal with
gpatial derivatives or their approximations during dynamic crack propagation [3]. Specia
treatments for fracture and fragmentation are still needed to accommodate the emergence of new
free surfaces. To eliminate these concerns, peridynamics (PD) theory reformulates the classica
continuum mechanics (CCM) into an integral -differential form with no spatial derivatives required
[4].

Originated from molecular dynamics, PD concerns the nonlocal effects of material particles
within acertain cutoff distance named horizon. With the newly-proposed “ state” instead of tensor,
PD establishes a general version of CCM, making it mathematically compatible with crack
initiation and propagation without any complementary numerical treatments [5]. PD can then
provide a unified formulation of for nonlocal theories including SPH, CSPH, RKPM, G-RKPM
and it has been successfully applied on the failure analysis of rocks, metals, polymers and
composites [6]. The constitutive models are expressed as the relations between force state and
deformation state. They can be carefully divided into two categories concerning ordinary state-
based PD (OSB-PD) and non-ordinary state-based PD (NOSB-PD), according to the geometrical
relations between force state and deformation state. To describe ductile fracture, PD has been
collaborated with numerous constitutive models from different length scales [7], concerning

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of
this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials
Research Forum LLC.
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Johnson-Cook theory, Comacho and Ortiz theory, crystal plasticity theory, Gurson-Tvergaard-
Needleman theory, Multiscale Micromorphic Molecular Dynamics theory, etc.

However, most of the developed PD models concentrate on a certain stage of deformation. The
yield surface needs to be defined additionaly for plastic deformation, which undermines the
theoretical unity of PD theory. The present paper aims to define a unified elastoplastic model
coupled with ductile damage to describe the full-course ductile fracture process in a unified
manner. The Bodner-Partom (BP) theory [8] is modified to collaborate with OSB-PD theory, while
Wang' s ductile damage theory [9,10], in aunified manner akin to the BP theory, works along with
the modified BP theory and functions as a material deterioration indicator. Fina fracture is
predicted using acritical bond stretch criterion dueto its effectiveness and computational stability.
The present elastoplastic model is carefully verified through numerical simulations.

The remainder of this study is threefold. Section 2 introduces the extended elastoplastic OSB-
PD theory and the two-step implementation strategy. Multiple verification tests under various
loading conditions are conducted in Section 3. Main conclusions and future works are summarized
in Section 4.

Theory

A PD body B, moves to B, with a certain deformation. The material body is discretized into
numerous material particles. Each central particle possesses a spherical neighborhood H, with a
radius of &, named horizon. Within the horizon, central particlex generates bondswith its neighbor
particlesx’. In OSB-PD, material response at a point depends on the collective deformation of all
connecting bonds. PD equations of motion are given by [5]

pu(x,t) = [, {T[x, tl(x’ - x) — T[x, t](x — x)}dVy + b(x,1) (D

where p is mass density in the reference configuration; u is the displacement vector field; b isthe
prescribed body forcefield; V,, isthe volume of particle x’; T[x’, t](x’ — x) is the force vector state
of particlex’ contributed by bond x’ — x at time't.

Fig. 1 PD kinematics.

Bond & = x'— x is aso known as the reference position vector state X[x, t](§) of particle x at
time t. It is mapped to the deformed configuration as a deformation vector state Y([x, t](€) =
y(x't) —y(x,t) = &+ n. Thedisplacement vector staten iswritten asU[x, t](§) = u(x’, t) — u(x, t).
The extension scalar state e is defined as

e=y—x (2
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where y = [Y|, x = [X]. It can be decomposed into an isotropic part el = %" and a deviatoric part
ed =e —el. Thevolume dilatation isdefined as 6 = %(@x) « ¢, Where m isthe weighted volume
defined asm = (wx) * x; w(||E]) = L is a spherical influence function for isotropic materials.

1]
For plastic deformation, deviatoric extension state e? is further decomposed into an elastic part

e’e and a plastic part e9P. In consideration of plastic incompressibility, the extension state e can
be expressed as

e=¢l +ed+ed ©)

where p isPD pressure defined asp = —k#6. The plastic deformation follows the modified Prandtl-
Reussrule. Therate form of plastic bond extension is expressed as

edp = \/%exp [— (nz%;l) (%)nm)] td-x (4)

where J,. is defined as J,, = %gdgd; Z is a history-dependent variable representing the material

hardening state, defined as Z = Z; — (Z; — Zp)e ™ ™W”. WP is an equivalent bond-wise plastic
work; Ry, Zy, Z1, mgp, ngp are material parameters. Then the force scalar state ¢ is given by

t=t +td= —%’@x+aw(gd—@dp) (5)

The unified ductile damage is defined at material particle level to measure the isotropic damage
degree. A two-step strategy is hereby proposed to connect elastoplastic deformation and ductile
damage. The elastoplastic deformation status extracted from bond level can manifest the degree of
material damage, while the damage indicator D computed from particle level, in turn, exerts
impacts on the following development of plastic deformation through bond-wise damage indicator
D. The PD equation of motion coupled with damage is then modified as

p(u(x,t) = [, (1—DXT[x, t]}(x' —x) — T[x', t](x — x')}dVy, + b(x, 1) (6)
where D = D%D' takes an average between the damage values of particle x’ and x. The evolution
of D can be described by Wang's unified damage theory

b= Do n % [(5(; _ §O)aD _ [S-.c _ fl/aD (Z_::) S—,p]aD] (7)

f (Z—“;) =2(1+v) +3(1-2v) (Z—";)Z 6)

where Dy, D, 5, 5, ap, kp are material constants. kp,, among others, is defined for smoothing over
the discrepancy between bond-wise damage intensity and bulk damage intensity. sP denotes plastic
bond stretch; ¢™ denotes PD pressure, which functions as ameasure of isotropic expansion; ¢4 is
PD equivalent stress[11]. The complete logic of the present model isillustrated in Fig. 2.
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Fig. 2 theory basics.

Main results

This section aims to exploit the effectiveness of the extended OSB-PD constitutive model in
predicting the natural development of plastic deformation and material failure. Simulations under
guasi-static and high-velocity loading conditions are conducted, including standard tension tests,
compact tension (CT) tests and Taylor impact (T1).

A series of standard tension tests are conducted on aluminum aloy 6061(T6) dog-bone
specimens for model validation [1,12]. Three aspects are carefully discussed, concerning the
effects of model constituents, model applicability on specimens with different degrees of non-
uniformity and rate sensitivity effects. The strain-hardening effect is introduced by internal
variable Z from the BP theory. The damage model functions as a counterpart to the strain-
hardening variable by introducing a material deterioration factor with effect throughout all
deformation stages. The bond deterioration further contributes to the collective description of
material degradation, leading to the slightly downward trend in simulation curves. By integrating
and coordinating all the constituents, satisfactory simulation result can be obtained. Specimens
with higher degree of geometrical non-uniformity show better performances than those uniform
ones. It indicates that the current computational model cannot deal with massive yielding
situations. Numerical instabilities occur near the end of the deformation process, which are
translated as severe fluctuations, even collapse, of the simulation curve. Moreover, the modelling
results of standard tension tests under different |oading rates show agood agreement to experiment
data. The fitting degree were satisfactory with little fluctuations at the beginning of plastic flow,
which is caused by the stiffness problem of BP theory.
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The compact tension test [13] is carried out to show the capability of the present model in
describing crack propagation behaviors. The test material was DH36 steel with Y oung’s modulus
of 210 GPa and the Poisson’ s ratio of 0.3. The PD model was discretized into 467376 particlesin
simple cubic structure with the lattice constant (Ic) of 0.5 mm. The horizon was 1.5 mm. A quasi-
static displacement boundary condition was enforced on two cylinders with adiameter of 6.35 mm
along y-axis. Thetotal displacement of 8.0 mm was finished within 89000 steps. According to Fig.
3, the simulation curve obtained by the present PD model (red) follows a similar trend to that of
the experiment curve (blue). Oscillations can be noticed during the deformation, which attributes
to the effects of sudden bonding and bond breakage. Two sets of synchronic cloud charts, showing
theintensity of plastic deformation and crack propagation path, are presented in Table 1. The crack
grows steadily and clearly. Around the crack tip thereis an enlarging elliptical plastic zone. When
the discretization degree attains plane-wise 3904 pixels, corresponding to the lattice constant of
0.5 mm, the simulation results are believed trustful according to Fig. 4.

Table 1 The distribution of plastic deformation and crack propagation path (Ic=0.5mm)

Crack mouth opening displacements

2.4mm 3.6mm 4.8mm 6mm 8mm

Intensity of plastic
deformation

Middle plane

Fracture degree
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In Taylor impact test [14], the specimen was a 31.75 mm long auminum alloy 6061(T6)
cylinder with the diameter of 6.35 mm. The system was discretized into 101988 material particles.
The grid size was 0.3 mm and the horizon was 0.54 mm. The impact bar was moving towards a
rigid wall at 289 m/s. The time step was chosen as 1x10%. The ultimate configuration of the
cylinder bar is presented in Fig. 5. Fig. 5(b) exhibits a typical mushroom head with a drum-like
section near the impact face, in conformity to the EMU results. Materia particles near the impact
face are drastically mal-positioned with higher level of bond breakage. The normalized diameter
at the impact face for the smulation is around 2.25 and the normalized length isaround 0.85, in a
satisfying conformity with experimental results.

ol

a) 3D version b) Middle plane
Fig. 5 The degree of bond breakage

Computation tasks are performed on a HP Z8 G4 work station, equipped with two Intel Xeon
Gold 6154 CPUs. For all the benchmark tests afore-discussed, 16 processors are invoked in
parallel. The CPU time per step per zone ranges from 0.5x10°®sto 3x10® s. For amodel composed
of 5x10° particles running for 5x10° steps, at least 750 seconds are needed. The computational
potential can still be further tapped by means of Carrera Unified Formulation and the CUF-based
PD-FEM coupling schemes.

Summary
A two-step strategy is proposed to incorporate the BP theory and the Wang' sductile damage theory
into OSB-PD framework. A unified elastoplastic peridynamics model is hereby established to
simulate the full-course fracture behaviors for ductile materias in consideration of dislocation
dynamics, void growth and coalescence. It retains the advantages from both unified constitutive
theory and PD theory in predicting the natural development of plastic deformation and material
failure. Its capabilities in describing material fractures are verified through a series of tension and
impact simulations. The plastic deformation patterns, crack propagation paths and synchronic
physical behaviors at different deformation stages have been reproduced to a satisfactory degree.
To optimize the present model, three-dimensional peridynamics can be further coupled with
high-order two-dimensiona finite elements based on local easticity [15,16]. The collaboration
between PD and CUF-based FEM [17] can retain the salient features of both local and nonlocal
theories, which will bring new possibilities for the applications of the present two-step strategy.
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