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ABSTRACT The increasing penetration of variable renewable energy sources is progressively eroding the
ability of conventional power plants to ensure grid stability. Alternative assets, including storage and control
systems, are required to fill the gap and maintain the system stable, but all contributions should be previously
analysed and studied by means of energy models. However, the modelling of operational constraints such
as reserve requirements leads to increased computational burden, especially when employing long-term
planning methods with unit-commitment needs. Therefore, planning tools often approximate or neglect
reserve needs, leading to major sizing errors. This paper presents a novel model and policy recommendations
for integrating short-term aspects and power reserve requirements in the planning of off-grid microgrids. The
developed framework includes the formulation of an accurate cost and unit commitment model for fuel-fired
generators, the formalisation of power reserve requirements and the representation of the contribution of
storage and non-dispatchable technologies to power reserve. The mathematical formulation of the different
assets is explored, also investigating the mutual influence of the modeled phenomena. The approach is
implemented on a Mediterranean non-interconnected island. The results show acceptable trade-off between
computation time and accuracy in one-year hourly simulations. Evidence demonstrates that ignoring the
reserve requirements may lead to a 30% misjudgment of costs and an underestimation of the necessary
reserve requirements. Enabling storage to provide reserve significantly reduces overall system costs (up to
−20%), decreases fuel consumption (−35%), and improves resilience, hence suggesting the pivotal role of
storage in providing reserve.

INDEX TERMS Renewable energy sources, power system stability, hybrid power systems, microgrids,
islanding.

NOMENCLATURE
A. Indices and Sets

g Indices of Fuel-fired generator (FFG)
unit.

r Indices of vRES generation unit
s Indices of storage units.

The associate editor coordinating the review of this manuscript and

approving it for publication was Yonghao Gui .

t Indices of operating snapshots t =

1, . . . , tend .
�G Set of FFGs.
�R Set of vRES generation techs.
�S Set of storages.

B. Parameters

Fuel-fired generators.
dg(t) Dispatch of g-th FFG unit at t-th

timestep.
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Pnom,g Nominal power of g-th FFG.
sg(t) Status of g-th FFG at t-th timestep.

Objective functions.
ccg Capital cost of g-th FFG unit.
ccr Capital cost of v-th vRES unit.
ccs Capital cost of s-th storage unit.
ccs,link Capital cost of the s-th converter.
CCtot Total Capital Cost (CC).
f baseobj Economic base objective function.
fobj Economic objective function.
fe,g Extra objective term due to g-th FFGs.
ic Normalized idling cost.
ICg Idling cost of g-th FFGs.
ocg Operational cost of g-th FFG unit.
OCtot Total Operational Cost (OC).

Power demand.
EL(t) Total power demand at t-th timestep.

Power reserve analysis.
fix Fixed term of power reserve request.
rg(t) Reserve by g-th FFG at t-th timestep.
rr (t) Reserve by r-th vRES unit at t-th

timestep.
rs(t) Reserve by s-th storage at t-th timestep.
rs,link (t) Reserve (power limit) by s-th storage at

t-th timestep.
rs,store(t) Reserve (energy limit) by s-th storage at

t-th timestep.
Rrq(t) Reserve requirement at t-th timestep.
wavvRES Fraction of reserve needed due to vRES

generation units.
wEL Fraction of reserve needed due to the

power demand.

Storage units.
ηdisch,s Discharge efficiency of the s-th storage.
emin,s(t) Minimum percentage state of charge of

the s-th storage at t-th timestep.
Enom,s Nominal capacity of the s-th storage.
es(t) State-of-Charge of the s-th storage at t-th

timestep.

vRES generation units.
CFr (t) Capacity Factor related to the r-th vRES

units at t-th timestep.
Pnom,r (t) Nominal power of the r-th vRES units.
Pr,avvRES (t) Available power of the r-th vRES units at

t-th timestep.
Pr,avvRES (t) Available power of the r-th vRES units at

t-th timestep.
sw(t) Weight of t-th timestep.

I. INTRODUCTION
A. MOTIVATION
The global transition towards renewable energy sources
(RES) is gaining momentum and the share of variable RES

(vRES) is increasing [1]. However, the intermittency and
unpredictability of vRES can lead to supply fluctuations
that can destabilise the grid, especially for high vRES
penetration [2]. Therefore, it is necessary to develop planning
methods to consider the reserve requirements, needed to
cushion such fluctuations and support high RES penetration
in the energy system [3].
Achieving a sustainable energy supply is particularly

important for remote areas and geographical islands that
are not connected to continental electricity grids [4], [5].
Many islands and remote areas are indeed electrified by
large diesel generators that, to provide reserve, are often
forced not to operate at maximum efficiency. However,
storage and RES have recently proven able to provide reserve,
hence guidelines and modelling tools for addressing the
reserve provision by different technologies, conjointly with
the non-linear efficiency map of fuel-fired generators are
needed.
This study aims to address the increasing need to develop

planning methodologies that take into account the reserve
requirements for high shares of vRES in stand-alone power
systems, especially on small islands. By addressing these
challenges, our research aims to help achieving ambitious
sustainability goals and build more resilient and sustainable
energy systems.

B. LITERATURE ANALYSIS
To effectively integrate vRES into power systems, several key
aspects need to be considered. These include the integration
of the dispatch problem since the planning phase, including
accurate operational cost models for FFGs, power reserve
requirements, and the technologies capable to provide reserve
power, as a compromise between model complexity and
accuracy [3], [6]. These aspects are critical to ensuring system
stability and reliability and are discussed in more detail in the
following sections.

1) PLANNING VS. DISPATCH OPTIMIZATION: TWO
DIFFERENT GOALS
The modelling complexity highly depends on its scope:
short-term dispatch or long-term energy planning. Given the
short-term horizon, forecasts of resources are more accurate
and the smaller horizon can enable increasing complexity of
the model representation [7]. Conversely, long-term planning
involves determining the optimal sizing of components for a
cost-effective and resilient system over a multi-year analysis
period [6]. However, to appropriately estimate the overall
cost of the system, dispatch consideration shall be considered
within the long-term planning, that inevitably increase the
total computational costs especially for long time horizon
and/or high modelling details [8]. This requires a tradeoff
among various factors such as the projected growth in energy
demand, the availability and variability of renewable sources,
and the cost and performance of different technologies,
which are affected by higher uncertainty than for short-term
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considerations. For example, in [9], the authors proposed a
planning study that simulated the annual system with hourly
time steps and considering the role of energy storage in
providing reserve capacity. However, their model for FFGs
was not accurate, as it did not include unit commitment and
only used a simple linear model for FFGs cost. In contrast,
in [10], the authors aimed to provide a model that combines
short- and long-term planning methods while exploring
the impact of neglecting FFG technical constraints for
flexibility purposes. To handle computational complexities,
representative days have often been used, however they
may lead to underestimate costs. For example, authors in
[6] showed that using low temporal resolution or only a
few representative days will can lead to sub-optimal results.
Moreover, in [11] and [12], researchers highlighted that
inaccuracies also emerge when using a limited number of
representative time-period in the modelling of high-RES
microgrids.

The literature highlights that integrating short-term dis-
patch considerations into long-term planning is essential
for estimating the real operating costs and reliability,
especially for renewable-rich systems [3]. However, when
using a short-term model in long-term planning, balancing
accuracy and temporal resolution becomes challenging due
to the increased complexity. Aiming to provide preliminary
guidelines, in this study we test different combinations of
modelling complexity, including the reserve problem and the
main costs associated with FFGs (idling, start-up and shut-
down).

2) FUEL-FIRED GENERATORS COST MODEL
Accurate modelling of the cost behaviour of FFGs is
critical for assessing the economic feasibility of alternative
technologies that can provide back-up power. Models of
FFGs can - but are not limited to - include quadratic
equations [13] as well as linear equations [9], [14]. In the
scientific literature there are examples of studies based on
piecewise-linearized quadratic models [15], while others take
into account start-up and shut-down costs [10], [16], which
can increase the complexity of the model. There are also
examples that consider both start-up and shut-down costs as
well as idling costs [17], [18] that occur when operating FFGs
at null output power. These diverse approaches indicate that
generator models can vary in complexity, depending on the
physical system.

The modelling shall comply with the expected quality of
the system representation and its multiple technologies, not
only in costs but also in terms of reserve provision. However,
to properly draw guidelines and practical decisions, different
modelling formulations shall be compared, also considering
possible contributions by all technologies. For example, the
authors in [19] proposed accurate modelling of the fuel-fired
generators, including start-up/shut-down costs and rump-
up/down constraints, but they also limited their studies to
the dispatch problem without considering the role of energy

storage in providing reserve capacity; no long-term planning
was performed nor guidelines were drawn. Other studies -
such as [20] and [21] - also developed accurate and non-linear
cost formulations for FFGs that take into account the role of
energy storage in providing reserve capacity. However, they
only focused on short-term dispatch on a few days.

FFGs that provide reserve cannot operate at their maxi-
mum capacity as their spare capacity is saved for reserve
provision. As a result, FFGs often operate at sub-optimal
efficiency, leading to higher fuel consumption and emissions.
To increase the accuracy of the planning process, we model
this phenomenon by including the corresponding idling costs.

3) DEFINITION OF POWER RESERVE REQUIREMENTS
Reserve power can be divided into primary, secondary and
tertiary reserve depending on how quickly they can be
activated [2]. Failure to model reserve power requirements
at the planning stage can lead to undersized and unreliable
systems, hence causing outages and high social costs in the
operation phase. Therefore, accurate modelling of reserve
power requirements in planning models is crucial to ensure
a resilient future energy system [3].

Various approaches to modelling reserve requirements
have been proposed. Electrical load and vRES are the primary
drivers of uncertainty in the energy system. Consequently,
many studies focused on analyzing and quantifying reserve
requirements based on these factors [19], [22]. Alternatively,
some studies added a fixed quota of reserve depending on
the technology providing the maximum reserve capacity, also
taking into account the possibility of sudden faults [15].
Other studies also considered a maximum Rate of Change of
Frequency (RoCoF) and ensured that the system design does
not exceed this limit [13], [23].

However, including these requirements into planning mod-
els is a complex task, and multi-year approaches commonly
neglect them [24]. For the planning problem, an integrated
approach to reserve requirements was proposed by [10] that
incorporates an accurate model of generator costs. However,
their analysis is limited to eight representative weeks instead
of performing simulations over all the hours of the year, hence
potentially leading to sub-optimal solutions as highlighted
in [6]. Accordingly, in this work, we propose a formulation
able to account for various source of uncertainty that has also
acceptable computational requirements for yearly simulation
at hourly resolution.

4) TECHNOLOGIES FOR PROVIDING POWER RESERVE
Reserve needs are historically met by fuel-fired generators
(FFGs) that can reliably adjust their dispatch to respond
to sudden demand or supply changes, while typical vRES
cannot. However, alternative technologies, such as storage,
can also contribute to reserve. Integrating diverse reserve
technologies is pivotal for a sustainable transition to renew-
able energy-based grids, while ensuring secure and reliable
energy supply even with a high share of vRES [25]. The
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literature is rich in papers investigating the potential reserve
contribution by various technologies, like energy storage
systems facilitating vRES integration [10], [21]. Flywheels
[20], pumped hydro and [9] electrolyzer [26] are explored
for their reserve potential. Interestingly, the authors in [19]
considered the possible reserve provision by vRES, but
intermittent nature limits consistent power output. In [27], the
authors proposed an iterative multi-year MILP optimisation
approach to microgrid planning that includes the idling cost
formulation for FFGs and simplified reserve requirements.
However, the study does not explicitly compare and analyze
the capacity of different technologies to provide reserve, nor
provides guidelines for power reserve management.

Given the lack of comprehensive guidelines for reserve
requirements in microgrids and the effects of modelling into
the planning results, the current paper aims to fill the gap
and comprehensively investigate the possible contribution to
reserve by different technologies, also performing sensitivity
analyses, needed for drawing guidelines for microgrid
planning.

5) COMPLEXITY OF THE MODEL
Renewable energy systems can be modeled using var-
ious mathematical techniques, including linear program-
ming (LP), mixed-integer linear programming (MILP),
and non-linear programming [28]. However, increasing the
complexity of the model to enhance accuracy can lead to
longer computational times, particularly at higher temporal
and spatial resolutions. The inclusion of binary/integer
variables to represent the flexible unit commitment and
start-up and shut-down costs of fossil fuel generators
transforms the problem into MILP, that significantly worsen
the computational requirements [6]. The use of non-linear
techniques may also be required to enforce ramp-up or ramp-
down rate constraints, adding complexity to the problem. The
choice of model complexity depends on the trade-off between
computational time and accuracy.

To address this issue, the authors in [19] proposed
a formulation of the unit commitment model that uses
continuous variables to significantly speed up the simulation.
Additionally, in [29] the authors proposed a mixed integer
nonlinear programming (MINLP) model that optimizes the
configuration of a Battery Energy Storage System (BESS)
with multiple types of batteries. Finally, in [23], the
authors proposed a non-linear model applied to a planning
problem for full year simulations with hourly time steps.
However, they did not consider the role of energy storage
in providing reserve capacity. In [30], the authors proposed
an efficient source-grid-storage co-planning model. It also
reduced computation time by clustering flexibility resources
into subgroups and adopting clustering techniques for the
selection of representative days. Hence, the application of the
model is limited to the simulation of short time periods.

Furthermore, various other methodologies like hybrid
policy-based reinforcement learning (HPRL) or multi-energy

consensus control can also offer effective means to address
these constraints, yet they are hard to consider in a planning
problem [31].
When selecting a modeling method, it is crucial to

consider the purpose of the study and the characteristics
of the system [6]. In particular, authors emphasized that
systems with high vRES penetration require higher temporal
resolution and a reasonable high number of representative
days to successfully capture the dynamics of the system.
Accordingly, in this study, we propose a comprehensive
MILP model to capture the trade-off between computational
complexity and the accuracy of results in energy planning,
to further drive guidelines to modelers and decision makers.
In particular, attention will be paid on the conjoint impact
of reserve requirements, the unit commitment and full-year
energy planning problem with hourly simulation.

C. NOVELTY AND CONTRIBUTION
Previous research has identified several gaps in microgrid
energy planning, especially related to guidelines on the
reserve provision of different technologies (FFGs, storage
and vRES) for microgrids [23], the inaccurate modeling
of costs [9] and the best trade-offs for microgrid planning
in hourly resolution for full-year analyses. In this regard,
a comparison of the studies has been proposed in Table 1.
To address these limitations, our study proposes:

• an all-inclusive approach that integrates power reserve
requirements into the microgrid energy planning model,
with a sensitivity on the technologies providing reserve:
FFGs, storage and/or vRES;

• the inclusion of idling costs for FFGs, whose novel
development has been generalized and publicly included
into the PyPSA main repository [32];

• the application of the proposed methods to full year
simulations with hourly time steps, to ensure results
accuracy;

• an exhaustive analysis on the modelling formulation of
FFGs and reserve provision, to identify tradeoffs in the
quality of results and computational requirements;

• a sensitivity analysis of power reserve requirements
to comprehensively investigate the resilience of the
proposed method;

• policy-like recommendations for the management of
power reserve in microgrid planning.

The proposed methodology is applied to the Italian
small island of Pantelleria, which experiences significant
fluctuations in electrical load due to tourism. By applying
our methodology to such a challenging case-study, our
study sheds light on important issues that have practical
implications for energy planning in microgrids.

D. STRUCTURE OF THE WORK
Our work is structured as follows. Section II presents the
methodology used for the analysis and its mathematical
formulation is presented in Section III. Section IV presents
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TABLE 1. Analysis of the model previously proposed in literature with respect the patterns addressed by this work.

the case study, outlining the main features of the stand-alone
system considered for the simulations carried out. The results
of the simulation are presented and discussed in Section V.
Finally, conclusions are drawn in Section VI.

II. METHODOLOGY
In this section, we detail the novel approach to design isolated
power systems while coping with reserve requirements and
appropriate dispatch of the assets. The methodology focuses
on planning systems with arbitrary different sources of
vRES (e.g. wind, solar, and/or hydro), FFGs and different
storage technologies, while the corresponding mathematical
formulation is denoted in Section III. In particular, for
the considered system we investigate different modelling
approaches, as detailed as follows:

1) propose the mathematical formulation of an accurate
cost model for FFGs, power reserve requirements,
provision of power reserve by FFGs, storage and vRES
technologies;

2) propose different modelling representations, gradually
introducing the following features:
a) FFG committability and minimum rate power;
b) idling cost for FFG;
c) reserve requirements satisfied by FFGs alone;
d) the role of storage in providing reserve;
e) the integration of vRES in providing reserve.
These features are integrated in accordance with the
methodology flowchart proposed in Figure 1.

It is worth noting that by adding each feature in point
2 step by step, we consider all possible combinations (10
different scenarios, summarised in Table 2) to explore the
interdependence of factors relevant to energy planning for
standalone systems. This is aimed at exploring howmodelling
these phenomena in an all-inclusive model affects energy
planning for standalone systems. The following section
will detail the mathematical formulation of the proposed
approach.

III. MATHEMATICAL FORMULATION
This section is organized as follows. Firstly, we present
the objective function and the adopted model for the cost
of FFGs. Next, we describe the equations that define the
reserve requirements and how they are modeled in the
proposed framework. Subsequently, we discuss the equations
that model the participation of dispatchable generators in
providing reserve, followed by the equations that model
the participation of BESS in reserve provision. Finally,
we present the equations that model the participation of
vRES in reserve provision. The mathematical formulations
presented in this paper are implemented in the PyPSA
framework [33]; the novel feature of the idling cost has also
been integrated in the official PyPSA repository.

A. OBJECTIVE FUNCTION
The economic objective function adopted for the optimization
of the proposed model consists in the Net Present Cost (NPC)
of the power system, described in (1)-(4): it considers the
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TABLE 2. Setting of the proposed case studies. ’BS’ denotes the base scenario, while ‘SR’ indicates scenarios with reserve. Each scenario is also identified
by abbreviations representing different features, such as FFGs committability, minimum power rate, idling cost, and power reserve sources.

FIGURE 1. Flowchart of the methodology used to integrate the model patterns.

capital and operational cost of vRES techs, energy storage,
and FFGs. Its formulation accounts for the total annualized
capital costs CCtot , the total operational cost OCtot , and the
weighting of the t-th snapshot.

min f baseobj = min {CCtot + OCtot } (1)

CCtot =

�G∑
g=1

ccg · Pnom,g +

�R∑
r=1

ccr · Pnom,r (2)

+

�S∑
s=1

ccs · Enom,s + ccs,links · Pnom,s (3)

OCtot =

tend∑
t=1

sw(t) ·

 �G∑
g=1

ocg · dg(t) +

�S∑
s=1

ocs · ds(t)


(4)

B. FFGS COST MODEL EQUATIONS
The objective function proposed in (1) is expanded, including
an extra cost term to account for idling cost for FFGs, when
they are turned on. This term is presented in (5), where fe,g is
the extra term of the objective function due to the g-th FFGs,
tend is the number of snapshots considered, sw(t) is the weight
of the t-th snapshot, sg(t) is the status of the g-th FFGs at the
t-th time step, and Icg is the idling cost of the g-th FFGs.

fe,g =

tend∑
t=1

sg(t) · Icg · sw(t), ∀g ∈ �G (5)

The normalisation of Icg can be achieved by dividing by
the nominal power of the i-th FFG (Pnom,g), as depicted in (6).

Here, ic is the specific idling cost, which may vary with the
nominal power. In the case study considered in this study, ic is
a fixed value, and further details are provided in Section IV-E.

fe,g =

tend∑
t=1

sg(t) · ic · Pnom,g · sw(t), ∀g ∈ �G (6)

In addition, it is worth noting that the idle cost term can also
account for generator degradation and maintenance, as they
depend on the actual operating hours. This approach is taken
in the case study presented in this paper, where the specific
idling cost was obtained from the catalogs of the generators
in the microgrid. The derived cost was then added to the
degradation cost.

Lastly, in (7) the complete formulation of the objective
function adopted is presented, where the extra term is added
to the total capital and operation cost.

fobj = f baseobj +

�G∑
g=1

fe,g, ∀g ∈ �G (7)

The code related to the mathematical formulation
described in this paragraph is available on GitHub and
has been merged into the main branch of the PyPSA
repository [32].

C. RESERVE REQUIREMENTS
Following the approach suggested in [9] and [10], our power
reserve requirementsmodel takes into account the uncertainty
associated with the electric load and vRES availability.
To calculate the reserve requirement for a microgrid,
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we incorporate the electric load and vRES availability using
two terms: wEL and wav,vRES . The specific parameters chosen
for the case study presented in this paper are discussed in the
relevant section. Moreover, a fixed term is also included to
account for the uncertainty associated with possible faults of
the assets of the system. Different approaches can be used
to determine this term, such as considering the maximum
or minimum-sized generator connected to the grid, a fixed
value, or the maximum generator operating at the considered
time. For the case study considered in this paper, the smallest
generator size is used. However, a sensitivity analysis is
performed in the results section by incrementally increasing
the reserve demand up to 50% in four steps.

The power reserve requirement at the t-th time step is then
given by (8), where EL(t) is the electrical load demanded at
the t-th time step, Pr,avvRES (t) is the power available at the t-th
time step for the r-th vRES technology, and fix is the fixed
term, whose value can vary depending on the specific case
study being considered, as expressed in (9). The variable r
represents the r-th vRES technology.

Rrq(t) = wEL · EL(t) +

�R∑
r

wav,vRES · Pr,avvRES (t) + fix (8)

fix = min{Pnom,g}, g ∈ �G

fix = max{Pnom,g}, g ∈ �G

fix = q, q > 0 MW (9)

The power available for the r-th vRES technology at the
t-th time step Pr,avvRES (t) is defined as in (10), where CFr (t)
is the capacity factor, Pmax,r is the nominal power (output of
the optimization), and r stays for the r-th vRES technology.

Pr,avvRES (t) = CFr (t) · Pnom,r , ∀r ∈ �R (10)

D. FFG PARTICIPATION IN RESERVE SUPPLY EQUATIONS
The power reserve provided by the g-th FFG at time-step t
corresponds to the available power, which is the amount of
power that can be delivered within a few minutes after the
generator is accelerated. This available power is calculated as
the difference between the output of the i-th generator when
it is turned on and the power supplied to meet the electrical
demand, as shown in (11).

rg(t) ≤ Pnom,g · sg(t) − dg(t), ∀g ∈ �G (11)

Considering the case of power reserve provided by FFGs
only, the reserve constraint to be respected is represented by
(12).

�G∑
g=1

rg(t) ≥ Rrq(t) (12)

E. BESS PARTICIPATION IN RESERVE SUPPLY EQUATIONS
The available power reserve of a BESS at the t-th time step is
limited by twomain factors: the energy and power constraints
of the BESS. The first factor is modelled using the state
of charge of the BESS, which must be maintained within a

certain range to prevent overcharging or discharging beyond
the recommended level.

Equations (13) and (14) limit the available discharge power
of the BESS based on its state of charge at the previous
time step and the current time step, respectively. In equation
(13), rs,store(t) represents the available discharge power for
storage unit s at time t , ηdisch,s is the round-trip efficiency
of the BESS, es(t − 1) is the state of charge of the BESS at
the previous time step, and Enom,s and emin,s(t) represent the
nominal capacity and minimum state of charge percentage,
respectively. In equation (14), es(t) represents the state of
charge of the BESS at the current time step.

rs,store(t) ≤ ηdisch,s · (es(t − 1) − Enom,s · emin,s(t)), ∀s ∈ �S

(13)

rs,store(t) ≤ ηdisch,s · (es(t) − Enom,s · emin,s(t)), ∀s ∈ �S

(14)

The second factor limiting the available power reserve is
the rated power of the power electronics converter, taken into
account by (15). In (15), rs,link (t) represents the available
power from the converter of storage unit s at time t , Pnom,s is
the rated power of the converter, and ds(t) is the actual power
output from the converter at time t . Note that the dispatch of
each storage unit s is regulated by a corresponding converter.

rs,link (t) ≤ Pnom,s − ds(t), ∀s ∈ �S (15)

The maximum available power reserve for each BESS
is determined by selecting the minimum value between the
power limits imposed by the state of charge and the converter.
Equation (16) represents this by selecting the maximum
available power reserve of storage unit s at time t , denoted
by rs(t).

rs(t) ≤ min{rs,store(t), rs,link (t)}, ∀s ∈ �S (16)

To ensure that the total power reserve supplied by all
BESSs and FFGs is greater than or equal to the reserve
requirement at each time step (defined in (8)), (17) is used.

�G∑
g=1

rg(t) +

�S∑
s=1

rs(t) ≥ Rrq(t) (17)

F. vRES PARTICIPATION IN RESERVE SUPPLY EQUATIONS
In this section, we describe the model for the participation
of vRES in the provision of reserve in power systems.
Nowadays, vRES technologies face significant technical
and practical limitations in providing reserve. However,
accounting for their contribution within the planning phase
is required to draft guidelines on reserve requirements and
to enable further research targeted at increasing their reserve
provision.
The model for the participation of vRES in the provision

of reserve is mainly defined by (18). It imposes a limit on the
maximum reserve that can be provided by vRES technologies
at any given time. This limit is equal to the available resource
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FIGURE 2. Microgrid architecture.

for each vRES technology, less the power already dispatched
by the technology at the same time.

rr (t) ≤ CFr (t) · Pnom,r − dr (t), ∀r ∈ �R (18)

In (19), the reserve requirement that must be met when
reserve is provided by both FFGs and vRES technologies
is specified. Conversely, if BESS are also providing reserve,
(20) describes the total reserve requirement that must be met.

�G∑
g=1

rg(t) +

�R∑
r=1

rr (t) ≥ Rrq(t) (19)

�G∑
g=1

rg(t) +

�S∑
s=1

rs(t) +

�R∑
r=1

rr (t) ≥ Rrq(t) (20)

IV. CASE-STUDY
A. DESCRIPTION
The Island of Pantelleria, located in the Strait of Sicily,
is a remote and non-interconnected small island with an
extension of 85 km2, a stable population of 7700 inhabitants
and very large tourist flows during summer. It is an ideal case
study for exploring local energy self-sufficiency through the
application of a microgrid energy planning model, given its
abundance of solar and wind resources due to its favorable
location.

Accordingly, the energy model in this study is composed
by Lithium-ion Energy Storage (Li-ES), Photovoltaic (PV)
and Floating Offshore Wind Turbines (FOWT), and diesel
generators (DGs) (see Figure 2). Notably, the maximum
PV capacity was limited to 15 MW, while onshore wind
turbines are excluded due to local legal restrictions [34]. The
investment and operating costs associated with the adopted
RES technologies are presented in Table 3. A discount rate of
5% is assumed [35].

The existing island’s energy system relies on eight DGs
with a total installed capacity of 25 MW. The cost of diesel

TABLE 3. Cost assumptions related to RES technologies. Note that y stays
for years.

is described in Section IV-E, where the sizes of the eight
generators are also detailed. The load profiles and all the
information regarding the DGs used in this study are provided
by the local Distribution System Operator (DSO). The annual
electricity demand in 2019 was about 37 GWh [40], with
a peak load of 9.5 MW and a base load of 2.2 MW. The
local solar and wind energy production data are collected
through the ERA5 web platform [41]. The wind power
resources have an average capacity factor of 40%, while
the solar photovoltaic resources have an average capacity
factor of 19%. Concerning the Li-ES system, the following
assumptions have been applied:

• the round-trip efficiency equals to 90%, equally divided
between charge and discharge [42];

• the c-rate has been assumed equals to 1, with a minimum
duration of 2 hours, where the minimum duration is
defined as the time taken by the battery to discharge
completely, providing a power equal to the power
converter capacity [43];

• the degradation cost of Li-ES has been assumed equal
to 0.3 e/kWh, obtained considering 10,000 lifetime
cycles [44].

• The SoC of the Li-ES system has been assumed to be
balanced, meaning that the initial and final SoC levels
are forced to match in every simulation.

B. PROCEDURE
The reserve requirements are set by the parameters
wEL , wav,vRES and fix (as described in Eq. (8)), which
correspond respectively to the load-dependent share of
the reserve, the vRES-dependent share and the minimum
fixed reserve requirement, respectively. The proposed
simulations can be divided into three different groups,
as follows.

1) ANALYSIS OF THE MODELLING FORMULATIONS
Initially, these parameters (wEL , wav,vRES and fix) are
set in order to establish a curve for the requirement of
reserve power. Simulations are then carried out for four
representative weeks, using these predefined values. These
simulations are carried out for the scenarios outlined in
Table 2, which allows an analysis of the effects of the
different modelling formulations. The scenarios in Table 2
are gradually introducing different features to encompass all
possible combinations and to determine the mutual influence
of the modelled phenomena on the results.
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2) FULL-YEAR SIMULATIONS
Once the reciprocal influence is analyzed, simulations are
carried out for a complete year for the five main cases:
the base scenario (BS:MrIc) with full FFG cost model
implemented (committability, minimum rate power and
idling cost), and the four reserve cases (reserve provided
by FFG only, reserve provided by FFG and vRES, reserve
provided by FFG and BESS, and reserve provided by FFG,
BESS, and vRES). These simulations aim to assess the
contribution of BESS to power reserve supply and investigate
how their integration in long-term energy planning impacts
the optimal sizing ofmicrogrid components. Additionally, the
simulations explore how the dispatch strategy of FFGs may
vary when different technologies are involved in providing
power reserve.

3) SENSITIVITY ANALYSIS ON RESERVE PARAMETERS
The reserve parameters (wEL , wav,vRES , and fix) are pro-
gressively increased to create four distinct power reserve
requirement settings, with a percentage increase up to a 265%
(Rq1, Rq2, Rq3, and Rq4 - numerically defined in III-C).
The simulations are then re-run for the representative 4-weeks
period to perform a sensitivity analysis. This sensitivity
analysis helps to evaluate how much the optimal nominal
capacities of RES technologies are sensitive to changes in the
reserve request.

C. SIMULATION TOLERANCE SETTINGS
The model is solved using the CPLEX solver V20.1.1 [45] on
a machine equipped with an AMD Ryzen 9 3900X processor
and 64 GB of RAM. The simulations are performed for
both a representative 4-weeks period and the entire year,
with maximum gap tolerances no higher than 5% [27],
depending on the case to prevent unacceptable computational
requirements. The convergence and effective tolerances are
tracked and reported in the Results section.

D. RESERVE REQUIREMENTS
The model of the reserve described in Section III-C is based
on three main parameters related to the contributions due to
the electrical demand (wEL), the available power from vRES
(wav,vRES ) and the possible outages of components (fix).

In literature, wav,vRES is generally considered equal to 10%
for case studies with similar size and characteristics [46].
However, wEL varies from 10% to 30% [47], [48], and the
fixed term fix, as defined in (9), can be modelled in different
ways: the authors of [9] and [46], for example, proposed
to calculate it based on the maximum FFG available to the
power grid, while [19] only considers percentage weights and
sets the fixed term to 0 MW.

Given these variability, as introduced above, we propose
a sensitivity analysis on the reserve requirements. We define
four different sets of parameters, denoted as Rq1, Rq2, Rq3
and Rq4 and summarised in Table 4. Rq1 is used as the

TABLE 4. Power Reserve requirements settings.

FIGURE 3. Specific diesel generators consumption curves.

baseline scenario, which is considered appropriate based on
the literature analysis and to the authors’ best knowledge.

E. DIESEL GENERATORS
In order to characterize the cost model proposed for DGs
in Section III-B, a selection of cost parameters is necessary:
idling cost (ic) (related to stand-by diesel consumption), and
marginal cost (related tomarginal diesel consumption). Based
on the datasheets of generators provided by the local DSO
(reported in Section A), it can be observed that the power
grid of Pantelleria Island relies on eight diesel generators with
nominal powers ranging from 1.2 MW to 5.3 MW.

The literature provided consumption curves of generators
that can be associated with those installed in Pantelleria [49],
[50]. The parameters of the DGs associated with the
ones actually installed are reported in Section A and the
different operating curves are shown in Figure 3. The graph
shows how the behaviour is almost always linear, with a
non-negligible fixed term (idling consumption). For this
reason, a linear trend (with a fixed term) is assumed to model
the behaviour of the DGs. Following this assumption, the
operating curves of the four selected DGs are interpolated
and the coefficients of the associated linear interpolation lines
are also reported in Section A, as well as the fixed term
normalised to its respective nominal power.

The normalised parameter and the marginal consumption
are then averaged, and with a specific fuel cost of 1.885 e/l
(obtained from the average net cost of diesel in Italy in
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TABLE 5. Setting parameters of the FFG.

2022 [51]) and a density of 0.835 kg/l. All the other setting
parameters are reported in Table 5.

V. RESULTS AND DISCUSSIONS
In this chapter we present and discuss the results of the
simulations carried out as discussed in Section IV-B.

A. PERFORMANCE COMPARISON OF MODELLING
FORMULATION OF FUEL GENERATORS AND RESERVE
The effect of different modelling formulation into the
simplified microgrid is reported in Table 6, where every
row corresponds to the cases described in Table 2 with a
4 representative weeks (4W) time horizon representation and
reserve requirements corresponding to 10% of the demand
and of the available vRES production (Rq1 case). Table 6
reports the major computational results, the value of the
objective function, the optimal size of the assets and a
summary of the microgrid dispatch. It is worth mentioning
that the objective function f baseobj of the cases BS, BS:Mr
and SR:Mr does not account for the idling cost, hence it is
shown as a separate value but, for comparison purposes, the
equivalent value of fobj that accounts for the idling costs is
also calculated.

The results in Table 6 show that the introduction of the
idling costs plays may lead to underestimate costs up to
30% (fobj and f baseobj in SR:Mr). Furthermore, if idling costs
are included in the model formulation, annualised system
costs (fobj) decrease by 4% compared to the full objective
function (from BS to BS:Ic). On the other hand, the inclusion
of the minimum rate power has no impact in the BS case,
whereas when reserve constraints are included (SR cases),
they may affect up to 10% of the total system costs in
the scenarios where storage cannot provide reserve. The
introduction of power reserve requirements in the modelling
increases the total costs by up to 27.7%. In SR:Ic, the
DGs are operated for over 60% of the time at nearly no
output (< 0.01MW) just to meet the reserve requirements.
In SR:MrIc, costs increase by more than 25% to meet the
power reserve as DGs need to be operated more frequently at
lower load factor, hence compromising efficiency. However,
when BESS can provide reserve (SR:MrIc-B and SR:MrIc-
BV cases), the power reserve requirements have little impact
in the final results. Indeed, the economic optimization leads
to sizing a large BESS system that in the operation has

naturally spare power capacity that can serve as power
reserve. The larger BESS allows to account for the additional
constraints in SR scenarios than in the corresponding BS
ones. Therefore, on the one hand, including idling costs
and reserve requirements is crucial to perform an optimal
stable energy system. The effect of minimum power rate of
DGs, on the other hand, may lead to overestimation of the
benefits by DGs. However, when BESS can provide reserve,
DGs are operated at highest efficiency and reserve is mostly
provided by BESS; in this condition, the modelling impact
of the minimum power rate of DGs is negligible, hence
modellers may decide to approximate these constraints to
reduce computational complexity.

The optimal sizing of the system is also affected by the
modelling formulation. The inclusion of idling costs leads
to a larger storage size and a lower number of DG working
hours (−14% in SR:MrIc with respect to SR:Mr). In contrast
to cases without reserve requirements (BS:Ic and SR:MrIc),
the inclusion of minimum rate power is crucial when power
reserve formulation is considered (see scenarios SR:Ic and
SR:MrIc): it strongly affects the share of vRES and the
behavior of DGs. The overall sizing of renewable sources is
slightly affected: due to land limitation all photovoltaic panels
are always installed and the wind plant is increased when
idling costs are considered. The wind generation is further
increased when vRES are allowed to provide reserve contrary
to BESS. On the other hand, when BESS can provide reserve
(e.g. SR:MrIc-BV), the optimal sizing of the vRES matches
the results of the modelling without reserve requirements.

Overall the computational complexity does not exceed
1.3 hours for a 4-week case study, with the longest
optimization being related to the scenario with the minimum
power rate of DGs and idling cost model (SR:MrIc). Due
to the combinatorial nature of unit commitment problems,
that formulation (SR:MrIc) is computationally hard to solve,
but when BESS can provide reserve, then the solution is
achieved faster. Therefore, this study suggests that the use of
reserve requirements in BESS-rich problems is not expected
to increase significantly the computational requirements, and
it is hence recommended, also to increase the robustness of
the system, provided an appropriate local control system.

B. FULL-YEAR SIMULATION: TOTAL ANNUAL COST VS.
FOSSIL FUEL CONSUMPTION
The most relevant scenarios from the 4-weeks analyses in
Table 6 are fully optimized using full year (FY) representation
and the full DGs model (committability, minimum rate power
and idling cost) are shown in Table 7. A focus on the system
costs, environmental impact and reserve provision is depicted
in Figure 4, whereas Figure 5 highlights the specific increase
in fuel consumption and total costs, with respect to the
BS:MrIc scenario.

To highlight the impact of the modelling formulations on
the results, Figure 4 denotes the major trade-offs between
overall system costs, environmental impact and reserve
provision, whereas Figure 5 highlights the specific increase
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TABLE 6. Optimization results of the 10 scenarios carried out over 4 representative weeks (4W) with reserve requests set to Rq1. Note that fobj ,
as defined in (7), represents the optimized function for all scenarios except those that do not consider the idling costs of DGs (scenarios BS, BS:Mr, and
SR:Mr). In such cases, the optimized function corresponds to f base

obj , and the reported value of fobj (which includes the idling costs) is computed during
the post-processing.

TABLE 7. Simulation results of the 5 scenarios conducted over the full year (FY) with hourly time step with reserve requests set to Rq1.

in fuel consumption and total costs, with respect to the
BS scenario. The results confirm the considerations of the
4-week representation and highlight that the overall compu-
tational complexity of the cases with BESS is acceptable for
energy planning purposes. When reserve shall be provided
byDGs-only, however, computational requirements increases
significantly.

The scatter plot in Figure 4 illustrates the trade-off between
system costs and environmental impacts (quantified in terms
of fuel consumption). The results show that including BESS
in the provision of power reserve leads to a significant
reduction in annual costs of around 20% and an impressive
35% reduction in fuel consumption. Moreover, when DGs
and vRES techs provide reserve, results outperform the case
without vRES in the power reserve supply (−10% annualized
system cost and −39% fuel consumption). However, when
BESS provide reserve, the contribution of vRES to the overall
reserve becomes negligible.

The bar plot in Figure 5 illustrates the impact of
power reserve requirements on annualised costs and fuel
consumption in four different scenarios, with respect to the
case without power reserve requirements (BS:MrIc). The
results show that the provision of power reserve requirements
has a significant impact on the annualised costs (+25%) and
fuel consumption (+50%).

These results highlight that when the energy reserve is
provided by BESS, total cost and fuel consumption are
comparable to the case without reserve provision. This
indicates that by implementing appropriate control strategies
that enable BESS to provide reserve, the system can be both
robust and efficient, and that it is important to consider power
reserve requirements since the design phase.

C. STATISTICS ON THE POWER RESERVE MANAGEMENT
The stacked bar chart in Figure 6 illustrates the power reserve
provided by different technologies in various scenarios:

FIGURE 4. This scatter plot compares the annualized cost of different
energy systems with their respective fossil fuel consumption and power
reserve supply. The power reserve supply definition varies according to
the different scenarios analyzed, as shown in Table 2.

only DGs (SR:MrIc), DGs and vRES (SR:MrIc-V), DGs
and BESS (SR:MrIc-B) and all technologies (SR:MrIc-BV).
The solid colors in Figure 6 denote the actual reserve that
is considered, in agreement to the technologies providing
reserve. For the sake of improving the comparison of results,
we also denote in transparent color the possible spare reserve
that may be provided by BESS or vRES, if the appropriate
control system had been installed.

It is worth noting that the reserve provided by DGs drops
in the last two scenarios in Figure 6. In those scenarios,
DGs are efficiently operated in an on-off mode, thus working
at their highest efficiency, and BESS provides the required
reserve. Also, the reserve contribution by BESS in the last
two scenarios is nearly twice as much as the (unexploitable)
potential reserve that BESS may have provided in the
SR:MrIc case. Such large increase is not matched with a
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FIGURE 5. Percentage increase in total fuel consumption and annualized
system cost due to power reserve supply requirements in four different
scenarios. Percentage increased is referred to the annualized system cost
and total fuel consumption of the scenario BS:MrIc, according to the
definition provided in Table 2.

FIGURE 6. Power reserve contributions from different technologies in
four different scenarios, with the total reserve displayed as a stacked bar.
The blue segments represent the power reserve supplied by DGs, while
the green and gold segments correspond to the reserve from vRES and
Li-ES, respectively. The transparent segments show the power reserve
from vRES and Li-ES, unavailable due to the respective scenario model
settings (reported in Table 2).

double in BESS investment, which suggests that the provision
of the power reserve of BESS is highly influenced by the
reserve management dispatch more than by the size of the
BESS itself. This outcome highlights the need to integrate
the BESS power reserve provision model into the long-term
dispatch analysis, together with accurate cost modelling of
DGs and power reserve requirements.

The line graph in Figure 7 compares the cumulative
available power reserve in different scenarios, including the
baseline scenario (BS:MrIc) and the four scenarios with
power reserve requirements (SR:MrIc, SR:MrIc-V, SR:MrIc-
B, and SR:MrIc-BV). The graph illustrates that in the BS
case, the reserve requirement is not guaranteed, as the curve
falls (largely) into the negative area. On the other hand, BESS
highly increases the total number of hours of contribution to
reserve throughout the year as the trendline is well beyond

FIGURE 7. Representation of the total available power reserve as
cumulative hours of the year. Comparison among different scenarios.
Comparison of total available power reserve across scenarios as a
function of cumulative hours of the year. The scenarios compared are:
BS:MrIc (Baseline), SR:MrIc, SR:MrIc-V, SR:MrIc-B, and SR:MrIc-BV.

the minimum required reserve. On the other hand, in the
DG-only case (SR:MrIc), the minimum reserve provision is
guaranteed.

The specific temporal distribution of the reserve surplus is
highlighted in Figure 8 for all hours of the year. The power
reserve surplus is the amount of reserve in excess of the
demand for each hour of the year. The colourmap is presented
for the two most relevant scenarios: SR:MrIc and SR:MrIc-
B. The graphs demonstrate the significant contribution of
BESS to the provision of power reserve, with surplus values
exceeding 200% for most of the year. The most critical
hours where reserve reaches the bare minimum are the early
morning hours, where BESS tend to be at low SoC due to the
night discharge phase.

These results highlight the effectiveness of BESS in ensur-
ing a robust power supply throughout the year, contributing
to the reliability and stability of the power system.

D. IMPACT OF POWER RESERVE MANAGEMENT ON FUEL
GENERATORS BEHAVIOUR
In this section, the behavior of DGs is analyzed using the
results obtained from the simulation conducted over the
full year with power reserve requirements set to Rq1 (as
reported in Table 7). The scatter plot in Figure 9 compares
the production costs of the DGs (in e/MWh) with the total
working hours of the generators (in hours) and the average
number of activated generators per hour (size of scatter). The
data points correspond to the four different scenarios with the
power reserve included in the model. The scatter plot shows
how the integration of the power reserve significantly reduces
the working hours of the DGs and the average number of
active generators per hour. These results are consistent with
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FIGURE 8. Percentage power reserve surplus with respect the required
reserve per each hour of the simulated year.

FIGURE 9. Comparison of diesel generators’ production cost, total
working hours, and mean number of activated generators.

the lower fuel consumption discussed earlier. Furthermore,
the graph shows that the integration of BESS also leads to a
reduction in the specific production costs of the DGs (up to
−23%). This means that not only the DGs are in operation
for fewer hours, but they also deliver a higher power output,
thus working more efficiently when activated.

The violin plots in Figure 10 illustrate the behaviour of
the eight DGs under the four scenarios with implemented

reserve requirements. The y-axis represents the output power
in megawatts (MW), and the notch width corresponds to the
working hours at which the generators supply that specific
output power. The plots show that in the first two scenarios,
where the DGs are used to provide power reserve, they
operate with a percentage output power in the range 40-70%.
This limitation is due to the need to reserve a portion of their
capacity for power reserve purposes. In contrast, in the last
two scenarios, where the DGs are not used for providing
power reserve (as discussed in Section V-C), they can operate
at maximum power output. Although power reserve from the
DGs is possible in the last two scenarios, the economically
optimal solutions do not include their contribution to power
reserve supply. In summary, by using BESS for the power
reserve, the auxiliary reserve is achieved at a lower cost, also
thanks to DGs working less and better.

E. SENSITIVITY ANALYSIS TO THE POWER RESERVE
REQUIREMENTS
Lastly, a sensitivity analysis is carried out to examine the
impact of the power reserve requirements into the results.
The power reserve requirements are thus gradually increased
based on the parameter settings given in Table 4 (Rq1, Rq2,
Rq3, Rq4). In this analysis, the four scenarios are simulated
with the inclusion of the power reserve model for four
representative weeks. The aim is to investigate the sensitivity
of the system performance in response to different power
reserve demands. The simulation results for these scenarios
are reported in Section C.

The bar chart in Figure 11 illustrates the percentage
increase of the annual system costs for the different scenarios
compared to the base-case scenario SR:MrIc- BV with Rq1;
the power reserve requirements range from Rq1 to Rq4,
which means an increase of up to +265%.
The annualised costs of the first two scenarios follow

this increasing trend, with an increase in costs of about
80% compared to the reference scenario. In contrast, the
cost increase is limited to 5% in the last two scenarios,
even at the most demanding reserve requirement settings
(Rq4). In conclusion, the graph in Figure 11 illustrates how
integrating BESS into the power supply not only increases
the security and reliability of the system, but also increases
its adaptability and resilience: by effectively using BESS, the
system can meet higher power reserve requirements without
incurring significant cost escalations.

VI. CONCLUSION
The proposed study successfully enables the optimal plan-
ning and dispatch for microgrids, including an accurate
cost model for fuel-fired generators and power reserve
requirements. Furthermore, practical guidelines are provided
to facilitate the optimal design and development of off-
grid systems, ensuring their effectiveness and efficiency.
A sensitivity on the modelling formulation has been per-
formed, proposing different scenarios and their impact into
the practical system operation, to thoroughly analyze the
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TABLE 8. DG models installed at the Pantelleria power plant.

TABLE 9. DG models installed at the Pantelleria power plant and their corresponding parameters used for cost characterization.

TABLE 10. Mean value of power reserve provided by the different techs and focus on behaviour of the DGs for the 5 scenarios simulated throughout the
full year with hourly time steps, with reserve requirements set to Rq1.

TABLE 11. Simulation results of the 4 scenarios conducted over four representative weeks with reserve requests set to Rq2, Rq3, Rq4.

impact of each asset and their mutual influence over full year
simulations. Through the study, several important findings
emerge:

1) accurate modelling of FFG operations is critical to
realistically assess the benefits they offer, not to incur
in underestimating costs by 30%;

2) system planning must take into account the need for
power reserve requirements to avoid underestimating
system demand, total cost by 25%, and fuel consumption
by 50%;

3) using only FFGs and vRES technologies for power
reserve leads to about 15% higher costs with respect
to the case without reserve requirements implemented.
However, if storage can provide reserve supply, the
impact of power reserve demand on costs becomes
negligible;

4) enabling storage to supply reserve significantly reduces
overall system costs (up to −20%) and lowers fuel
consumption (−35%);

5) using storage capacity as a reserve significantly
increases available capacity and exceeds requirements
by more than 200% for most hours of the year, with
minimal cost escalation;

6) storage not only provides cost-effective reserve capacity,
but also optimises the performance of FFGs:
• reduced operating hours of DGs (< 0.5 work-
ing FFGs per hour) enable a reduction in the
required generator fleet, allowing policy makers
to consider decommissioning or not replacing
FFGs;

• FGGs operate at higher efficiency (when activated),
with lower emissions and specific production costs
(up to −23%). The efficient provision of power
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FIGURE 10. Violin plot showing the distribution of output power for eight
DGs under four different scenarios.

reserve through BESS eliminates the need for excess
buffer capacity associated with FFGs;

7) vRES only contribute to a limited extent to the provision
of reserve, which only has a significant impact when

FIGURE 11. Impact of different power reserve requirements (mean
annual value of Rq) on the annualized system cost, expressed as a
percentage increase relative to the reference scenario SR:MrIc-BV with
Rq1. Simulation conducted for four representative weeks.

storage is not included for power reserve supply (−10%
annualized system cost and −39% fuel consumption);

8) the comprehensive model shows that the optimal sizing
of BESS is about 15% higher when storage is considered
for the provision of reserve.

The results of this study provide guidelines for the
modelling and planning of reserve in offgrid systems and
highlights the central role of storage technologies in ensuring
a fast, economically viable, resilient and efficient energy
transition for off-grid system. Future work can investigate
simplified techniques to account for different reserve types
(i.e. primary, secondary, and tertiary reserve), and the impact
of modular capacity expansion. Although the achieved results
remain valid, future studies will enable a more accurate
quantification of the impact of power reserve requirements.

APPENDIX A
DIESEL GENERATORS PARAMETERS
The information shared by the Pantelleria Island’s DSO
regarding the size and models of the installed DGs are listed
in Table 8.
The parameters of the DGs associated with the ones

actually installed are listed in the Table 9.

APPENDIX B
ANALYSIS OF RESERVE AND DG PERFORMANCE IN
FULL-YEAR SIMULATIONS: NUMERICAL INSIGHTS
Table 10 displays the average power reserve provided by
different technologies for each scenario, along with the mean
power output percentage of the activated eight DGs. These
value refers to the simulation reported in 7 and they are
extensively discussed in Section V-B and visually represented
in Figures 6 and 10, respectively.

APPENDIX C
SENSITIVITY ANALYSIS OF POWER RESERVE
REQUIREMENTS: SIMULATION RESULTS
The simulation results of the sensitivity analysis on power
reserve requirements are presented in Table 11. As explained
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in Section V-E, the scenarios with various reserve options
are simulated with four different reserve request settings (see
Table 4). All these simulations were conducted over four
representative weeks.
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