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We propose and study a parafermionic generalization of the topological Kondo effect. The latter has been
predicted to arise for a Coulomb-blockaded mesoscopic topological superconductor (Majorana box), where at
least three normal leads are tunnel-coupled to different Majorana zero modes on the box. The Majorana states
represent a quantum impurity spin that is partially screened due to cotunneling processes between leads, with a
stable non-Fermi-liquid ground state. Our theory studies a generalization where (i) Majorana states are replaced by
topologically protected parafermionic zero modes, (ii) charging effects again define a spinlike quantum impurity on
the resulting parafermion box, and (iii) normal leads are substituted by fractional edge states. In this multiterminal
problem, different fractional edge leads couple only via the parafermion box. We show that although the linear
conductance tensor exhibits similar behavior as in the Majorana case, both at weak and strong coupling, our
parafermionic generalization is actually not a Kondo problem but defines a rich new class of quantum impurity
problems. At the strong-coupling fixed point, a current injected through a reference lead will be isotropically
partitioned into outgoing currents in all other leads, together with a universal negative current scattered into the
reference lead. The device can thus be operated as a current extractor, where the current partitioning is noiseless at
the fixed point. We describe a fractional quantum Hall setup proximitized by superconductors and ferromagnets,
which could allow for an experimental realization in the near future.

DOI: 10.1103/PhysRevB.97.235139

I. INTRODUCTION

A major goal of modern condensed matter physics is to
understand and predict the physics of Majorana zero modes
[1-4] and their generalizations such as parafermionic zero
modes [5,6]. Apart from the fundamental interest in ob-
serving, manipulating, and controlling exotic fractionalized
excitations, quantum states encoded by sets of zero modes
with non-Abelian braiding statistics hold significant promise
for quantum information processing applications due to their
topologically protected and highly nonlocal character [5,7].
While experimental evidence for Majorana states is rapidly
mounting in different platforms [8§—24], experimental searches
for condensed-matter realizations of parafermions (PFs) with
symmetry Z,-, are just about to start [25,26]. (Note that Z,
PFs reduce to Majorana zero modes.)

The theoretical understanding of PFs, on the other hand,
is already comparatively well advanced, and many inter-
esting phenomena have been predicted [6,27—44]. While it
has recently been shown that Z, PFs admit a free-fermion
description [43,44], theoretical constructions for more gen-
eral cases usually exploit the competition between different
gapping mechanisms at edge states of a topologically ordered
two-dimensional phase. Suggested platforms for hosting PF
zero modes include bilayer fractional quantum Hall (FQH)
systems [36], proximitized fractional topological insulators
[27], and proximitized FQH liquids at filling factor v = 2/3
[33] or v =1/(2k + 1) with integer k [27,29]. Such setups
have, in principle, the potential to ultimately realize Fibonacci
anyons capable of topologically protected universal quantum
computations [33,40]. In particular, opposite-spin FQH edges
proximitized by alternating domains of superconductors (SCs)
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and ferromagnets (FMs) should trap stable PF zero modes at
domain walls [27]. We note that recent experimental progress
has demonstrated that the seemingly conflicting requirements
of high magnetic fields (for the FQH phase) and superconduc-
tivity in principle can be reconciled [45,46].

In the present work, we analyze a previously unnoticed
aspect of PFs arising in the presence of Coulomb charging
effects. In fact, recent theoretical [47-49] and experimental
[15] work has highlighted the importance of Coulomb charging
effects in a floating mesoscopic superconductor hosting Majo-
rana bound states (“Majorana box”). By gapping out charge
degrees of freedom and by blocking detrimental processes
related to quasiparticle poisoning [50,51], a large box charging
energy E¢ can further stabilize the Majorana subsector of
the Hilbert space. Importantly, charging effects will also
activate long-range cotunneling processes between different
leads (or other access elements) attached to the box via tunnel
contacts. Consequently, Majorana boxes are key ingredients for
recently proposed topological quantum information processing
schemes [51-55]. When the Majorana box is operated under
Coulomb valley conditions, with M > 3 normal-conducting
(effectively spinless) leads tunnel-coupled to Majorana zero
modes on the box, the Majorana sector becomes equivalent
to an effective quantum impurity spin with SO(M) symmetry
[56]. For the minimal case with M = 3, this impurity spin
corresponds to a standard spin-1/2 operator (§,8y,5;), where
distinct operator components are nonlocally represented by
different Majorana bilinears on the box. Noting that also the
leads have SO(M) symmetry, cotunneling processes between
different leads then act like an exchange coupling and thus
partially screen the effective impurity spin. Ultimately, such

©2018 American Physical Society
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processes drive the system to a robust non-Fermi liquid fixed
point analogous to the overscreened multichannel Kondo fixed
point. For a detailed discussion of this topological Kondo effect
(TKE), see Refs. [56—65]. More generally, when the Majorana
box is contacted by M > 3 spinless Luttinger liquid leads with
interaction parameter g, where g = 1 for the noninteracting
case and g < 1 (g > 1) for repulsive (attractive) electron-
electron interactions [66,67], the linear conductance between

leads j and k is given by [58,61]
1
] 7 —8ix), (D

with the scaling dimension Ay, = 2g(M — 1)/ M of the lead-
ing irrelevant operator at the TKE strong-coupling fixed point.
This result holds for A, > 1 and temperatures 7 well below
the Kondo temperature Tx. Apart from the non-Fermi-liquid
power-law T dependence, it is remarkable that the conductance
tensor (1) is completely isotropic. Conductance measurements
could thereby provide strong evidence for nonlocality. For
instance, putting g =1 and M =3 in Eq. (1), the T =0
conductance between leads 1 and 2 has the large value GXF =
2¢%/3h. If one now decouples lead 3 from the box, e.g., by
changing a gate voltage to switch off the respective tunnel
coupling, the TKE will be destroyed. As a consequence, only
an exponentially small conductance G, due to residual cotun-
neling is expected [49], without the huge Kondo enhancement
factor. This behavior is a clear signature of nonlocality since
the Majorana state coupled to lead 3 is centered far away from
the Majorana states coupled to leads 1 and 2.

In Ref. [42], we have introduced a PF box device generaliz-
ing the Majorana box to a setup with parafermionic zero modes.
The PF box of Ref. [42] could be realized in terms of opposite-
spin FQH edge states proximitized by alternating SC and
FM domains, closely following earlier proposals [27,29] but
taking into account the box charging energy E . We emphasize
that recent experimental works have made significant steps
towards implementing such setups [25,26,45,46], and we are
confident that the model studied below can be realized in the
near future. The setup described in Ref. [42] also included
other access elements, in particular additional fractional edge
states, for readout and/or manipulation of the PF box state. The
present work is dedicated to studying a PF generalization of the
Majorana-based topological Kondo model, where the normal-
conducting (Luttinger liquid) leads behind Eq. (1) are replaced
by FQH edge states, see Fig. 1 for a schematic illustration of
our setup. Such leads correspond to chiral Luttinger liquids
hosting fractional quasiparticles [66—69], and they have been
used experimentally for more than two decades [70-75].

In order to see whether PFs can establish a Kondo effect,
we study whether (and if yes, how) the TKE conductance
tensor in Eq. (1) is modified for a generalized PF setting. In
fact, we find that the PF generalization cannot in general be
written as a Kondo Hamiltonian, invariant under the action of
a continuous group. For M = 3 edges, for example, we find
that the “quantum impurity spin” of the PF box transforms
in a representation of the SU(n) group, where n =2/v at
filling factor v = 1/(2k + 1). However, the low-temperature
effective Hamiltonian does not have this symmetry. This is
related to the fact that one cannot perform rotations in lead
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FIG. 1. Schematic setup for a PF generalization of the topological
Kondo effect. Two opposite-spin FQH edges (thick straight black
arrows) are gapped out in different regions by the proximitizing FM
and SC parts, where PF zero mode operators &; (blue stars) are
localized at domain walls. (Strictly speaking, we have PF operators
&; = @&;4 and &; , at opposite-spin edges [42]. Here only the &; are
needed.) The N = 2 SC domains are electrically connected to form a
phase-coherent device with acommon charging energy E¢. Similarly,
FM domains belong to one bulk FM. The M = 3 additional FQH
edges (curved black arrows) serve as quasiparticle leads, where the
quasiparticle operator v ; is tunnel-coupled (red dashed lines) to the
respective PF operator &;. Although different leads are parts of a
single long edge, they must be dynamically independent. To that end,
Ohmic contacts (yellow rectangles) are inserted between them.

space since each FQH lead necessitates different Klein factors.
Nevertheless, we find that, for M > 3 chiral edge leads, a
nontrivial strong-coupling regime will be approached, where
the conductance tensor exhibits an almost identical behavior
as for the TKE in Eq. (1).

The PF generalization of the TKE thus constitutes a
new type of multiterminal quantum junction distinct from
previously studied cases [76-88]. However, we remark that
transport in the PF box case exhibits qualitative (and technical)
similarities to the TKE [57,58,61] as well as to the setup
in Refs. [86,88]. Although the physical realization and the
detailed transport characteristics differ, all three problems
share several key features. In particular, (i) the system is driven
to a strong coupling regime, where (ii) an incoming current is
distributed between all the outgoing channels in a nonlocal
universal manner, and where (iii) this current partitioning does
not produce shot noise at the fixed point.

The remainder of this article is structured as follows. In
Sec. II, we introduce our model for a PF generalization of
the TKE. Abelian bosonization allows one to solve the weak-
coupling regime, where we discuss the one-loop renormal-
ization group (RG) equations in Sec. III. Next, in Sec. IV, we
demonstrate that also the stable strong-coupling fixed point can
be accessed by Abelian bosonization. Related results for the
TKE have been obtained [57,58] by using an analogy to quan-
tum Brownian motion in a periodic lattice [89,90]. We here
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instead employ the method of Ref. [91]. Finally, in Sec. V, we
offer some conclusions. Technical details have been delegated
to several appendices, and we often put /i = e = kg = 1.

II. MODEL

We start by discussing the Hamiltonian for our PF gener-
alization of the TKE. To keep the paper self-contained, we
also include a brief summary of those results of Ref. [42]
needed below. Following Ref. [27], we consider an array of
PF zero modes implemented via two v = 1/(2k + 1) FQH
puddles with opposite spin polarization, see Fig. 1. Related
setups have recently been achieved experimentally [25,26].
The device layout is also adaptable to other PF platforms, in
particular to the FQH case v = 2/3 [33]. The theory recovers
the Majorana-based TKE [56-58] for v = 1.

As shown in Fig. 1, several additional FQH edges can
now serve as probing leads in transport studies. Fractional
quasiparticles in these edges are thereby tunnel-coupled to the
PF operator &; at the respective domain wall. A general setup
consists of a PF box made of N SC domains and contacted
by 3 < M < 2N edge states. We show the simplest nontrivial
case with N = 2and M = 3inFig. 1. Itis important that the PF
box device is kept floating (not grounded) such that the total
charge on the PF box is restricted by the Coulomb charging
energy.

Let us first outline the theoretical description of the FQH
edge state leads. Each of the M lead pieces is described by a
chiral boson field, qs j (x) with the Hamiltonian [66—69]

+L/2

edge—z = ., e @)

where v is the edge Velocny, assumed identical in all leads.
Anisotropies in these velocities do not cause physical effects
since they can be absorbed by a renormalization of cotunneling
amplitudes. Since we are not interested in finite-size effects
in the leads, we will also assume L — oo. The commutation
relations between chiral boson fields,

[$;(x),d(x)] = im[§sgn(x — x) +sgn(k — DI, (3)

already incorporate Klein factors [66] since Eq. (3) follows
from a single-edge commutation relation by imagining that all
leads actually belong to one long edge. It is important, however,
that different leads are dynamically independent, which in turn
is ensured by the Ohmic contacts in Fig. 1. The fractional
quasiparticle operator can then be expressed as vertex operator
of the respective chiral boson field, ¥/;(x) ~ e/V"%() see
Refs. [66-69] and Appendix A.

Next, we summarize the theoretical description of the
PF box. For detailed derivations and discussions, see
Refs. [27,29,42]. The PF box is defined from opposite-spin
FQH edges which are proximitized by alternating FM and SC
domains, see Fig. 1. Since at low-energy scales, these domains
are gapped, operators creating low-energy excitations can only
reside at the domain walls in between adjacent domains.
Similar to the Majorana case, the domain wall hosts stable
zero-energy modes corresponding to the PF operators &;. The
latter obey the Z,, PF algebra with index n = 2/v,

2mi/n — eir[v (4)

&by = k= ])O{kOl w=e

The low-energy PF box Hilbert space is spanned by the states
| Qtor, @1mod2, . .., Qy_1mod2), where Qy is the total charge
of the proximitizing SCs and the FQH edges within the PF box.
Importantly, Q. has fractional values differing by multiples of
v. We note that here all SC; pieces are implied to be part of one
floating superconductor, and similarly all FM; are part of one
ferromagnet. The quantum numbers Q; describe the charge
of the FQH edges trapped between FM; and FM ., and are
also quantized in units of v. Since the proximitizing SCs can
absorb Cooper pairs at no kinetic energy cost, the Q ; are only
defined modulo 2. These quantum numbers correspond to the
distribution of fractional quasiparticles between different SC;
parts. The box Hamiltonian only receives a Coulomb charging
contribution sensitive to the total charge Q\q,

Hyox = Ec(Qror — q0)*- )

By changing a backgate voltage, one can tune the parameter
qo such that the box has quantized ground-state charge given
by the value of Q. closest to gy. For special choices of g,
one may also reach charge degenerate points, but such cases
are not considered here.

Finally, we include complex-valued tunneling amplitudes
n; describing tunneling of quasiparticles between the respec-
tive edge (I/A/ ;) through the FQH bulk to the PF box via
&;. Assuming a pointlike tunnel contact at x = 0 along the
respective edge, the tunneling Hamiltonian is given by [27,42]

M
Hun = Y _n;0;(0)a} + Hee. (6)

j=1

Using Eq. (3), the fractional quasiparticle operators 1}J‘ () ~
¢!V obey the algebra

U ()P (x') = emimvsentkm=imdusen=x () (x). (7)

Furthermore, one can show that [43 i (x0),8;] = —7.4/v holds.
From the latter relation, we obtain

Ui O& = e ™ ey (x). ®)

Altogether these relations imply that all terms in Eq. (6)
commute with each other. This fact will become important
when we discuss the strong-coupling regime in Sec. IV. We
emphasize that Klein factors, which are needed to ensure
proper statistical phase relations between different edges [66],
are fully taken into account by Egs. (3), (4), (7), and (8).

For a generic backgate parameter ¢ in Eq. (5), the ground
state of the PF box has quantized charge Qi due to the
large charging energy E¢. The dominant low-energy processes
then come from the cotunneling of fractional quasiparticles
between different edges mediated by the PF box. Technically,
one obtains the cotunneling Hamiltonian, H,, by projecting
the full Hamiltonian, H = Hegge + Hyox + Huun, to the charge
ground-state sector of the PF box, H — Heft = Hegge + Heor-
A standard Schrieffer-Wolff transformation [67,92] yields

M

Hcot = - Z

Jik=1;j#k

—Z|n,| (o

J IO (0)a ]

F1OP;0) + U, [ 0). 9)
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where the cotunneling amplitude from lead & to lead j is
A =i (U + U, (10)

Here, U, (U_) denotes the energy cost for adding (removing)
one fractional quasiparticle to (from) the box. For instance,
assuming |go| < v/2, one finds Ux = Ecv?(1 F2qo/v). As
shown in Appendix A, for v < 1, the potential scattering terms
corresponding to the second row in Eq. (9) can always be
neglected. In addition, the complex phases of n; can be gauged
away by shifting the respective boson field, ¢;(x) — ¢;(x) +
cst. This gauge transformation renders all A j; in Eq. (10) real
positive and symmetric, Ar; = A j; > 0. We note in passing that
the total electric charge on the PF box is explicitly preserved by
Eq. (9), as well as the total Z,, charge described in Ref. [6]. In
addition, we remark that the original derivation by Schrieffer
and Wolff contains a term beyond Eq. (9), see Eq. (12) in
Ref. [92]. A similar term describing the simultaneous tunneling
of two quasi-particles onto/off the impurity arises in our case.
However, this term does not preserve the PF box electric charge
and thus vanishes after the projection to the charge ground
state.

Our PF generalization of the topological Kondo model thus
corresponds to the effective low-energy Hamiltonian

M 00 M
v ~ ~ ~ PUN
He = E E/wdx(ax(ﬁj)z— E )»jklﬂ;(o)lﬂk(o)aj“iv
j=1 e

J#k

ey
together with the commutation relations in Egs. (3), (4), (7),
and (8).

At this point several remarks are in order. (i) For v =1,
noting that &_j&Z — ¥, Y&, the quantum impurity spin operator
inEq. (11) has the components i y; y. These Majorana bilinears
generate the algebra so(M) [56,61], and Eq. (11) reduces to the
TKE Hamiltonian. For M = 3, the three independent bilinears
are equivalently expressed by standard Pauli operators, so(3) =
su(2).

(i1) For v < 1, the PF box also has a continuous symmetry.
The PF bilinears &; &,i appearing in Eq. (11) do not constitute
a closed Lie algebra. However, together with their powers and
products of those, they close the algebra su(n™—1/21) where
[x] is the integer part of x, acting onto the PF box Hilbert
space in the fundamental representation [93]. In particular, for
M = 3, the algebra su(n) is generated by the set of operators

{atayas e, (12)
where integers k; are defined modulo n = 2/v as @} = 1, and

we use the convention &j_k = (&} Y for k > 0. The fact that the
dimension of the “quantum impurity” representation space is
n follows from the PF representation in Refs. [6,94] together
with the Z,-charge conservation constraint. For v = 1/3, we
arrive at su(6) with its 35 generators plus the identity, which
are given by Eq. (12). Note that the bilinears & &,1 appearing in
the Hamiltonian (11) themselves constitute only a small subset
of six out of the 35 algebra generators.

(iii) The leads, however, in general do not possess a
continuous symmetry, cf. Appendix B. This situation should be
contrasted to standard Kondo problems (including the TKE),
where both the impurity and the leads constitute representa-

x=0 X

—_—
1 >
2 >
3 >

FIG. 2. Schematic view of the effective Hamiltonian H.g in
Eq. (11), which defines a PF generalization of the topological Kondo
model. Here, M = 3 fractional edge state leads are connected via
pairwise cotunneling processes at x = 0. Each cotunneling event
comes with a transition in the PF Hilbert space (indicated by the
vertical colored bar).

tions of a symmetry group, and the interaction between them
is built out of currents generating this symmetry in each part.

(iv) Nonetheless, Eq. (11) shows that basic ingredients of
a typical quantum impurity setting are present. A schematic
sketch of H. in Eq. (11) is depicted in Fig. 2, where M
(parallel) chiral edges interact by cotunneling processes of
fractional quasiparticles at x = 0 between different lead pairs.
Simultaneously, such exchange processes cause transitions in

the PF box Hilbert space via the PF bilinears ~@; 6[,]:.

III. RG ANALYSIS

We now turn to the weak-coupling regime and discuss
the one-loop RG equations for the PF generalization of the
topological Kondo model in Eq. (11). To that end, consider
a perturbative expansion of the partition sum in powers of
the cotunneling amplitudes A = Ax; > 0. Within the RG
approach [67], upon reducing the effective bandwidth A from
its bare value, A({ = 0) & E¢, one analyzes how these cou-
plings are renormalized and whether new types of couplings
will be generated. Writing A(£) = A(0)e*, the scale A(£)
refers to the energy scale at which the system is probed with
increasing RG flow parameter £. In case the RG flow of the
A jx(£) approaches the strong-coupling limit, the RG approach
breaks down at £ = £* where one hits a divergence of the
dominant coupling. The corresponding scale defines the Kondo
temperature,

Tx = A(l*) = Ece ", (13)

The physics in the strong-coupling regime, i.e., for energies
well below Tk, will be addressed in Sec. IV.

The one-loop RG equations are most conveniently obtained
via the operator product expansion (OPE) approach [95],
where one considers arbitrary pairs of cotunneling operators
in Eq. (11) at almost coinciding times ¢ and ¢'. The result of
such a contraction must be equivalent to a linear combination
of all possible boundary operators taken at time (¢ + ¢')/2,
and the expansion coefficients directly determine the one-loop
RG equations [95]. One thus has to analyze contractions of
cotunneling operators, cf. Appendix A. Most contractions
imply a renormalization of a cotunneling amplitude A ji.
However, one also finds additional contributions generating
new couplings. For instance, a contraction of the cotunneling
operators corresponding to Ax; and Ak, (With k # j # m)

235139-4
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generates a coupling to the operator
= (P (0); (0)%0m(0)6t,fotT . (14)

which has scaling dimension A’ = 3v. Since the cotunneling
terms ~ A in Eq. (11) have the smaller scaling dimension
Ajr = v, we conclude that H' is much less relevant (in fact
marginal for v = 1/3, and irrelevant for v = 2/3) and thus
can be dropped. Contractions of cotunneling operators then
only produce PF bilinears of the type ~&; &,J[ already present in
Eq. (11). In particular, for M = 3, all other impurity operators
in the set (12) are not activated.
Remarkably, after a uniform rescaling,

- 2l

Ajk = ;V Ajks 15)
where 7. denotes a short-time cutoff, we find that the RG
equations for our PF generalization coincide with those for the
Majorana-based TKE with Luttinger liquid parameter g = 1/v
[57,58],

diji u
==+ > Tjmkmke (16)
mA(j#k)

Consider first the isotropic part of the cotunneling couplings.
Writing A jx = A(1 — 1), Eq. (16) yields

di ) -
%z(l—v))\—i—(M—Z))L, a7
which is solved by
X( )e(l—v)e

A = (18)

M=230)[1 — e -]

Clearly, the isotropic part A(Z) flows towards strong coupling
and diverges once the running energy scale reaches the Kondo
temperature in Eq. (13). We find

g 1/(1-v)
Ty ~ Ec (M) . (19)

1—v

The power-law dependence of Tk on the average cotunneling
coupling A(0) should be contrasted to the Ty ~ e~ !/IM=240)]
law of the TKE for v = 1 [56]. Equation (19) thus suggests that
much higher T are possible for v < 1. We note that although
the notation Tk is suggestive of a “Kondo temperature,’
Eq. (19) only indicates the separation between the regimes
of strong and weak coupling. Indeed, as discussed above, for
v < 1, the leads do not possess a continuous symmetry, and
hence one cannot speak of Kondo screening processes in the
usual sense. Finally, in order to show that anisotropies in the
cotunneling amplitudes are negligible as in the conventional
TKE [56], we have linearized the RG equations (16) in the
x jk anisotropies taken relative to the isotropic component. Our
analysis shows that relative anisotropies are RG irrelevant and
thus can be neglected at low energy scales.

IV. STRONG-COUPLING SOLUTION

We next turn to the strong-coupling regime realized at
energy scales well below Tk in Eq. (19). We here pursue a
similar strategy as done for the TKE in Refs. [57,58,61]. To that
end, we take the bosonized version of Eq. (11), with 1@ ;(0) ~

e"ﬁ‘f’f(o), and consider the limit Az — +00. As a result, in

the ground state of the system, the phase fields ¢ ;(0) will be
locked into a configuration minimizing the cosine potentials
resulting from H.. Using the general approach of Ref. [91],
one can then construct the low-energy Hamiltonian describing
this fixed point. We also systematically compute all possible
operator perturbations around the fixed point and thereby show
that it is stable. The leading irrelevant operators then determine
the finite-T corrections to the conductance tensor, where we
will compare our results to the TKE expression in Eq. (1).

A. Strong-coupling fixed point

Using Egs. (4), (7), and (8), one finds that all cotunneling
operators 1/}]T (0)1/7k(0)& J o?,i in Eq. (11) are mutually commuting
and thus can be diagonalized simultaneously. At the putative
strong-coupling fixed point, we now demand that each of
those terms is separately minimized. Defining auxiliary
operators ﬁ_,-k,

& 01/1 — emﬁjkfinvsgn(kfj)’ (20)
Equation (11) ylelds
How = =5 T)U Zx,kcosw [$(0) — §;(O)] + 7 Bj0).
2D

Minimizing Ho for A jz — +o0is then equivalent to imposing
the constraints

VV[(0) — ;(0)] + 7 Bjx = 2C s, (22)

where C ik are integer-valued operators. We note that the
commutation relations [,3 jk,qum(x)] =0and

[B.ikuémn] = i%[Sgn(]. —m) + sgn(k —n)

—sgn(j —n) — sgn(k —m)] (23)
imply that [éjk,é'mn] = 0. In addition, with Bjk + Bkm = Bjm,
we see that C ik + C‘km =C jm- As a consequence, to enforce
that all Cj; are integer, it suffices to demand that all Cy; with
Jj =2,...,M are integer-valued operators.

For constructing the low-energy theory, we next employ
the powerful approach of Ref. [91], which is tailor-made to
solving problems with large-amplitude cosine potentials as
encountered here. According to this method, the C % should be
constrained to being integer numbers, where the low-energy
Hamiltonian Hig follows from the free part, Hy = Hegge in
Eq. (2), minus all terms causing a nontrivial time evolution
of the C‘_ik in Eq. (22). The resulting Hamiltonian is quadratic
and can easily be quantized. Delegating technical details to
Appendix C, the quantized phase fields ¢ j(x,1) are expressed
in terms of standard boson operators 4, ; (zero-mode operators
(50, ;) for each w # 0 (w = 0) eigenfunction, cf. Eq. (A2) in
Appendix A. To that end, we define the matrix

2

Ujk=M—5jk, (24)

and the operators

Fie,t) = goj + &j(x,0),

® dg
g(x,t):i/ —(a 1V _Hoe), (25)
! 0 4
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with the commutation relations
[ag.;.8) ) =8(q — q)8jm. ag,.00m] =0,  (26)

and [qso,j,(fﬁo,m] = irsgn(m — j).Forincoming states (x < 0),
the chiral boson field is

bi(x <0,0) = fi(x,1), 27)

while outgoing states (x > 0) are given by

M
$;(x > 0,0) =Y Up fulx,1)

k=1

2 . A
+ Vv D B —2Cw. (28

k=1,ksj

The field at x = 0 follows from the above relations, ¢ i(0,1) =
[¢;(07,1) + ¢;(07,1)]/2, and the low-energy Hamiltonian
Hy g takes the form, cf. Eq. (C7) in Appendix C,

M
o 1
His =) / dq uq<a;jaq,j + 5). (29)
j=170

For a discussion of transport features, we next note that
the current flowing along an edge corresponds to the operator
[66-69]

[i(x,1) = —ga,éj(x,z). (30)

Using Eqgs. (24)-(28), we find

. Jv .
Ij(x,t) = o0 Xk:[e(x)Ujk + 60(—x)38 %10, 8k (x,1), (31)
with the Heaviside function 6(x). We thus observe that

M
500 =Y Upd(00). (32)
k=1

At low frequencies w = vqg — 0, we obtain
2
_ e
IF =Y Uul = v > Ui (33)
k k

where I].H* = (fj(x > 0/x < 0,1)) refers to the scattered/
incoming current, respectively. The incoming current is given
by I, = ve? V;/h, where V; is the voltage for injected quasi-
particles at the jth edge.

At the strong-coupling fixed point (T = V; = 0), we thus
obtain the universal multiterminal conductance tensor

dIf  ve?  ve’ (2
av, ~ h T T \M
For v = 1, taking into account that the injection and collection
points are spatially separated in our Hall setup, Eq. (34) has

the same physical content as the 7 = 0 TKE conductance in
Eq. (1). Indeed, Eq. (34) describes the scattered current I;r.

Studying instead the current at the tunnel contact, /; = 1 /Jr —

Gy = - ajk). (34)

I;, we have to replace Ujy — Ujp — §j; = 2(% — &) in
Eq. (34). After this step, Eq. (34) matches the TKE conductance
tensor in Eq. (1) taken at 7 = 0. Remarkably, the isotropic
structure of the TKE conductance (1) carries over tothe v < 1

PF generalization, despite of the fact that we are not dealing
with a Kondo problem anymore.

A particularly noteworthy consequence of Eq. (34) is
revealed by inspecting the diagonal component of the conduc-
tance tensor, which has the universal, fractionally quantized,
and negative value

M —2ve?

Since this conductance is negative, our device can be operated
as current extractor. For instance, putting all V;, = 0 except
for Vi # 0, current is injected only via the first lead, I;” =

Gjj=

”hile = [iy. The outgoing current in this lead then has the
opposite sign, ;" = —“=2 I, < 0, where the fraction — ;" / I,
is determined only by the number M of leads. For this example,
the outgoing currents in all other M — 1 leads (j > 1) are
identical and given by I;” = %Im, see Eq. (34). Current
conservation, loy = (M — DI + I} = Iy, thus requires that
current must be extracted from lead j = 1. Similar current
extraction phenomena in quantum Hall devices have been
discussed in Ref. [96].

Another striking consequence of Eq. (34) is the absence
of current-current correlations between different terminals at
the fixed point, which can be established from the above
theory along the lines of Refs. [58,61]. The absence of shot
noise is noteworthy since incoming currents are partitioned
into currents flowing through all leads attached to the PF
box, see Eq. (34), and such partitioning processes usually
generate noise [67]. Noiseless partitioning of currents in
multiterminal quantum junctions has also been established for
the TKE [58,61] and for the related case of quantum Hall
junctions coupled through a central quantum dot [86,88]. In
our system, leading irrelevant operators, see Sec. IVB, can
be responsible for weak contributions to shot noise. However,
such contributions quickly vanish as one approaches the fixed
point for 7,V; — 0.

B. Stability of the strong-coupling point

The stability of the strong-coupling fixed point and the
low-energy physics inits vicinity are determined by the leading
irrelevant operators (LIOs), where we anticipate that our
analysis finds no marginal or relevant operators perturbing the
fixed point. Such perturbations will appear because the A
couplings are large but finite and are constructed from admis-
sible operators at the fixed point. The latter have to obey three
requirements, namely (i) they do not change the charge Qo of
the PF box, (ii) they change the total charge of each edge only
in multiples of v, and (iii) they alter ¢ ik in Eq. (22) only by an
integer number. Condition (i) prohibits operators with an odd
number of PF operators &, ,&,Tn. Condition (ii) implies that op-
erators e=V% (1) (or multiples thereof) are involved. Finally,
condition (iii) further constrains the set of allowed operators.
By using (iii) in conjunction with the commutation relations

[€ (1), e Ton0)
V
= :i:z(sgn(x)(Skm — 8jm)

+ Sgn(k — m) — Sg]‘](j — m))eiiﬁ&n(xvf) (36)
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TABLE 1. Elementary allowed operators O and their scaling
dimensions A, at the strong-coupling fixed point. Combinations of
them lead to nontrivial new scaling dimensions.

0 Ap

LIV (>0.1) v/2

etV (x<0.1) v/2

eIV (x>0,0=;_1 (' <0,1) v( 1-— %)
whenx = —x' =07

e;tix/v*'q;j(x#o,t) v—l/z

and [C‘ ik (t),eiﬁ (0.t >&,T,,] = 0, one can determine all admitted
operators at the strong-coupling fixed point. The list of
elementary allowed operators is given in Table I. All nontrivial
allowed operators can be constructed by taking composites of
the operators in Table I. Note that the list implies that electrons
can tunnel in and out of the system anywhere at x # 0, but
quasiparticles can only tunnel outside of the whole structure
or between neighboring edges. Since quasiparticles have to
tunnel through the FQH bulk, these are also the only physical
possibilities in Fig. 1.

The scaling dimensions of operators and their combinations
are easily obtained by expressing operators in terms of g;(x,?),
see Eq. (25), and ignoring zero modes. Indeed, the operator
¢! 2 Pi&itD g seen to have scaling dimension A = > ; p? /2
by means of the relation

(e' > Pjé’.f(x»f)e*iZ,»Pfﬁf(xaf')) ~(@(—1 —i0h)” Xir (37)

Next, we calculate the scaling dimension of the LIO. Within the
original Hamiltonian (11), transfer of charge between different
edges is only possible through exponentials of C k- A nontrivial
perturbation to the strong-coupling fixed point can then only
result from edge fields q3m (x,1) taken near x = 0 on a single
edge m. The most general perturbation has the form

O, ~ &V (b0t 0+d-6,0"0) g e 7 (38)

Since this operator should conserve total charge, we re-
quired_ = —d.Then O, shifts Cjy — Cji + di(Skm — 8jm),
while its scaling dimension is givenby A, = di %(1 — %). The
LIO follows for d; = 1 (where O, coincides with e¥ M in
Appendix C), with the scaling dimension

2 1
Ao = ;(1 - M) (39

For all M > 3 and v < 1, we observe that A;jo > 1. The
fixed point is thus stable as asserted before. Furthermore,
since Apjo = Ay in Eq. (1), with Luttinger liquid parameter
g = v, the finite-T corrections at T <« T for the linear
conductance tensor can be inferred from Eq. (1) as well,
If e’ 2

Gie=gpr =vyli= (T/TK)M“O‘21<M - «Sjk>. (40)
Transport features are therefore basically identical to the
Majorana-based TKE, and also the PF-based strong-coupling
point represents a local quantum-critical point of non-Fermi-
liquid type.

We close this section with two remarks. First, consider
operators of the form ¢ v¥(®;x>0.0-¢,-1'<0.0)_gyuch operators
do not appear as perturbations within the Hamiltonian in
Eq. (11), which contains no direct tunneling processes between
different edges. In general, such couplings can appear and
destabilize the fixed point, even though these operators do not
induce transitions between different values of ¢ jk»1.e., between
different ground-state minima of the potential in Eq. (21).
Indeed, they couple the incoming and outgoing channels in
the scattering problem. Should the corresponding coupling
strength be nonvanishing, it will destabilize the fixed point
below some energy scale. In practice, these couplings (and the
associated destabilization energy scale) can be suppressed by
arranging the respective edge parts far away from each other.

Second, it is also instructive to consider operators O ~
e"ﬁ‘i’m(o)&ﬂ;, which commute with ¢ jk and have scaling di-
mension A = v/(2M), with A < v/2 for M > 2. Therefore,
if several couplings A jx in Eq. (11) enter the strong-coupling
regime and approach a fixed point with M’ < M leads, the
couplings to the remaining leads will quickly catch up under
the RG flow since they are relevant. In fact, they are even more
relevant than the original couplings in Eq. (11).

V. CONCLUSIONS

In this work, we have proposed a parafermionic version
of the topological Kondo model previously suggested for
a Majorana box [56-58]. Our generalization employs chi-
ral fractional quantum Hall edge states as leads, which are
tunnel-coupled to parafermionic zero modes present on a
Coulomb-blockaded island, cf. Ref. [42]. By means of Abelian
bosonization, a theoretical description of quantum transport
in such a multiterminal quantum junction has been given in
both the weak- and the strong-coupling limit. In particular, we
have derived and discussed the one-loop RG equations. Our
RG analysis shows that the system flows towards an isotropic
stable strong-coupling fixed point. However, in contrast to the
Majorana-based case, our problem does not fall into the class
of Kondo problems, see Appendix B for details.

The strong-coupling limit has then been analyzed by means
of the approach of Ref. [91], which yields controlled results
within the Abelian bosonization approach. It is remarkable
that the resulting conductance tensor is basically identical to
the one of the Majorana-based topological Kondo model, see
Eq. (1), even though no continuous symmetries (and hence no
Kondo screening processes) are manifestly involved in the PF
variant. Let us emphasize two particularly noteworthy features
of our 7' = O result in Eq. (34). First, the isotropic partitioning
of injected quasiparticle currents into all outgoing leads is
noiseless, in analogy to previous studies for different but
related physical systems [56-58,61,86,88]. Second, consider
the case that a current [y, is injected only via lead 1. This lead
then also serves as current extractor, since the outgoing current
I, has opposite sign as compared to the injected current, with
the universal ratio / 1+ /Iin = —(M — 2)/M.By determining the
leading irrelevant operators around the strong-coupling point,
we have also obtained the temperature-dependent corrections
to the conductance tensor and established that the strong-
coupling point represents a local quantum-critical point of non-
Fermi-liquid type. Given the recent experimental advances in
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the field [25,26], we hope that these predictions can soon be
put to an experimental test.
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APPENDIX A: ON VERTEX OPERATORS

We here provide technical details related to Secs. II and
III. We start by noting that in terms of the chiral boson fields
in Egs. (2) and (3), the fractional quasiparticle operator for
the jth lead is given by Il}j(x,l) =V s, j(x,1), with the vertex

Operator
L —P2/2 A
V, i(x,t) = — s P
P:./( ) (27_[)

where : : denotes normal ordering and L the system size. Using
7. as short-time cutoff and a set of conventional boson operators
{a,,;} withmomentum k, = 27n/L (n € N), qu has the mode
decomposition [66]

(AD)

21
Lk,

R . nedee 27T (X —v) | >
b =+ 07U 5
n=1

X (&n,jeik“(x_vt) _ &Z,je—ik,,()C—l)l‘))e—‘l,"'vk,,/Z7 (AZ)
where
Aed N . 2 N . .
[0S . 00.m] = iv/V8jm, [Po.j.bo.m] = imsgnim — j).
(A3)

The operator V, ; in Eq. (A1) has scaling dimension A, =
p?/2. The OPE contractions required for deriving the RG
equations in Sec. III follow from the relation (with x’ — x
and t' — 1)

Vp,j(x’t)vq,j(x,vt,)

L\ -+’
-(=)

x[i(vt —x — vt +x' —ivg )Pl 1 POITDTAP )

=li(vt —x —vt' +x —ivt,)]??
X Vipig (X, D[ +O(x —x")+ O —1)].
Note that pg = A,y — A, — Ay
Using Eq. (A4) for p = —g = /v, and a regularization
with positive infinitesimal &, we can also verify that the

potential scattering terms in Eq. (9) can be neglected. To that
end, we write

(A4)

. 1 e e o
070 = — / dx / dx' 1,0 )
= o + €10:9;(0) + O(c2), ¢ ~ "7, (AS)

Now ¢( contributes only an unimportant (albeit divergent)
constant while, forv < 1,all ¢,;»; — Ofore — 0.Forv =1,

¢; remains finite for ¢ — 0, but the corresponding term in
Eq. (A5) can be absorbed by the transformation ¢;(x) —
é j(x) + ¢;sgn(x) with ¢; ~ c¢y. Since similar statements hold
for 1/};(0)1%(0), we conclude that for all v < 1, potential
scattering is indeed negligible.

APPENDIX B: THE (ABSENT) SYMMETRY
OF THE LEADS

1. Lead symmetries

Kondo problems are characterized by coupling a set of
leads, forming a representation of a continuous symmetry, with
a quantum impurity sharing the same continuous symmetry.
We here show that for our PF generalization of the TKE
with v < 1, the leads do not possess a nontrivial continuous
symmetry. As a consequence, the corresponding model does
not define a Kondo problem.

First of all, we note that for any v < 1 and any number
M of leads, we have a [U(1)]¥ symmetry related to charge
conservation in each separate lead generated by the charge
density operator ‘2/—58)( é ;(x). This is not the symmetry we are
interested in, as it is Abelian. All irreducible representations
of an Abelian symmetry are necessarily one-dimensional,
and, therefore, generators of such a symmetry cannot cause
transitions of quasiparticles between the leads and the accom-
panying changes in the impurity state. Hence we are looking for
non-Abelian symmetries of the leads, which should conserve
total electric charge and the scaling dimensions of transformed
operators. A fractional quasiparticle operator can thus only be
transformed into a linear combination of such operators,

P00 = ¥ = > ApCofi). (B1)
k

The symmetry should preserve the quasiparticle permutation
relations (7), which implies the conditions

a- einv(sgn(jfk)vLsgn(nfm))einusgn(xfxr)(&nu*5,-k))Ajm (X)Ap, (x’)
=0

(B2)

for arbitrary (j,k,m,n) indices and arbitrary x # x’. For a con-

tinuous symmetry, we focus on infinitesimal transformations,

Ajr(x) =8k +ajr(x) with |aj(x)] < 1, where Eq. (B2)
yields (to linear order in aj; and putting kK = n and j # m)

(] _ eiﬂv(sgn(j—k)+sgn(k—m))einvsgn(x—x/)((i,,,k—Sl-k))ajm(x) =0.
(B3)

Here, x’ remains as free parameter. Since the equation has
to be satisfied both at x’ > x and x’ < x, one concludes that
either v =1 or a,,(x) = 0. For v # 1, this implies diagonal
A, (x) with Abelian symmetry, not mixing different edges.
The above reasoning thus constitutes a proof that no continuous
non-Abelian lead symmetry exists for v # 1.

2. Remarks on conformal field theory

It is instructive to study this issue also from the conformal
field theory (CFT) [97] point of view. The leads are described
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by a CFT for massless chiral bosons. According to Noether’s
theorem, a continuous symmetry implies the existence of a
conserved current J(x) generating the symmetry. In a chiral
CFT, such currents must have scaling dimension A =1,
since the total charge associated with the conserved current,
f dx J(x), should not renormalize under scaling. Therefore, if
a continuous lead symmetry is present, it must be generated
by fields of scaling dimension A = 1. We now separate
Hegge into a charged and a neutral sector. The charged sector

is defined by the free boson field @.(x) = %M Zfi L (),

with [ (x),P.(x")] = imsgn(x — x’). The total charge density,
expressed through

Wor,

. NI, vM
pe(x) = s ;@(x) = S belx), (B4)

generates the U(l), symmetry responsible for total

charge conservation. Writing Hegee = H. + H, with
v L2 A 2

He = & [*}/7 dx(3:¢c(x))" and

v M oprL2 . 1 . 2
H,=— dx| 0,¢;(x) — ——=0: ¢, , (BS
;/_m w010 - =ado) @9

the degrees of freedom of the neutral sector do not carry electric
charge, [¢A>j(x) — ﬁ({bc(x),ﬁc(y)] = 0. Each operator in the
theory can then be decomposed into a product of charged and
neutral parts,

O(x) = 1WINM & 0, (x), (B6)

with scaling dimension Apj = A.+ A,, where A, =
q*/(2vM). The spectrum of neutral scaling dimensions A,
thus follows by computing A 5 — A, for all primary operators.
Operators with A, = 1 and g = 0 are candidates for genera-
tors of hidden symmetries in the neutral sector. Apart from
W) i (x) — ﬁaxéc(x), primary fields are given by

O )(x) = & Zin VT, (B7)
with charge ¢ =v)_ ;nj and scaling dimension A =
vy, j n? /2, where all n; € Z. The spectrum of neutral scaling
dimensions follows as

2

A, =

2.m

J

M 2
v D it Mk
=32 <"f‘T) 2 0.
J

For simplicity, we focus from now on the case of M =3
leads. The smallest scaling dimensions in the neutral sector,
calculated from Eq. (B8), are listed for v =1, 1/3, and 1/5
in Table II. First, note that for v = 1/5, there are no operators
with A, = 1, and, therefore, no continuous symmetries exist in
the neutral sector apart from the [U(1)]* symmetry generated
by 8:¢j(x) — 7= e ().

The case of v =1 is equivalent to the TKE, where one
expects an so(3) = su(2) symmetry [56]. Indeed, all operators
with scaling dimension A =1 are expressed as Jj;(x) =

| <

1
2=y
J

(B3)

TABLE II. The list of smallest neutral scaling dimensions of
primary operators for M = 3 leadsatv =1, 1/3, 1/5.

v A,
1147

1 0,5,1,4,13,
1147 14131619725

1/3 0,5,575,5,1,31353737573,3

1/5 oL L1 4 7 3413161975928 31 12
»15°5°15°15°5°5°15°15°15°5°3°5° 157 15> 5 > "~

@;(x)l/}k(x) in terms of the electron operators 1/}_,-(x). The
total charge density in Eq. (B4) corresponds to p.(x) ~
> i @;(x)t/} ; (x), while the remaining eight currents generate a
symmetry of the neutral sector. These eight currents obey the
su(3); Kac-Moody (KM) algebra, and the theory of three v = 1
leads can be described as su(3); Wess-Zumino-Witten (WZW)
CFT. A subalgebra of this algebra constitutes the su(2); KM
algebra, and the leads can also be described by the su(2)4
WZW model, which ultimately provides a description for the
strong-coupling fixed point of the TKE [56].

The most interesting case for us is v = 1/3. Apart from
pc(x), there are again eight operators with A = 1, which obey
the same commutation relations as the su(3)-generating Gell-
Mann matrices,

1 0
0 0] < J'(x)=J(x)+ J; (x),
0 0

0
=11
0
0 —i 0
M=1i 0 0|« JPx)=—iJsfx)+iJ; %),
0 0 0
0 0 1
M=10 0 0] < J'x) =J,0x)+ 40,
1 0 0
0O 0 —i
KP=10 0 0| Px=—il,x)+id @),
i 0 0
0 0 0
AM=10 0 1| < Jux)=J@)+ I x),
0 1 0
0 0
AM=10 0 —i| < Jx)=—iJt@) +iJ] (),
0 i 0
1 0 0 2 2 2
-2
P=lo -1 o] orw= (P + ¢ ¢3)(X)’
0 0 0 V3
L (1 0 0 o
M=—[0 1 0]« Px=08(h—3¢)x), (B
V3lo 0o —2
where

Jii(x) — l*leii(:;(i/’*(ﬁl*(%*(%)/«/g’ (B10)
with cutoff length /. Note the apparent strangeness in defini-
tions of J3, J®, and J°, as compared to J 2 and J7. Moreover,
these currents obey the su(3); KM algebra. H, in Eq. (BS)
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can be expressed in terms of these currents, and then coincides
with the Hamiltonian of the su(3); WZW model [97]. One
would therefore expect that the leads have su(3) symmetry and
are described by the WZW model. However, this is not the
case. One way to see this is to note that the scaling dimensions
A, = é g ; in Table Il are absent in the spectrum of the su(3),
WZW model. Moreover, the currents J¥(x) do not act as a
symmetry on the operators in the theory.

Indeed, consider the OPE of a current with a quasi-
particle operator ¥;(x) ~ €i$//v3 For example, Ji(x) x
eROIV3  (x — y)"13iC—=80)/V3 | thus mapping an op-
erator with A, = § onto one with A, = 7. Operators with
‘correct’ scaling dimensions in the su(3); WZW model
are mapped correctly For instance, operators of scaling
dimension A, = 3, which are given by 1& (x)wk(x) with
j # k, are mapped in agreement with the fundamental
(W] )2 (0), S () Pr3(x), ¥ ()1 (x)) and the antifundamen-
tal (the other three) representations of su(3). However, the
currents and the operators do not commute at distant points,

e.g.,

T P (0) = Pl ()5 () meene=n=173 - (B11)

This last statement means that operators &;(x)ﬁk(x) are not

local with respect to currents J k(x). On the other hand, all
the operators in the theory of the leads are local with respect
to electron operators ¢/~3#®) (by construction of the FQH
edges). The two models, the theory of the leads and su(3),
WZW model, are therefore “almost” the same: they have
the same central charge and even the same Hamiltonian, yet
they have a different spectrum. The origin of this difference
appears to come from different locality notions. This is not
a unique situation: the same relation is present between the
theory of free Majorana fermions in 14-1 dimensions and the
M (4,3) minimal CFT model describing the critical point of
the two-dimensional (2D) Ising model [97]. Both models have
central charge 1/2, yet the spin operator o of scaling dimension
A = 1/16 is nonlocal with respect to the Majorana fermion
and thus absent from the former theory. The relation between
the models is evident through Onsager’s solution of the 2D
Ising model. Further studies of such “locality-distinguished”
CFTs may uncover similar relations and possibly allow for
full solutions of models whose critical point is described by
the su(3); WZW model. We expect that for M > 3, similar
“almost realized” symmetries will be encountered forv = 1/3
and 1/5.

APPENDIX C: ON THE STRONG-COUPLING SOLUTION

We here provide technical details about our strong-coupling
solution in Sec. IV. In particular, we derive the expressions for
the field operators quoted in Egs. (27) and (28). Using the
approach of Ref. [91], the low-energy Hamiltonian is given by

M
1 .
Hig = Ho — > Y Nl T (C1)
k=2

Here we use the integer-valued operators D = lof j (with
Jj =2,...,M), and the conjugate operators

i =— ZM,k Dy, Hol, (C2)
i

with symmetric matrices A/ and M given by

1

N’jk 42

—[D.[D;,Holl, M=N"".  (C3)
Notlng that [Dj,l'lk] = 2mid ji, the operator et
shifts D — D + 1.

In order to implement the approach of Ref. [91], we
discretize the spatial coordinate x = z& in units of a small
spacing ¢ (with z € Z), where

1, effectlvely

M
Ho=) =) @ice+e) =)’ (CH
j=1 2

Using the commutation relations (3), the matrices in Eq. (C3)
take the form

(Y dme 1
Njx = m(l +6j1), Mj= W(Sjk - M)’ (C5)
while Eq. (C2) yields
1, A o di(—e) — dile)
fli=— (qu(—s) —i(e) - ; SR o)

The low-energy Hamiltonian (C1) is thus given by

M
Hig = Ho— == Y (u(e) = du(—e))
k=1

2
+—[Z(¢k<s)—¢k< s))] (C7)

Since Hig is quadratic in the boson fields, it can easily be
diagonalized. To that end, consider the equations of motion.
First, for |z| > 2

0,(z) = ozt e) — dlze —e) C8)
2¢e
For z = %1, one gets
2 $i(E28) =0 v (di(e) —i(—e)
09, (e) = Fv 2 + 2( 2
M A A
Pule) — ¢k<—e>)

-—— ) — (C9)

M kX:l: 2¢e

while for z = 0, we have

3 $;(0) =

M
v Z (8)—¢k( &) (C10)

k:l

In addition, the constraints (22) have to be satisfied at all times,
where 8, and Cj; do not depend on time since each of them
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commutes with Hyg. Taking the limit ¢ — 0, Eq. (C8) implies
the dispersion relation w = vq. At given frequency w, we then
obtain the time-dependent solutions

u;(a))eiq(zs-ks)—iwt’ z g _1’
bi(ze.t) = Jul (@)1= 7 > 1, (C1D)
u?(w)e‘i‘“’, z=0.
For ¢ — 0, Eq. (C10) together with Eq. (22) yields
(@) = u)(®) + 8,0 Vv (Bjx — 2C 1), (C12)

and by combining Egs. (C9) and (C10), we obtain

M
2u(j)-(a)) = u}“(a)) + u;(a)), Z(u}”(a)) — u;(a))) =0.

Jj=1

(C13)
Using also Eq. (C13), we finally arrive at
M
Ul (@) = —uj @) + oo Y up @)
k=1

M
2 A N
+ Sw,o—MJTV vl E (Bjx —2Cjr), (Cl4)

k=1,k#]

where u?(w) = [u;“(cu) + u;(a))] /2. These relations directly
yield Egs. (27) and (28).
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value for d follows by noting that one needs at least [(M + 1)/2]
PF pairs on the box to couple to M external edges (leads),
where constraining the total Z, charge of the box is equivalent
to removing one PF pair, cf. Ref. [42].
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