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ML/AI Repositories: an Empirical Investigation
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and Juan Carlos De Martin[0000−0002−7867−1926]
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Abstract. ML/AI is the field of computer science and computer engi-
neering that arguably received the most attention and funding over the
last decade. Data is the key element of ML/AI, so it is becoming increas-
ingly important to ensure that users are fully aware of the quality of the
datasets that they use, and of the process generating them, so that pos-
sible negative impacts on downstream effects can be tracked, analysed,
and, where possible, mitigated. One of the tools that can be useful in
this perspective is dataset documentation.
The aim of this work is to investigate the state of dataset documentation
practices, measuring the completeness of the documentation of several
popular datasets in ML/AI repositories. We created a dataset documen-
tation schema—the Documentation Test Sheet (dts)—that identifies the
information that should always be attached to a dataset (to ensure proper
dataset choice and informed use), according to relevant studies in the lit-
erature. We verified 100 popular datasets from four different repositories
with the dts to investigate which information were present.
Overall, we observed a lack of relevant documentation, especially about
the context of data collection and data processing, highlighting a paucity
of transparency.

Keywords: data documentation · AI transparency · AI accountability.

1 Introduction and Motivation

Machine Learning / Artificial Intelligence (ML/AI) research made great strides
in recent years, and its industrial applications became increasingly pervasive
within society, automating organizational processes and decisions in several fields.

Datasets are fundamental in the ML/AI ecosystem and many issues related
to fairness, transparency, and accountability in ML/AI systems are rooted in the
data collection and in the data processing procedures [11]. Every decision made
during the workflow may contain implicit values and beliefs [21], so tracking them
can improve transparency [1]. The information accompanying them plays a very
significant role in uncovering data issues [5], in fostering reproducibility and
auditability [13], in ensuring accountability [10], users’ trust [2], and in avoiding
data cascading effects on the entire ML/AI pipeline [20]. With documentation,
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it is possible to better understand the characteristics of the training data to
at least partially mitigate the risks of downstream negative effects [4]. This is
particularly true for those technologies where the impact of biased results can
be severe, such as Speech Language Technologies (SLT) [16]. Documentation
production should be seen as an essential part of dataset production, as a place to
disclose fundamental choices, in parallel with what is proposed to be documented
in terms of models [15,19] or rankings [25,26].

This study focuses on the dataset documentation state of practice. The aim
was to measure whether and how much relevant information about data collec-
tion and data processing procedures is present in the documentation of the most
popular (and influential [12]) datasets. The research question which directed the
design of the research is: Which of the information, that should be trans-
parent to dataset users, is present in the most popular datasets in
ML/AI repositories? In order to answer this research question, we developed
a test schema to measure the completeness of dataset documentation: Section 2
will describe the construction of the dts. Subsequently, Section 3 describes the
selection of repositories and datasets. The results of the application of the dts
are presented in Section 4. Finally, limitations (Section 5), future work (Sec-
tion 7) and the conclusions (Section 6) are presented. Furthermore, we provide
additional materials in the online Appendices1.

2 Documentation Test Sheet from Related Works

We built a collection of recommended information that should be present in
dataset documentation to ensure a proper choice of dataset and informed use.
The aim was to recognize, with a study of relevant work in the literature of
dataset documentation schemas, which information are important to be present
in dataset documentation to achieve transparency, accountability, and repro-
ducibility. The goal of this schema is to measure how complete a dataset doc-
umentation is: this property is the first necessary element to be scrutinized for
enabling any further analysis on further quality dimensions of documentation
(e.g., correctness). We called this schema the Documentation Test Sheet (dts).

2.1 Fields of Information

The list of Test Fields is largely based on Datasheets for Datasets [7], with
some further insights from relevant documentation standardization proposals
in the literature [9,3]. We grouped the information into 6 sections, following
the categorization presented in Datasheets for Datasets (DfD): 1 Motivation,
2 Composition, 3 Collection processes, 4 Data processing procedures, 5 Uses,
6 Maintenance. In addition to dataset metadata, some characteristics of the

1 The appendices available at https://doi.org/10.5281/zenodo.8052683 contain: the
dts (A), the provenance of the field of information composing it (B), the metadata
of the selected datasets (C), the reading principles that guided the documentation
investigation (D), the raw results (E) and additional tables and figures (F).

https://doi.org/10.5281/zenodo.8052683
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data were tracked in section c Characteristics. We discarded the Distribution
section because it proved inapplicable when testing documentation of datasets
already published in public repositories. The full dts can be found in Appendix
A, but the list of Test Fields is also available in Table 2. Further details on
the motivations behind this choice, and a description of the provenance of each
information field, are reported in Appendix B. One of the novelties of this work
is the design of the individual Test Fields as concepts expressed by few words to
which it is easy to answer ‘yes’ or ‘no’, depending on the presence or absence of
the related information in the documentation under analysis. Some fields from
the related work were collapsed in a few Test Fields for the sake of brevity and
ease of application. We designed the dts to be generalizable as possible to any
type of documentation, so that it can be used for datasets pertaining to different
areas of ML/AI.

2.2 Measurement

The other core elements of the dts are the Presence Check Values and the
Presence Averages. During the analysis of the documentation, each Test Field
is associated with a value indicating the presence or the absence of the repre-
sented information. Specifically, the Presence Check Value can take on one of
the following three possible values:

– 1: it is possible to retrieve the information represented by the Test Field ;
– 0: it is not possible to retrieve the information represented by the Test Field ;
– NA: the information represented by the Test Field does not apply to dataset;

The Presence Average represents the completeness measure of the dts. It is
obtained by averaging the Presence Check Values of the group of Test Fields un-
der analysis such as dataset (Dataset Presence Average), section (Section Pres-
ence Average), and field (among different datasets, Field Presence Average).

3 Study Design

One of the novel elements of this study concerns the analysis of the information
found in the very same place where the data can be accessed, instead of select-
ing datasets from a corpus of academic papers [17,8]. The documentation in the
public repository provides information about how the dataset is actually used
in practice. Since the purpose of a scholarly article is different from that of a
repository, some information may have no reason for inclusion in the article, and
vice versa. For this reason, the documentation being analysed is the documen-
tation web page where data can be downloaded. Given this design choice, we
first selected the repositories under analysis, as described in section 3.1. In the
second step, we collected the metadata useful to perform the dataset selection,
as described in section 3.2. We focused on the most popular datasets, as seen in
other work [6]. This is because these datasets are the most influential ones, and
therefore studying their documentation is an important step in the path towards
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a deeper understanding of common documentation practices. We then collected
data on the presence of information in the documentation 2.

3.1 Repositories Under Analysis

The choice of repository is a relevant decision in this study, due to the design
decision to analyse the online documentation present in the same place where the
data are hosted. Indeed, different repositories have different documentation and
metadata schemas. Therefore, we decided to select more than one repository to
avoid obtaining too specific results. We selected four well-known and commonly
used repositories to capture different practices in the ML/AI community. The
criteria used for the choice were: free access; the presence of popularity proxies
among the metadata; the presence of hundreds of datasets. We consulted the
Wikipedia List of portals suitable for multiple types of ML applications3 and,
as a result, the following repositories have been selected: Hugging Face(hug),
Kaggle (kag), OpenML (oml) and UC Irvine ML Repository (uci).

3.2 Datasets Selection

To guarantee the feasibility of the research, it was also necessary to limit the
number of datasets for each repository. For this reason, we selected 25 datasets
from each repository, for a total of 100 datasets to be examined. We decided to
focus on the concept of popularity, so that we could analyse some of the most
used and influential datasets: where available, the number of downloads was
identified as the best proxy; where not available, number of views was identified
as a good alternative. The resulting metrics used are: hug, number of downloads
(APIs); kag, platform upvotes and then the number of downloads (APIs)4; oml,
number of downloads (web scraping); uci, number of views (web scraping). We
eliminated any duplicates within the same or different repositories (the com-
parison of information about the same dataset in different repositories was not
a central aim of this research). As a selection criterion between duplicates, we
used the highest ‘popularity’. In the case of two datasets at the same ranking
position, we eventually observed whether one of them was the primary source
of the other. The full list of selected datasets, together with the date of data
collection, can be found in Appendix C. The principles that guided the reading
of the documentation are presented in the Online Appendix D.

4 Results and Discussion

In this section, we present the results and their discussion for each of the following
levels: dataset (4.1), dts section (4.2), Test Fields (4.3). Additional information
on the distribution and dispersion of values is included in Appendix F.

2 For reasons of space, summary tables with raw data are presented in Appendix E
3 https://en.wikipedia.org/wiki/List of datasets for machine-learning research
4 Due to the unavailability of direct download count APIs, datasets were sorted by
upvotes via APIs and then sorted by download count, as presented in the results.

https://huggingface.co/datasets
https://www.kaggle.com/datasets
https://www.openml.org/search?type=data
https://archive-beta.ics.uci.edu/ml/datasets
https://en.wikipedia.org/wiki/List_of_datasets_for_machine-learning_research


Completeness of Datasets Documentation on ML/AI Repositories 5

Fig. 1: Distribution of Dataset Presence Averages grouped by repository.

Table 1: Characteristics of the 100 selected datasets (25 for each repository).
Repository Data is

people
related

Presence of
explicit target
variable

Dataset is a sample or
a reduction of a larger
set

Recently
updated

Hugging Face 04 21 01 25
Kaggle 12 08 02 05
OpenML 11 25 07 00
UCI MLR 11 22 04 00

Total 38 76 14 30

4.1 Datasets Level

The dataset with the most comprehensive documentation was hug16, the cnn
dailymail from Hugging Face (hug). It contains over 300k unique news articles
written by journalists. Its Dataset Card (i.e. its documentation) was compre-
hensive in all the different sections, and it can be considered a positive reference
from the point of view of documentation practice. Figure 1 shows that overall
very few datasets achieved more than 50% completeness, and variation between
repositories is small. The selected datasets from hug have the highest mean of
the Dataset Presence Average distribution, while the ones from uci have the
lowest mean of the Dataset Presence Average distribution. One of the contribut-
ing factors to this result is that the three most complete documentations belong
to hug datasets.

In Table 1 it is possible to observe specific characteristics of the datasets:
most datasets did not contain personal data, had an explicit target variable,
and were not a sample or reduction of a larger set. All datasets updated after
1 January 2021 were considered ‘Recently updated’: all datasets from hug and
five datasets from kag have been recently updated in terms of data or docu-
mentation, while all the oml and uci datasets have not been updated in this
timeframe. Additional statistics can be found in Appendix F.

https://huggingface.co/datasets/cnn_dailymail
https://huggingface.co/datasets/cnn_dailymail
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Fig. 2: Section Presence Averages.

4.2 Sections Level

As can be seen in Figure 2, the Uses section was the most complete one, followed
by the Motivation section. Sections Collection processes and Data processing
procedures had the lowest values of Section Presence Average. Additionally, we
observed that the results of the Maintenance section are very different between
repositories. These results suggest that the documentation of public datasets is
currently utilisation-oriented, with less attention to the previous stages of the
dataset construction pipeline. This aspect is also correlated with the high Sec-
tion Presence Average of the Motivation section: the purpose of the dataset
often encapsulates the meaning of why the data within it should be used. The
low completeness of the Composition, Collection processes and Data process-
ing procedures sections suggests that either little effort is devoted to describing
the early stages of the dataset construction phase. Frequently, there is no in-
formation at all about these delicate phases. The failure to take into account
these contextual aspects can lead to various problems in the models trained on
such undocumented data [20]. Recent work devoted to partially automating the
documentation process could help users to easily complete the Composition sec-
tion [22,23,18]. Finally, the Maintenance results, although very variable between
repositories, confirmed recent studies in the literature about the opportunities to
improve documentation in datasets repositories and the lack of attention paid to
what happens after the dataset is published [14,24]. As for the other aggregation
level, the distributions of measurements are provided in Appendix F.

4.3 Test Fields Level

Table 2 shows the Presence Average value of each information field, globally and
by the repository. Results show that certain documentation fields are very com-
monly used, such as the 2.01 Description of the instances (0,92), 2.02 Number
of the instances (0,90) and 5.01 Description of the tasks in which the dataset
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has already been used and their results (0,95). In many cases, the high level
of completeness could be explained by the ability of the repository’s metadata
structure to promote the presence of a particular piece of information. Indeed,
the information represented by these fields was very much present in repositories
that structurally expose this information in the metadata schema of the repos-
itory. Conversely, it was almost completely absent in repositories that do not
include such information in their metadata schema. Some examples are: 2.11
Statistics (hug 0,00; kag 1,00; oml 1,00; uci 1,00), 5.04 Repository that links
to papers or system that use the datasets (hug 0,92; kag 0,00; oml 0,00; uci
1,00), 5.05 Description of license and terms of use (hug 0,48; kag 0,68; oml
1,00; uci 1,00). This highlights the role played by repository hosts, who have
the potential to trigger virtuous documentation practices.

In the Motivation section, on the one hand, it was very common to find infor-
mation about the authors (the ‘resource creators’), while on the other hand, it
was rare to find details about who funded the creation of the dataset, important
information for achieving accountability. Within the Composition section, basic
information such as the description or number of instances was usually present.
On the contrary, information about data confidentiality and dangerousness was
usually absent. It is important to note that data protection laws may have been
different before the datasets were made available (see Section 5 for more de-
tails). The analysis of information related to Collection processes pointed out, in
a context of a general scarcity of details, the near total absence of specifics about
ethical review processes and about analysis of potential impacts of dataset uses.
With regard to the Data processing procedures, we observed that the ‘Dataset
Card’ in HUG favoured the presence of (at least) some useful tags to obtain
indications on the workers involved in these procedures. As already mentioned
above, in terms of Uses, much attention on the part of dataset creators is paid to
the description of the previous usage of the dataset and to the description of the
recommended uses. The same cannot be said for non-recommended uses: only
the documentation of a couple of hug datasets contained this information. Sur-
prisingly, although it was common to find details on the subject that supports or
manages the dataset, the contact of the owner was rarely present. Furthermore,
in terms of Maintenance, the DOI was quite rare and no information on the
management of older dataset versions could be retrieved.

Table 2: Field Presence Averages: overall and for each repository.

ID Field description Tot HUG KAG OML UCI

1.01 Purpose for the dataset creation 0,57 0,64 0,52 0,68 0,44
1.02 Dataset creators 0,86 0,88 0,96 1,00 0,60
1.03 Dataset funders 0,06 0,16 0,08 0,00 0,00
2.01 Description of the instances 0,92 1,00 1,00 0,80 0,88
2.02 Number of the instances 0,90 0,92 0,72 1,00 0,96
2.03 Information about missing values 0,50 0,00 0,12 1,00 0,88
2.04 Recommended data splits 0,31 0,92 0,08 0,12 0,12

Continue on next page.
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Table 2 – continued from previous page.
ID Field description Tot HUG KAG OML UCI

2.05 Description of errors, noise or redundancies 0,13 0,00 0,16 0,08 0,28
2.06 Information about data confidentiality 0,04 0,08 0,08 0,00 0,00
2.07 Information about possible data dangerous-

ness (offensive, insulting, threatening or
cause anxiety) or biases

0,03 0,12 0,00 0,00 0,00

2.08 Information about people involved in data
production and their compensation (if people
related)

0,43 0,25 0,42 0,64 0,31

2.09 Description of identifiability for individuals
or subpopulations (if people related)

0,15 0,50 0,17 0,09 0,08

2.10 Description of data sensitivity (if people re-
lated)

0,03 0,25 0,00 0,00 0,00

2.11 Statistics 0,50 0,00 1,00 1,00 0,00
2.12 Pair plots 0,00 0,00 0,00 0,00 0,00
2.13 Probabilistic model 0,00 0,00 0,00 0,00 0,00
2.14 Ground truth correlations 0,00 0,00 0,00 0,00 0,00
3.01 Description of instances acquisition and data

collection processes
0,53 0,52 0,60 0,64 0,36

3.02 Information about people involved in the data
collection process and their compensation

0,08 0,16 0,12 0,00 0,04

3.03 Time frame of data collection 0,19 0,04 0,48 0,12 0,12
3.04 Information about ethical review processes 0,01 0,04 0,00 0,00 0,00
3.05 Information on individuals’ knowledge of

data collection (if people related)
0,05 0,25 0,00 0,09 0,00

3.06 Information on individuals’ consent for data
collection (if people related)

0,05 0,25 0,00 0,09 0,00

3.07 Analysis of potential impacts of the dataset
and its use on data subjects

0,00 0,00 0,00 0,00 0,00

4.01 Description of sampling, preprocessing,
cleaning, labelling procedures

0,39 0,32 0,24 0,56 0,44

4.02 Information about people involved in the data
sampling, preprocessing, cleaning, labelling
procedures and their compensation

0,11 0,44 0,00 0,00 0,00

4.03 Description of others possible sampling, pre-
processing, cleaning, labelling procedures

0,02 0,00 0,04 0,04 0,00

5.01 Description of the tasks in which the dataset
has already been used and their results

0,95 0,92 1,00 1,00 0,88

5.02 Description of recommended uses or tasks 0,62 0,56 0,72 0,64 0,56
5.03 Description of not recommended uses 0,02 0,08 0,00 0,00 0,00
5.04 Repository that links to papers or system that

use the datasets
0,48 0,92 0,00 0,00 1,00

5.05 Description of license and terms of use 0,79 0,48 0,68 1,00 1,00

Continue on next page.
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Table 2 – continued from previous page.
ID Field description Tot HUG KAG OML UCI

6.01 Information about subject supporting, host-
ing, maintaining the dataset

0,84 0,36 1,00 1,00 1,00

6.02 Contact of the owner 0,30 0,20 0,80 0,16 0,04
6.03 DOI 0,09 0,24 0,04 0,08 0,00
6.04 Erratum 0,00 0,00 0,00 0,00 0,00
6.05 Information about dataset updates 0,38 1,00 0,52 0,00 0,00
6.06 Information about management of older

dataset versions
0,00 0,00 0,00 0,00 0,00

6.07 Information about the mechanism to extend,
augment, build on, contribute to the dataset

0,26 1,00 0,04 0,00 0,00

5 Threats to Validity and Limitations

One of the main limitations of this research is the non-scalability of the pro-
posed procedure, which was primarily based on manual inspection of dataset
documentation: the alignment of repositories metadata with the documentation
fields proposed in the literature, and included in the dts, was very poor.

The choice of repositories may have influenced the final result. However, by fo-
cusing on some of the most prominent repositories and the most popular datasets
in each repository, we analysed the documentation of influential datasets. The
dataset selection criteria - popularity - was implemented slightly differently to
the different repositories, due to differences in the metadata schemas: however,
the number of downloads was present in three out of four repositories, and for
the remaining one we selected the most reasonable and available proxy (visual-
izations). In addition, popularity tends to be a proxy for longevity: this criterion
may have introduced a selection bias, favouring datasets from a time when doc-
umentation was less important or emphasized and with different data protection
laws. On the contrary, the lack of documentation updates on such datasets re-
inforces the findings of this study, i.e. poor attention/availability on dataset
documentation.

Despite the fact that considerable effort has been made to make the data
collection as accurate and standardized as possible, the study design, strongly
based on human reading and interpretation of documentation texts, is inherently
prone to the risk of interpretation errors. We controlled this threat by providing
the reading principles in Appendix D.

Finally, due to lack of resources, the DTS was not tested for consistency
and validation with target users: however, the information fields were all derived
from documentation schemes already available in the academic literature.

6 Conclusions

We empirically investigated the state of documentation practice in the most
popular datasets in the ML/AI community. A set of information that should



10 M. Rondina, A. Vetrò, J.C. De Martin

always be clear to the users of the datasets, in order to achieve transparency
and accountability, was adapted into a Documentation Test Sheet (dts) able
to measure the completeness of documentation. The dts was applied to 100
dataset documentations from Hugging Face, Kaggle, OpenML and UC Irvine
MLR repositories.

This investigation brought out some relevant results about the state of prac-
tice of documentation of datasets manufacturing. First, it emerged that infor-
mation related to how to use the dataset was the most present. On the contrary,
maintenance over time or processes behind the data generation were very poorly
documented. In general, a lack of relevant information was observed, highlighting
a paucity of transparency. All these observations are even more relevant when
considering that the analysis was restricted to some of the most popular and
well-known datasets. Finally, the potential of repositories to help curators of
datasets to produce better documentation emerged.

Altogether, these results let us hypothesize that efforts of the ML/AI com-
munity in devoting more attention to the dataset documentation process are
necessary. These efforts might enable the reuse of datasets in a way that is more
aware of the choices, assumptions, limitations and other aspects of their creation,
and ultimately facilitating human-respectful ML/AI innovations. The proposed
dts can be an easy-to-use tool in the hands of dataset creators, maintainers,
and hosts to move a further step in this direction.

7 Future Work

The first hypothesis of future work relates to increasing the number of datasets
and repositories under investigation. Moreover, a complementary analysis of a
selection of recent datasets could tell us if the growing awareness of data cu-
ration is bringing some results in common practice. Quantitative expansions of
the research could be put investigating the feasibility of an automatic system
capable of controlling the presence of information. This possibility, however, is
fully dependent on the evolution of the repositories, and actions made possible
by dataset hosts to standardize documentation and make it machine-readable.

From the qualitative point of view, it might be possible to expand the dts
to measure other aspects of documentation quality. For example, comparing
the information found in the repositories with the information retrieved from
academic articles using those datasets could reveal further insights to understand
documentation practices, reduce documentation debt and possibly integrate it
with additional aspects (e.g., ‘sparsity’ [6], dataset quality). Finally, a test with
target users that also explores the differences between different types of dataset
users could be useful for prioritizing dts Test Fields according to possible users
and uses.
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