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Summary

The availability of mathematical tools for understanding the actual relationship
between the parameters and the outputs of complex dynamical system has become
an important resource for the design of next-generation electrical and electronic
equipment. The accurate knowledge of the relationship among inputs, outputs
and parameters of the systems under analysis can be used to heavily speed up
computational expensive design tasks, such as: uncertainty quantification (UQ)
and optimization. Indeed, such knowledge can be used to guide the design space
exploration and to reduce the number of experiments required by the above tasks.

Unfortunately, in realistic applications, the relationship between the parame-
ters and the outputs of a generic electronic device or circuit is rather complicated
and usually not explicit. For the above reason, UQ and optimization are usually
performed via brute force approaches based on repeated experiments with the so-
called computational model (i.e., physical experiments or computer simulations).
However, physical experiments can be expensive and time consuming, since they
would require the construction of several prototypes. Therefore, during the early
design phase, parametric simulations are usually adopted.

In the above scenario, a surrogate model, also known as metamodel, allows
to provide a closed-form and fast-to-evaluate approximation of the actual input-
output relationship of the computational model. Among the several regression and
interpolation techniques developed and used for the surrogate model construction,
this dissertation mainly focuses on supervised machine learning (ML) regression
techniques. Specifically, state-of-the-art ML regressions, such as: linear expansion
of basis functions, artificial neural network (ANN) and kernel-machine regression
are briefly presented with the aim of investigating their advantages and drawbacks
for the surrogate model construction.

The above analysis shows that ANNs and kernel-machine regressions provide
an effective solution for the surrogate model construction in regression problems
with a “large” number of input parameters, since they allow mitigating the curse of
dimensionality affecting conventional regression techniques based on linear expan-
sion of basis functions. Also, kernel-machine regressions seem to provide the best
accuracy with respect to the number of training samples, in regression problems
in which small number of training samples is available, even if their applicability
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is limited to real-valued scalar-output problem. However, for all the regression
techniques considered in this dissertation, the computational cost required by the
surrogate construction is dominated by the training set generation.

According to the above observations, this dissertation discusses and tries to
address some relevant challenges related to the surrogate modeling construction in
electronic applications.

First of all, an unconventional training scheme based on prior knowledge based
machine learning approaches, in which the surrogate models are trained via a het-
erogeneous training set combining the predictions of a high- and low-fidelity model,
is proposed with the aim of reducing the computational cost for the training set
generation.

Then, a generalized mathematical framework is presented to extend the appli-
cability of kernel-machine regressions to complex-valued problems.

Finally, data compression strategies and multi-output kernel formulations are
developed with the aim of bridging the gap between ANN structures and kernel-
machine regressions for the construction of vector-valued surrogate models.

The effectiveness, the strength and the performance of the above methodolo-
gies are investigated and discussed on several application examples by considering
the UQ, the optimization and the parametric modeling of realistic electromagnetic
structures and electronic devices.
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Chapter 1

Introduction

1.1 Introduction
Understanding the link between the parameters and the responses of complex

electrical and electronic systems and devices is a key aspect during the design phase.
A deep knowledge of the system functioning can be used along with optimization
and uncertainty quantification (UQ) tools, to optimize the product performance,
to meet the design constraints and to assess the product reliability [1, 2]. Unfor-
tunately, for realistic applications the relationship between the parameters and the
outputs of the system is rather complicated and usually not explicit. Therefore, the
above design tasks must be carried out by means of either physical (measurements)
or computer experiments (simulations).

Computer experiments are usually preferred during the early design phase.
Physical experiments can be expensive and time consuming, since they require the
construction of several prototypes. As computing power increases, it has become
possible to model and mimic the actual behavior of electronic circuits via sophis-
ticated computer codes. Hence, computer experiments are now heavily adopted
during the design phase [3].

Indeed, computer experiments also known as simulations, allow to synthetically
explore the design space (i.e., the configurations of the input parameters) with the
aim of evaluating their impact on the system performance and reliability. They
rely on the so-called computational model. The computational model must provide
an accurate parametric description of the actual behavior of the system under
modeling, able to virtually compute, without the need of expensive prototypes, a
prediction of the outputs of interest for any configuration of the system parameters.

As illustrated in Fig. 1.1, a computational model provides a forward map be-
tween the parameter space and the output of interest. Without loss of generality,
the computational model can be interpreted as a function:

17



Introduction

Figure 1.1: Computational model determining the relative contribution of input
variables

y = M(x) + ε0, (1.1)

such that M(·) : X → Y where X ⊆ Rd represents the domain of d input param-
eters, Y ⊆ R represents the corresponding scalar1 output and ε0 is the noise term
corrupting the actual output values (e.g. numerical noise).

The computational model can have different levels of fidelity going from a simple
closed-form analytical solution (usually available for simple devices) to the more
sophisticated cases of physical-based models (e.g., the ones based on 3D full-wave
solvers). It goes without saying that the model complexity heavily impacts its
computational cost. A detailed physical-based computational model can be com-
plicated to manage and analyze, thus making the design process lengthy [2, 3, 4,
5, 6].

1.1.1 Computational Model and Uncertainty Quantifica-
tion

Uncertainty quantification (UQ) represents an essential task in the early-stage
design of electronic components and devices, since it allows to account for the
impact of process variation. In the above scenario, Monte Carlo (MC) simulation
can be seen as the most straightforward way to deal with the inherently statistical
nature of the problem at hand.

An illustration of the MC method is shown in Fig. 1.2. The MC sampling allows
analyzing the impact of random input variables on a given set of outputs of interest
by considering the results of a large number of parametric simulations (usually in
the order of thousands), in which the value of the stochastic parameters is drawn

1A scalar output formulation is used for the sake of simplicity.
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1.1 – Introduction

according to their probability density function (PDF). Such brute force approach
turns out to be extremely robust and easy to implement within the simulation
flow used by most of the commercial circuital and full-wave solvers, but it is also
characterized by a low efficiency and by a non-negligible computational cost [7].

As an example, if a single simulation with the computational model requires 1h,
the computational cost of a Monte Carlo (MC) simulation with 10k samples will
be 1 month!!!

Figure 1.2: Illustration of the Monte Carlo method for calculating probabilities of
the model output of interest in an uncertain process via repeated random sampling.

1.1.2 Computational Model and Optimization
Undoubtedly, optimization can be considered as the crucial step during the de-

sign of electrical and electronic devices, since it allows to optimize the product
performance and to meet the design constraints. The underlying idea is to explore
the parameter space seeking a configuration of the design parameter able to maxi-
mize or minimize a given cost function. As an example, we can think of optimizing
the electrical parameters of an amplifier to get a given gain in a specific bandwidth
or to optimize the parameters of a filter to keep the conductive emissions of a device
below a given threshold.

Figure 1.3 provides a simple illustration of the optimization process. It is usually
based on an iterative scheme. During the first iteration, an initial configuration x0
of the optimization parameters is randomly or quasi-randomly chosen according
to their range of variation, indeed such parameters can be interpreted as uniform
distributed random variables. Then the initial guess x0 is used as input for a
simulation run with the computational model providing as a result the output or
a set of outputs of interest. If we are so lucky that the simulation result meets the
optimization constraints, the algorithm can be stopped. However, in most of the
cases the optimization algorithm requires several iterations in which the simulation
results obtained in the previous steps are used together with an optimization scheme
(e.g., gradient descent algorithm, particle swarm optimizer, etc...) in order to
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generate a new configuration of the input parameters to be simulated until all the
optimization constraints have been satisfied.

It is important to remark that the number of iterations, and thus the number
of simulations to be run with the computational model can be huge (e.g. in the
order of 1000) for complicated problem [3]. This makes the optimization proce-
dure described above rather expensive in term of computational time, especially
when accurate and computational expensive models are used to carried out the
simulations at each iteration.

Figure 1.3: Illustration of a generic optimization scheme based on the computa-
tional model.

1.2 Surrogate Models

1.2.1 What is a Surrogate Model?
Surrogate models, also known as metamodels, provide an efficient alternative to

the computational model in computationally expensive tasks such as UQ and opti-
mization, thus providing an effective solution able to alleviate their computational
cost [3].

A surrogate model is “a model of a model”. It allows to provide a closed-form and
fast-to-evaluate model able to mimic the actual input-output relationship provided
by the computational model. Once the surrogate model for a given structure is
available, it can be easily embedded within UQ and optimization tasks presented
in Sec. 1.1.1 and 1.1.2 as an efficient alternative to the computational expensive
computational model.

As depicted in Fig. 1.4, a surrogate model is built via a regression or interpola-
tion technique based on the information provided by a small set of training samples
calculated via the computationally expensive computational model. The data set
used for training the surrogate model is referred to as training set. The samples
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belonging to the training set are carefully selected in order to explore the design
space (i.e., the domain of the input parameters) as much as possible [3, 8].

Figure 1.4: Surrogate model training by using a data-driven approach

After the training, since the resulting surrogate model is known in a closed-
form, it can be suitably embedded with the optimization and UQ framework as an
efficient alternative to the plain computational model. It is important to stress that
the performance of the resulting surrogate model, in terms of accuracy with respect
to the number of training samples, unavoidably depends on the model structure
and the regression technique used to build it [7].

1.2.2 Modeling Challenges and Thesis Motivations
Without loss of generality, the “ideal” interpolation or regression technique for

constructing the above-mentioned surrogate models should have the following fea-
tures [3]:

• Learn complex non-linear input-output relationship;

• Handle a large number of input variables with large parameter variations;

• Deal with possible multi-output or vector-valued problems;

• Converge fast in terms of accuracy w.r.t. the number of training samples;

• Deal with complex-valued problems.

Despite the enormous efforts which have been spent by the academic community
in order to develop advance regression and interpolation techniques, no state-of-
the-art technique exists complying with all the aforementioned features, since each
technique has its own advantages and drawbacks.

In the above scenario, Machine Learning (ML) inspired and data-driven tech-
niques have shown some interesting performance and features for the surrogate
model construction [9, 10] and macromodels [11, 12]. The aim of this thesis is to
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explore and in same cases to enhance state-of-the-art ML techniques with the aim
of providing a set of effective and unconventional solutions to the above challenges.

1.3 Thesis Organization
The thesis is organized as follows. Chapter.2 presents a quick overview of state-

of-the-art supervise machine learning regressions with the aim of highlighting their
advantages and drawbacks for the surrogate modelling construction. Chapter.3 in-
vestigates the performance of prior knowledge-based machine learning (PKBML)
surrogate modeling technique for the prediction of the per-unit-length (p.u.l.) pa-
rameters of the hybrid copper-graphene on-chip interconnects. Chapter.4 discusses
an extension of the mathematical framework of the least-square support vector ma-
chine (LS-SVM) regression with the aim of extending its applicability to complex-
and vector-valued problems via data compression. Chapter.5 presents an alter-
native generalized vector-valued formulation of a well-consolidated kernel-machine
regression, such as the kernel ridge regression (KRR). The proposed methodology is
based on a generalized definition of the reproducing kernel Hilbert space (RKHS)
and kernel functions to the case of vector-valued learning problem. And finally,
conclusion and future work are drawn in Chapter.6.
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Chapter 2

State-of-the-art Supervised
Machine Learning Regressions

This chapter presents an overview of state-of-the-art supervised machine learn-
ing regressions for the surrogate modeling construction. Specifically, three types of
regression techniques, classified according to their model structure, will be discussed
along this chapter, such as:

• Linear basis function regression

• Artificial neural network

• Kernel machine regression

The above regression techniques will be briefly presented to highlight their ad-
vantages and drawbacks for the construction of surrogate models. The performance
of the considered methods in terms of efficiency and accuracy with respect to the
number of training samples are investigated and discussed on realistic applications
with the help of two illustrative examples.

2.1 Learning from Data: Learning Paradigm &
Surrogate Model

The aim of this section is to address in a rigours way the problem of constructing
a surrogate model. First of all, let us briefly recall the definition of the computa-
tional model provided in the previous chapter. From a mathematical point of view,
a generic scalar-valued computational model M, provides a forward map describing
the input-output behavior of parametric system, such as:

y = M(x) + ε0, (2.1)
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where x = [x1, . . . , xd]T ∈ X , with X ⊆ Rd, represents the input design parameters,
M(x) ∈ Y with Y ⊆ R is the actual noiseless system output, ε0 represents a
possible random noise superimposed to the actual system output and y ∈ R is
corresponding noisy response.

Our goal is to use a regression or interpolation technique in order to estimate the
optimal values of the unknown coefficients collected in the vector w∗ characterizing
a surrogate model M̃(x; w), such that:

M(x) ≈ M̃(x; w∗), (2.2)
for any x ∈ X .

The meaning of the above equation is rather quantitative, but also quite weak
from the mathematical point of view due to the symbol “≈”. Indeed, what does it
mean approximating a function?

The above training process can be recast in a more rigorous way in terms of an
optimization problem. Specifically, all the regression and interpolation techniques
can be formulated in terms of the so-called empirical risk minimization (ERM).
Given a set of training pairs D = {(xl, yl)}L

l=1, where xl ∈ X ⊆ Rp represents
the configuration of the training input and yl ∈ Y ⊆ R are the corresponding
scalar outputs computed via the computational model in. (2.1), we seek the optimal
configuration of the coefficient vector w, characterizing a generic surrogate model
M, as the solution of the following ERM [13]:

w∗ = arg min
w

L∑︂
l=1

ℓ
(︂
M̃(xl; w), yl

)︂
, (2.3)

where ℓ(·) is generic loss function measuring the “error” between the training out-
puts and the predictions of the surrogate model M̃ evaluated on the corresponding
training inputs.

The above ERM estimates the best set of model coefficients w as the ones that
minimizes the empirical mean of the cost function ℓ computed on the available
training set D. Several loss-function are available in the literature. Among them,
the most common one is the squared loss, which measure the square of the model
error on the training set, i.e.,

ℓS

(︂
M̃(xl; w), yl

)︂
= (yl − M̃(xl; w))2, (2.4)

for l = 1, . . . , L.
The training set D is obtained by drawing samples xi of the input variables ran-

domly or pseudo-randomly, and computing the corresponding system responses yi.
As an example, the latin hypercube sampling (LHS) represents a widely used and
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effective strategy to randomly sample the design space with good exploration prop-
erties [8]. Once the model M̃(x; w∗) is built via the training set D, its accuracy
is investigated on the test set T = {(x1, y1), . . . , (xT , yT )}, which collects an un-
seen set of sample pairs, which were not been used during the training phase, i.e.,
D ∩ T = ∅ [14].

2.2 Standard Regressions based on Basis Func-
tion

Regression models based on basis function can be seen as the most straightfor-
ward way to built a surrogate model. The underlying idea is to apply the ERM
minimization of Eq. (2.3), in order to estimate the coefficient of a regression model
M(x; w) defined as a linear combination of basis function and regression coeffi-
cients, such as:

M̃(x; w) =
D∑︂

n=1
ϕn(x)wn = ⟨w, Φ(x)⟩, (2.5)

where ϕn(x) are the basis functions and wn are the corresponding regression coef-
ficients (i.e., w = [w1, . . . , wD]T ).

2.2.1 Ordinary Least Squares (OLS) Regression
Ordinary Least Squares (OLS) regression undoubtedly represents the most intu-

itive and well-known technique for the construction of a surrogate model in terms of
a weighted linear combination of basis functions. For the case of the OLS regression,
the ERM in 2.3 writes:

min
w

L∑︂
l=1

(yl − ⟨w, Φ(xl)⟩)2 . (2.6)

The above optimization problem can be rewritten in its matrix form as:

min
w

(︂
y − ΦT w

)︂T (︂
y − ΦT w

)︂
, (2.7)

where ΦT ∈ RL×D is a matrix collecting the basis functions evaluated on the
training inputs, i.e.,:

ΦT = [ϕ(x1), . . . , ϕ(xL)]T , (2.8)
and y = [y1, . . . , yL]T ∈ RL is a vector collecting the training outputs. According
to the above definition the l-th training output is approximated as:
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yl ≈
[︂
ΦT w

]︂
l
= ϕ(xl)T w. (2.9)

The solution of Eq. (2.7) leads to the well-known closed-form solution of the
OLS regression based on the pseudo inverse matrix [4]:

w = (ΦΦT )−1Φy. (2.10)
The OLS regression is extremely flexible, since the only restriction for the se-

lection of the basis functions is that the squares matrix (ΦT Φ) must be invertible.
Moreover, the model parameters for the OLS regression can be estimated in a closed
form via the simple matrix relation in Eq.(2.10). The above features motivate the
popularity of the OLS techniques. On the other hand, such simple approach has
two main limitations, restricting its applicability and effectiveness in complex re-
gression problems. First of all, the OLS regression provides a parametric model
in which the number of regression unknowns (i.e., the regression coefficients wn) is
equal to the number of basis functions (i.e., the dimensionality of ϕ). This leads to
the infamous curse of dimensionality [4] (i.e. a reduction of the model efficiency,
when the model complexity increases), thus making the application of such method
impractical for systems with many input parameters or requiring a large set of basis
functions. In addition to that, the OLS metamodels suffer from high variance and
are usually affected by overfitting.

2.2.2 Ridge Regression
Ridge regression shares the same model structure used by the OLS regression,

but it allows to limit the overfitting issue of the OLS via a regularization process.
The regularization process or regularizer is a penalty, which is added to the loss
function to limit the value of the regression coefficients, thus improving the model
generalization and limiting its variance, mitigating the overfitting issue [15].

The regression training reduces to the solution of the following penalized ERM:

min
w

L∑︂
l=1

(yl − ⟨w, ϕ(xl)⟩)2 + λ∥w∥2, (2.11)

where the extra term ∥w∥2 is the Tikhonov regularizer used to limit the L2-norm
of the regression coefficients and λ ≥ 0 is the regularizerd parameters acting as a
weight for the regularizer contribution. Such parameter λ is usually referred to as
hyperparameter, since, different from the regression coefficients w, its value cannot
be estimated via the training set.

From Eq. (2.11), it is easy to see that by increasing the value of the hyperpa-
rameter λ, we are limiting the maximum norm allowed by the regression coefficients
in w, thus penalizing the error on the training samples. In such a way, by changing
the value of λ, we are able to tune the model bias and variance.
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Similar to the OLS, for any given value of λ, the optimal coefficients w∗(λ) can
be computed in a closed form as:

w∗(λ) = (ΦΦT + λI)−1Φy, (2.12)

where I ∈ R(N+1)×(N+1) is the identity matrix.
Thanks to the regularizer, Ridge regression allows to overcome the overfitting

issue, even if a dedicated algorithm must be implemented for the tuning of the
regularizer hyperparameters. However, similar to the OLS, the obtained model is
still a parametric one.

2.2.3 Hyperparameter Tuning
The tuning of the hyperparameter λ is a key step of the training phase since it

allows to reduce the overfitting and to improve the model robustness to the noise.
The tuning of hyperparamaters, such as the λ in Eq. (2.12) must be carried out via
dedicated algorithms based on two different strategies: the validation set and the
cross-validation [15].

2.2.4 Validation Set
The underlining idea used by the validation set is to partition the available data

into 3 sets: the training set D = {(xi, yi)}L
i=1, the validation set V = {(xi, yi)}V

i=1
and the test set T = {(xi, yi)}T

i=1 such that D∩V ∩T = ∅, and to use the validation
set to tune the hyperparameters of the model.

For doing that, a possible set of values for the hyperparameter λ (e.g., log-spaced
values λ = 10−2,10−1,1, . . . ,105) is defined. In the next step, the training set is used
to build a metamodel M̃(λ)(x) for each value of λ defined in the previous step. For
each metamodel M̃(λ)(x), the error on the validation set V is calculated by using
a given figure of merit, e.g., for the mean square error (MSE) writes:

MSE
(λ)
validation = 1

V

∑︂
(x,y)∈V

(y − M̃(λ)(x))2. (2.13)

The optimal value λ∗ of gthe hyperparameter is chosen as the one which mini-
mizes the above validation error, such as:

λ∗ = arg min
λ

MSE
(λ)
validation. (2.14)

The main limitation of the above approach is that by partitioning the available
data into three sets, we are drastically reduce the number of samples which can be
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used for learning the model, and the results can depend on a particular random
choice for the samples pairs in the train and validation set [15, 16].

2.2.5 Cross Validation
Cross-validation (CV) can be seen as an effective alternative strategy in which

the validation set is no longer needed. The basic approaches are the k-fold and
Leave-one-out CV. Such strategies can be computationally expensive, but they
do not waste too many data, which is a major advantage in problems where the
number of samples is “small”. In the k-fold CV, the training set is split into k
smaller sets, called “folds”. For each of the k folds, a metamodel is trained using
k − 1 folds as training data and the remaining fold is used as validation set. The
above scheme is iterated for all the k-fold. For each value of the hyperparameter
λ, the overall model performance calculated by the k-fold CV as the average of the
values computed during the k iterations. The common choice for k is usually 5 or 10,
as these values have been shown empirically to yield test error rate estimates that
suffer neither from excessively high bias nor from very high variance. When k = 1
the k-fold validation is called leave-one-out (LOO) cross-validation. An illustration
of the k-fold CV for the case in which we have L = 100 training samples and 5
folds (i.e., k = 5) is shown in Fig. 2.1.

20 20 20 20 20

20 20 20 20 20

Step 1

Step 2

Step 5 20 20 20 20 20

test fold train foldlegend

fold 1 fold 2 fold 3 fold 4 fold 5

⋮ ⋮ ⋮ ⋮ ⋮ ⋮

Figure 2.1: Illustration of the k-fold cross-validation with K=5 and L=100 training
samples.

Specifically, the step-by-step procedure for the above algorithm can be summa-
rized as follows. At first, the training data D = {(xi, yi)}L

i=1 is split into K separate
datasets of equal size Dk = {(xk,i, yk,i)}L̃

i=1 with L̃ = L/K, such that D = ∪K
k=1Dk.

Then for each k = 1 . . . , K, we fit the model M̃(λ)
−k by considering the training set

D excluding the k-th fold. We use the model M̃(λ)
−k to compute the fitted values on

the observations Dk. The latter can be considered as the validation set, since the
model M̃(λ)

−k has been trained excluding this fold.
The CV error can computes for the k-fold as following:
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CV
(λ)

error,k = 1
L̃

∑︂
(x,y)∈Dk

(︃
y − M̃(λ)

−k(x)
)︃2

. (2.15)

The overall model CV error for a given value of the hyperparameter λ is defined
as the average of the CV error computed on the available folds, and writes:

CV (λ)
error = 1

K

K∑︂
k=1

CV
(λ)

error,k (2.16)

The optimum value of the hyperparameter λ∗ is selected as the one that minimizes
the corresponding overall CV error CV (λ)

error, i.e.,

λ∗ = arg min
λ

CV (λ)
error. (2.17)

After selecting the optimal value λ∗, the performances of the metamodel M̃(λ∗)

are evaluated by computing the error on the test samples.

2.3 Artificial Neural Network
ANN regressions can be seen as viable way to overcome to the inherent para-

metric nature shared by regression models based on linear basis function expansion.
Indeed, ANN allows to train non-parametric models in which the model parameters
to be estimated during the training phase depends on the network structure and
turns out to be independent from the number of input parameters.

According to the universal approximation theorem [17], ANN structures can
approximate any non-linear function, or a set of functions for the multi-output case,
via a collection of artificial neurons connected together and organized in layers. In
such structure the role of regression unknowns is played the bias term b and by
the synaptic weights wij. The overall structure turns out to be extremely flexible,
without any limitation in terms of number of layers, neurons per layer, number
of outputs, etc... The first and last layers are called the input and output layer,
respectively, while the other layers in between are named hidden layers. If there is
more than 1 hidden layer the neural network is called deep neural networks.

As an example, a generic NN structure with ni = d input parameters and a
single hidden layer with nh = 3 neurons is depicted in Fig. 2.2. For the proposed
example, the input-output map obtained by the ANN writes [18]:

M̃ANN(x; w) = σo

⎛⎝nh=3∑︂
j=0

w
(2)
j σh

⎛⎝ni=d∑︂
i=0

w
(1)
ji xi

⎞⎠⎞⎠ , (2.18)
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Figure 2.2: Basic ANN architecture with a single hidden layer.

where the vector w collects the set of weights w
(1)
ji and w

(2)
j of the input and

hidden layer, respectively, and the corresponding bias parameters (i.e., w
(1)
j0 = bj

and w(2)
o = b(2)) to be estimated during the training phase. The functions σh(·) and

σo(·) are the activation functions (usually non-linear functions) associated to each
neuron belonging to the hidden and output layer, respectively.

Several activation functions are available in the literature, such as: linear, sig-
moid, tangent hyperbolic, rectified linear unit and softmax function [18]. For in-
stance, one of the activation function is the logistic sigmoid function [17, 19, 20],
which writes:

σ(s · v) = 1
1 + e−s·v . (2.19)

Similar to the previous methods, the model training can be written in terms of
the following ERM:

w∗ = argmin
w

L∑︂
i=1

Ei(w) = argmin
w

1
2

L∑︂
i=1

(︂
yi − M̃ANN (xi; w)

)︂2
. (2.20)

However, different from the OLS and ridge regression presented in the previous
section, the above optimization can not be solved in a closed-form. Indeed, the
mathematical model describing the input-output map obtained by the ANN is usu-
ally not linear with respect to the model unknowns (i.e., the weights and bias),
since they appear within the argument of the activation functions. This allows
learning very complex non-linear behaviors, but on the other hand, the non-linear
structure of the ANN model makes the ERM in Eq. (2.20) a non-convex optimiza-
tion problem with several local minima. Such optimization is usually solved with
the help of advance optimization algorithms, such as:
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• Gradient Descent [18]: w(τ+1) = w(τ) − η∇E
(︂
w(τ)

)︂
• Stochastic Gradient Descent [21]: w(τ+1) = w(τ) − η∇Ei

(︂
w(τ)

)︂
• ADAM (Adaptive Moment Estimation) [21]: adaptive algorithm (in which η

can be different at each iteration) for stochastic optimization

in which the gradients are calculated via the Back propagation algorithm [22].
It is important to remark that the non-convex nature of the ERM associated

to the ANN makes the training phase rather complicated and data-hungry [23,
24]. Thus limiting the accuracy of ANN-based regression in surrogate modeling
applications in which a small set of training sample is available. On the other
hand, ANN structures are extremely flexible, since users can easily add or remove
neurons and layers.

2.4 Kernel Based Regressions
Similar to ANN regression, kernel-machine regressions allow overcoming the

curse of dimensionality shared by regression models based on basis functions, since
they allow to build non-parametric models. Kernel methods in machine learning
owe their name to the use of kernel functions. The kernel quantifies similarities
between input samples and thanks to the kernel tricks, they allow to build non-
parametric models in which the number of regression unknowns to be estimated
turns out to be independent from the model complexity and thus from the number
of input parameters.

2.4.1 Support Vector Machine Regressions
Support vector machine (SVM) represents one of the most popular machine

learning tool for both classification and regression. Within the proposed regression
scenario, SVM regression has shown interesting features such as: robustness to
noise and model sparsity.

The primal space formulation for the SVM regression can be written as a stan-
dard basis function expansion, i.e., [25, 26]:

M̃SV M(x) = ⟨w, Φ(x)⟩ + b =
D∑︂

n=1
wiΦi(x) + b (2.21)

where w ∈ RD is a vector collecting the regression coefficients, b ∈ R is the bias
term and Φ(x) = [ϕ1(x), . . . , ϕD(x)]T is a nonlinear map Φ(·) : Rd → RD which
maps the parameter space of dimension d into the feature space of dimension D.
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It is important to remark that the definition of the primal space formulation
of the SVM regression in Eq. (2.21) turns out to be equivalent to a classical linear
regression, like the ones presented in the previous Sections (e.g., OLS and ridge
regressions). Indeed, also in this case, the number of regression unknown (i.e., the
cardinality of w) is equal to the dimensionality of the feature space (i.e., D) defined
by the nonlinear map Φ(x).

For the primal space formulation of the SVM regression, the unknowns (w, b)
in Eq. (2.21) is obtained via the following regularized ERM:

min
w,b

1
2∥w∥2

2⏞ ⏟⏟ ⏞
Regularizer

+ C

L

L∑︂
i=1

|yi − M̃SV M(xi; w, b)|ε⏞ ⏟⏟ ⏞
Empirical Risk

(2.22)

= min
w,b

1
2∥w∥2

2 + C

L

L∑︂
i=1

|yi − (⟨w, Φ(xi)⟩ + b) |ε, (2.23)

where, different from the Ridge regression, the above optimization uses as loss
function the linear ε-insensitive loss function denoted as | · |ε, defined as [25]:

|yi − M̃SV M(xi)|ε =
⎧⎨⎩0, if |yi − M̃SV M(xi)| ≤ ε

|yi − M̃SV M(xi)| − ε, otherwise.
(2.24)

Figure 2.3 (left panel) provides a graphical interpretation of the above opti-
mization problem. The underlying idea is to minimize the upper ξi and lower ξ∗

i

deviations of the training samples which lay outside the ε-insensitive zone (gray
area), but at the same time with the help of a ridge regularizer, we are also maxi-
mizing the model flatness to avoid overfitting.

Minimizing the risk function Eq. (2.24) with respect to the ε-norm is equivalent
to find the pair (w, b) in Eq. (2.23), that minimizes the deviation of the model
from the training samples outside the ε-insensitive zone. Therefore, the ERM in
Eq. (2.23), can be recast as [26]:

minimize 1
2∥w∥2 + C

L∑︂
i=1

(ξi + ξ∗
i )

subject to

⎧⎪⎪⎨⎪⎪⎩
yi − ⟨w, xi⟩ − b ≤ ε + ξi

⟨w, xi⟩ + b − yi ≤ ε + ξ∗
i

ξi, ξ∗
i ≥ 0,

(2.25)

where ξi, ξ∗
i are slack variables that indicate a positive and negative deviation of

the training samples lying outside of the ε-intensive zone, whereas C is the hy-
perparameters of the regularizer (i.e, it is equivalent to the 1

λ
used in the Ridge
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regression) providing a trade-off between the accuracy of the model and its flatness
empirically chosen by the user [27].

The optimization problem with inequality constraints in Eq. (2.25) is trans-
formed into its dual problem [26, 27] and then solved by minimizing the corre-
sponding Lagrangian function. The solution allows estimating the optimum w via
a linear combination of the training patterns Φ(xi), and writes,

w =
L∑︂

i=1
(αi − α∗

i )Φ(xi), (2.26)

where αi, α∗
i ∈ [0, C] are the pertinent Lagrange multipliers related to the con-

straints of the optimization problem. Additional details on the Lagrangian mini-
mization and on the dual problem formulation are available in [26, 28].
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Figure 2.3: Graphical interpretation of the minimization problem Eq. (2.23) and of
the role of ε-intensive loss function in Eq. (2.24) (inspired by [27, 29]).

Substituting Eq. (2.26) in Eq. (2.21) leads to

M̃SV M(x) =
#SV∑︂
i=1

βi⟨Φ(xi)Φ(x)⟩ + b

=
#SV∑︂
i=1

βiK(xi, x) + b, (2.27)

where βi = (αi − α∗
i ), #SV is the number of the support vectors (i.e., the training

configurations xi for which either αi or α∗
i do not vanish) which are always less or

equal to the number of training samples L and K(xi, x) = ⟨Φ(xi), Φ(x)⟩ is the
so-called kernel functions defined as the inner product between the basis functions
Φ(x) evaluated at a given training sample xi and the same function at a generic
point x ∈ Rd.

Equation (2.27) does not require an explicit calculation of the inner product
⟨Φ(xi), Φ(x)⟩ which is extremely inefficient when the dimensionality of the D-
space increases. Indeed, the SVM regression is completely defined by the kernel K
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without requiring an explicit definition of the nonlinear transformation Φ(x). This
is the so-called kernel trick.

The SVM regression is already implemented within the MATLAB machine
learning toolbox, which includes the following three classes of kernels:

• linear: K(xi, x) = xT
i x;

• polynomial (of order q): K(xi, x) = (1 + xT
i x)q, where q is the kernel hyper-

parameter;

• Gaussian Radial Basis Function (RBF): K(xi, x) = exp (−∥xi − x∥2/ σ),
where σ is the kernel hyperparameter.

In he above
Thanks to the kernel trick, the number of regression unknowns in Eq. (2.27)

(i.e., the coefficients βi) to be estimated by solving the SVM optimization is always
equal to the number of support vectors #SV . In fact, the dual space formulation
of the SVM regression of Eq. (2.27) provides non-parametric model in which the
number of model unknowns are independent from the number of input parameters
d and the dimensionality of the feature space D. Such property can be extremely
useful, since it alleviates the effects of the curse of dimensionality. Also, it is
important to note, the resulting SVM expansion turns out to be sparse. Indeed,
when |yi − MSV M(xi)| ≤ ε, the corresponding Lagrange multipliers αi, α∗

i turn out
to be equal to 0 [28].

The parameter ε in SVM can be introduce as the regression tolerance. As a
result, this kind of regression can be extremely useful to deal with noisy dataset.

2.4.2 Least Square Support Vector Machine Regressions
The LS-SVM regression provides an alternative solution with respect to the

standard SVM regression, which allows recasting the quadratic optimization prob-
lem used by the SVM regression, in terms of a more standard least squares formu-
lation [30].

Similar to the SVM regression, the primal space formulation of the LS-SVM
regression writes:

M̃LS−SV M(x) = ⟨w, Φ(x)⟩ + b. (2.28)

Like the Ridge regression, the minimization problem for the LS-SVM regression
uses a squared loss function and a Tihkonov regularization:

min
w,b

1
2∥w∥2

L2⏞ ⏟⏟ ⏞
Regularizer

+ γ

L

L∑︂
i=1

(︂
yi − M̃LS−SV M(xi; w, b)

)︂2

⏞ ⏟⏟ ⏞
Empirical Risk Function

, (2.29)

34



2.4 – Kernel Based Regressions

The formulation is equivalent to the following one:

min
w,b,e

1
2∥w∥2

L2 + γ
1
2

L∑︂
i=1

e2
i (2.30)

subject to yi = ⟨w, Φ(xi)⟩ + b + ei, for i = 1, . . . , L,

where the terms ei = yi − M̃LS−SV M(xi; w, b) with i = 1, . . . , L are the er-
ror variables and γ is the regularizer hyperparameters which provides a trade-off
between the accuracy of the model and its flatness, playing the same role of the
parameter C in the SVM primal optimization of Eq. (2.25).
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Figure 2.4: Panel (a): graphical interpretation of the SVM regression optimiza-
tion problem in Eq. (2.25) (inspired by [27, 29]). Panel (b): illustration of the
corresponding least square formulation in Eq. (2.30) for the LS-SVM regression.

The LS-SVM regression admits a dual space formulation, which writes:

M̃LS-SV M(x) =
L∑︂

i=1
αiK(xi, x) + b, (2.31)

where αi and b are the regression coefficients and bias term, respectively and K is
the kernel function.

Similar to the SVM regression, the above LS-SVM formulation in the dual
space is a non-parametric model in which the number of regression unknowns αi

is independent from both the dimensionality of the dual space D and from the
number of parameters d, but it is equal to the number of training samples L.
However, since a square loss function is used in the penalized ERM, such regression
unknowns can be computed in closed-form as the solution of the following linear
system of equations:
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[︄
0 1T

1 Ω + I/γ

]︄ [︄
b
α

]︄
=
[︄
0
y

]︄
(2.32)

where α = [α1, . . . , αL]T , y = [y1, . . . , yL]T , 1T = [1, . . . ,1] ∈ R1×L, I ∈ RL×L

is the identity matrix and Ω ∈ RL×L is the Gram kernel matrix for which the
element Ωij = K(xi, xj) for any i, j = 1, . . . , L. Similar to the SVM regression,
the most common kernel functions adopted in the dual space formulation of the
LS-SVM regression are the linear, polynomial and Gaussian RBF kernel functions.

The LS-SVM regression is already implemented within LS-SVM Lab Toolbox
version 1.8 [31], which is fully compatible with the MATLAB environment.

2.5 Example
The performances of the state-of-the-art regression techniques presented in the

previous Sections are investigated on two different applications consisting of a real
dataset for the wet human skin permittivity [32] and of a hybrid copper-graphene
on-chip interconnect.

2.5.1 Example I: Skin permittivity Dataset
First of all, let us compare standard linear regressions (i.e., OLS and ridge

regression) with kernel machine regressions (i.e., SVM and LS-SVM regression) to
better understand the role of the regularizer. Without loss of generality, the features
of above techniques are investigated on an illustrative example with a single input
parameter. Indeed, working with a 1D-input space will allow us to provide a clear
understanding of the model features via graphical illustrations.

Specifically, the accuracy of OLS, ridge, LS-SVM and SVM regressions are com-
pared on an experimental dataset gathered from [32], collecting the measurements
of the wet human skin permittivity as a function of frequency. The dataset in-
cludes 171 permittivity values in a frequency bandwidth from ∼ 20 Hz to 20GHz
with a large amount of variability. A small subset of 10 measurement data has been
used as training samples, and the remaining 161 samples are used as test samples.
The selected samples have been organized in the training set D = {(xi, yi)}i=1,...,10,
in which xi and yi are the log base 10 of the frequency and permittivity values,
respectively.

The training set D is then used to train surrogate models based on a polynomial
expansion for the OLS and ridge regression and Gaussian RBF kernel expansion
for the LS-SVM and SVM regression. Figure 2.5 shows the prediction obtained
by the above surrogate models. The results highlight the detrimental effect of the
overfitting for the OLS surrogate when a high-order polynomial expansion (order
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Figure 2.5: Permittivity of the wet human skin vs frequency predict by the OLS,
Ridge, SVM and LS-SVM surrogate models

9) is considered. In particular, when a order 9 polynomial expansion is used, the
obtained model fits perfectly the training set, but does not generalized well on the
test set. On the other hand, the plots show the capability of the Ridge, LS-SVM
and SVM regression to provide accurate surrogate models, since the over fitting
issue is limited by the regularizer.

As a further validation, the outputs of the training set are corrupted by an
additive Gaussian noise mimicking measurement error, as follows:

ỹi = yi × (1 + ε), (2.33)

where ε ∼ N (0, σ2
ε) is a Gaussian variable with zero mean and standard deviation

σε = 0.05.
The predictions obtained by the surrogate models built with the noisy training

set are shown in Fig. 2.6. The plots show again the loss of accuracy of the surrogate
model based on OLS with order 9, as well as the beneficial effect introduced by the
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Figure 2.6: Permittivity of the wet human skin vs frequency which corrupted by
noise predicted by the OLS, SVM and LS-SVM surrogate models .

regularizer adopted by the Ridge, SVM and LS-SVM. Due to the overfitting, the
model trained via the OLS fits perfectly the noisy training samples, but it does not
generalize well on the test samples. Also, the ε-insensitive loss function (light red
area in Fig. 2.6) makes the SVM regression to be more effective and accurate with
noisy samples.

It is important to remark, that the above analysis does not investigate the curse
of dimensionality issue affecting standard linear regressions, being the latter issue
harder to illustrate (i.e., the dimensionality of the input space must be heavily
increased) and already addressed in several publications [32].

2.5.2 Example II: Hybrid Copper-Graphene On-Chip In-
terconnects

This section aims at comparing the performance of the ANN and kernel-machine
regressions (i.e., the SVM and LS-SVM regression) based on a realistic test case
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consisting of a hybrid copper-graphene on-chip interconnect. Specifically, the above
techniques are hereafter adopted in order to build a surrogate model able to predict
the impact of 8 geometrical parameters on the p.u.l. resistance (R), inductance
(L), and capacitance (C) matrices characterising the 3-conductor hybrid copper
graphene interconnect shown in Fig. 2.7. The considered 8 geometrical parameters
and their range of variation are provided in Tab. 2.1.

For the considered structure, the computational model consists in a parametric
implementation in ANSYS Q3D. Additional detail on this regard will be given in
Chap. 3. The ANSYS Q3D implementation allows computing the p.u.l. parameters
specified above for any configuration of the considered input parameters within their
range of variability and it is used together with a latin hypercube sampling (LHS)
to generate the training and test samples.

Figure 2.7: Cross-section view of the hybrid interconnect structure considered in
this example.

Table 2.1: Design parameters for the hybrid copper graphene interconnect in
Sec. 2.5.2.

Design Parameters Nominal Values (nm) Variation
1 Width (w) 18 30%
2 Thickness (t) 37.8 30%
3 Spacing between Line 1 and 2 (S1) 13 30%
4 Spacing between Line 2 and 3 (S2) 17 30%
5 Height of Interconnect from GND Layer (h1) 37 30%
6 Total Height of Dielectric (H) 113.8 20%
7 Barrier Layer Thickness (tgr) 1 30%
8 Dielectric Constant (ϵr) 3.9 30%

The training set has been used to train three different surrogate models based
on the ANN, SVM and LS-SVM regressions. The ANN surrogates used a single
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hidden layer and are trained using the Levenberg-Marquardt optimizer with back-
propagation as available in the ML toolbox in MATLAB. The SVM and the LS-
SVM based surrogate models are trained in MATLAB via built-in functions and
the LS-SVM lab v1.8 toolbox [33]. Specifically, the SVM-based surrogates are
optimized using a Bayesian optimizer with 5-fold cross-validation (CV) error [34] for
a maximum of 30 iterations, while the LS-SVM surrogates use the same Bayesian
optimizer with a leave-one-out CV error [33] for a maximum of 25 optimization
steps.

For each of the above regression techniques, the corresponding surrogate model
has been trained by considering an increasing number of training samples, i.e., L =
35, 140 and 700 samples. Then, the model performance are evaluated on the same
test set consisting of 500 samples. Table 2.2 provides an exhaustive comparison
among the considered techniques in terms of training time, average and maximum
normalized root mean square (NRMS) computed on the 9 p.u.l. parameters for
L = 35, 140, and 700 training samples. The NRMS error is computed as:

εNRMS = 1
Ntest

⌜⃓⃓⎷∑︁Ntest
l=1 (y (xl) − ỹ (xl))2∑︁Ntest

l=1 y (xl)2 × 100, (2.34)

where y(xl) is the true result obtained from the full-wave EM solver and ỹ(xl) is
the result predicted by the considered surrogate model.

The results highlight the improved convergence of the test error with respect to
the number of training samples (i.e., L) achieved by the surrogate model trained
via kernel-machine regressions (i.e., SVM and LS-SVM) compared to the ANN.
Moreover, the training time for the kernel-machine regressions turns out to be ex-
tremely faster compared to the corresponding models trained via ANNs, especially
when a relatively small training set is considered. Such training costs can be con-
sidered negligible compared to the ones related to the training set generation via
the computational model (see the first row in Tab. 2.2). It is important to remark
that after the training, the evaluation of each of the proposed surrogate models on
500 configuration is in the order of seconds, with a huge speed up compared to the
corresponding evaluations with the computational model.

Table 2.2: Accuracy and time cost comparison between the considered surrogate
models for a training dataset with L = 35, 140, and 700 samples

Methods L=35(Cost=105 Minutes) L=140(Cost=420 Minutes) L=700(Cost=2100 Minutes)
Ave

RMSE(%) Max
RMSE

Training
Time (s)

Ave
RMSE(%) Max

RMSE
Training
Time (s)

Ave
RMSE(%) Max

RMSE
Training
Time (s)

SVM 0.85 1.57 190 0.63 1.43 241 0.63 1.42 1804
LS-SVM 0.81 1.5 2.38 0.62 1.41 5.47 0.64 1.46 57.6

ANN 2.28 4.5 3468 1.38 2.79 5994 1.16 2.45 8554
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Moreover, Fig. 2.8 and Fig. 2.9 shows the accuracy of the proposed surrogate
models in terms of NRMSE computed on the test set for an increasing number
of training samples. The results highlight again the improved convergence of the
test error with respect to the number of training samples (i.e., L) achieved by the
surrogate model trained via kernel-machine regressions (i.e., SVM and LS-SVM)
compared to the ANN.

Figure 2.8: Scaling of the testing NRMSE with increasing number of training points
for the values of the L11,L12,R11 and C11 p.u.l. parameters using the different
machine learning metamodel.

The improved performance of the kernel-machine regressions compared with the
ANN in terms of accuracy and computational training cost is motivated by the dif-
ferent complexity of the optimization problem to be solved during the model train-
ing. Indeed, as pointed out in the previous Sections, the training of kernel-machine
regressions requires the solution of a convex optimization, which is unavoidably
simpler to solved compared to the non-convex optimization required by the ANN.
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Figure 2.9: Scaling of the testing NRMSE with increasing number of training points
for the values of the C12, C20, C23 and C30 p.u.l. parameters using the different
machine learning metamodel.

2.6 Summary
This Chapter presented an overview of three state-of-the-art regression tech-

niques for the construction of surrogate models such as: linear basis function regres-
sions, artificial neural network and kernel machine regressions. The mathematical
formulation of the above techniques has been briefly presented to highlight their
advantages and drawbacks. Moreover, the performance of the above techniques is
quantitatively investigated on two illustrative examples.

The obtained results can be summarized as follows:

• linear basis function regressions are easy to code, but their performance in
regression problems with several input parameters are limited by the curse of
dimensional and for the OLS regression by overfitting issue;

• ANN-based regression is extremely flexible and allows to lean complex non-
linear input-output behavior providing as a result a non-parametric model.
On the other hand, due to the non-convex nature of the optimization to
be solved during the training phase, the convergence of the ANN accuracy
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with respect to the number of training samples is usually quite slow. Thus
compromising its applicability in regression problem in which a “small” set
of training data is available;

• kernel machine regressions can be seen as a good compromise between the pre-
vious two techniques. Similar to the ANN, they allow building non-parametric
models, thus mitigating the curse of dimensionality. Moreover, similar to lin-
ear basis function regressions, the linear structure of the regression model
leads to a convex training problem, which sometimes admits a closed-form
solution. For the above reasons, kernel machine regressions are character-
ized by a promising error convergence with respect to the number of training
samples and by a fast training time. Thus making such techniques a good
candidate for the construction of surrogate models in the considered modeling
scenario.
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Chapter 3

Prior Knowledge Based Machine
Learning Surrogate Models

As shown in Sec. 2.5.2, for realistic applications the computational cost related
to the construction of a surrogate model is not dominated by the actual model train-
ing, but by the generation of the training samples. The latter task is usually carried
out via a design space exploration based on several simulations performed with the
computational expensive computational model. As an example, for EM applica-
tions, the training set is usually generated by using many repeated high-fidelity and
detailed full-wave EM simulations, thus leading to a possible high computational
cost. Therefore, reducing the computational cost for the training set generation
can be seen as one of the most important challenge to be addressed in order to
efficiently construct a surrogate model.

To this aim, this Chapter presents a promising solution to the above problem
based on prior knowledge-based machine learning (PKBML) metamodels. Without
loss of generalities, the PKBML surrogate modeling technique is applied on the
example presented in Sec. 2.5.2 by considering the prediction of the per-unit-length
(p.u.l.) parameters of a hybrid copper-graphene on-chip interconnect as a function
of several input parameters. Two different implementations of PKML are considered
and combined with the LS-SVM, SVM and ANN regression.

3.1 PKBML Methods
PKBML methods can be seen as a viable solution for reducing the computational

cost required by the generation of the training set. The underlying idea is to work
with a training set generated as the combination of the results obtained with an
accurate high-fidelity computational model and the ones provided by a course low-
fidelity one. In the considered application, simulations carried out with accurate
and computationally expensive full-wave EM solver will be used as the high-fidelity
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models, while computationally cheap and approximate empirical formulas will be
used as low-fidelity models [24, 35, 17, 36]. The key idea behind PBKML is to
develop advanced regression solutions aimed at working in an efficient and accurate
way with an heterogeneous training set combining the results obtain by the high-
and low-fidelity computational model.

Indeed, since data generation with the low-fidelity model is unavoidably cheaper
than a corresponding simulation carried out with the high-fidelity one, the possibil-
ity of combining data extracted from both of them enables a better accuracy versus
training time compared with conventional training approaches using data from the
high-fidelity model alone. The metamodels constructed from such PKBML frame-
works are called PKBML metamodels. Specifically, this work presents two PKBML
frameworks for hybrid copper-graphene interconnect modeling based on the source
difference (SD) technique and the prior knowledge input (PKI) technique.

3.1.1 Source Difference (SD) Technique
The source difference (SD) technique uses the predictions of the low-fidelity

model as prior knowledge to accelerate the training of the ML-based surrogate
models. In particular, the surrogate model is trained to learn the difference between
the predictions of the high-fidelity model M(x) and the low-fidelity model Fy(x),
as illustrated in Fig. 3.1.

To this aim, let us define the training set used by the SD technique as:

DSD = {(xl, E (xl))}L
l=1 (3.1)

with
E (xl) = yl − Fy (xl) (3.2)

where yl = M (xl) is the prediction computed via the high-fidelity model and
Fy(xl) is the corresponding output calculated via the low-fidelity model for the
same input parameters xl. This means that both the high- and low-fidelity models
should be evaluated on the same set of training input samples.

The error data of Eq. (3.2) is then used as output training samples to train the
metamodels. It is important to point out that the variance of the training output
samples (i.e., E (xl)) in (3.1), writes:

Var(E(x)) = Var(y(x)) + Var (Fy(x)) − 2 Cov (y(x), Fy(x)) (3.3)
where Var(y(x)) is the variance of the actual output samples predicted by the
high-fidelity model, Var (Fy(x)) is the corresponding one related to the low-fidelity
model and Cov (y(x), Fy(x)) is covariance between them.

Equation (3.3) shows that as the covariance between the predicted outputs of the
low and high-fidelity models increases, the variance of the error quantity in (3.2)
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decreases. This, in turn, implies that a smaller number of training samples in
the dataset DSD will be sufficient to capture the variability of the error quantity of
Eq. (3.2). So, for an appropriate low-fidelity model, the number of training samples
required to train a ML metamodel able to emulate the error quantity of Eq. (3.2)
will be much lower than required to emulate the true output y = M(x).

Figure 3.1: Block diagram illustrating how a low-fidelity model and a ML meta-
model can be utilized in a SD technique.

Once the error quantity of Eq. (3.2) is emulated by any surrogate model, the
true output can be recovered simply as the sum of the predicted outputs from the
surrogate and the low-fidelity model as shown Fig. 3.1.

y(x) = E(x) + Fy(x) (3.4)

Therefore, in summary, when the correlation between the high-fidelity model and
the low-fidelity model Fy(x) is high, the SD approach enables a dramatic reduction
of the number of training samples required during the training phase [17, 35, 36].

3.1.2 Prior Knowledge Input (PKI) Technique
Based on Eq. (3.4), it is observed that the SD technique assumes a linear correla-

tion between the low and high-fidelity models. However, such a strong assumption
might lead to loss of convergence of the SD technique when the correlation be-
tween the low and high-fidelity models is actually nonlinear. In such scenarios, the
PKI framework shown in Fig. 3.2 provides a promising alternative to SD able to
overcome the above limitation [23]. The underlying concept of the PKI technique
is to represent the true output as a nonlinear function of the predictions of the
low-fidelity model Fy(x) to which is added the error quantity previously defined
in (3.2), such as:
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y(x) = G (Fy(x)) + E(x), (3.5)
where G(.) is an appropriate nonlinear function to be learn during the regression
model training. The expression of (3.5) can be expressed even more compactly
using a new nonlinear function H(.) as

y(x) = H (Fy(x), x) , (3.6)
in which the output of the high-fidelity model y = M(x) is obtained as a nonlinear
combination of the input parameters x and the output of the low-fidelity model
Fy(x). The nonlinear map H(·) in (3.6) can be learnt via a generic ML regression
using a new training dataset:

DP KI = {(x̃l, yl)}L
l=1 , (3.7)

where the new input space x̃ is augmented as:

x̃l =
[︄

xl

Fy (xl)

]︄
. (3.8)

Figure 3.2: Block diagram illustrating how a low-fidelity model and a ML meta-
model can be utilized in a PKI technique.

As illustrated in Fig. 3.2, and in (3.6) and (3.8), the PKI formulation uses
the prior knowledge of the low-fidelity model as an additional input for the ML
surrogate model. This prior knowledge guides the ML metamodel to learn the
nonlinear function of Eq. (3.6) using much fewer training data points than what is
conventionally required.

3.2 Example: Surrogate Models for Hybrid Copper-
Graphene On-Chip Interconnects

In this section, the numerical example of Sec. 2.5.2 is used to demonstrate
the advantages of the proposed PKBML techniques of Sec. 3.1, over conventional
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ML metamodels and full-wave EM simulations for the signal integrity verification
of hybrid copper-graphene interconnects. In this example, at the first step, the
SD and PKI metamodels are applied to predict the p.u.l. parameters of hybrid
copper-graphene interconnects. Then, the obtained p.u.l. parameters are embedded
in SPICE multi-conductor transmission line (MTL) models to perform transient
analysis and signal integrity verification of the interconnects.

The performance and the capability of the proposed PKBML modeling frame-
work has been investigated by considering the impact of 8 geometrical parameters
on the p.u.l. resistance (R), inductance (L), and capacitance (C) matrices of the
3-conductor hybrid copper graphene interconnect structure shown in Fig. 2.7. Ad-
ditional details on the considered input parameters are provided in Sec. 2.5.2.

The above structure has been implemented as a parametric simulation in AN-
SYS Q3D. The ANSYS Q3D Extractor employs a quasi-static 2D EM solver using
the finite element method (FEM) technique to extract the p.u.l. capacitance pa-
rameters of the network. Next, it employs a quasi-static 3D EM solver using the
method of moments (MoM) technique accelerated by the fast multiple method to
extract the p.u.l. inductance parameters of the network. For all these calculations,
the tool ensures that the calculated values are accurate up-till a user-defined maxi-
mum frequency limit of operation. The maximum frequency limit of operation was
chosen to be 50GHz. The above implementation will be use hereafter as a high-
fidelity computational model and as reference model for the assessing the model
accuracy.

3.2.1 Appropriate Low Fidelity Model for Copper Graphene
Interconnects

Figure 3.3: Left panel: schematic of the hybrid interconnect network showing the
driver and load circuits modeled as linear RC circuits. Right panel: cross-sectional
view of the hybrid interconnect structure.

The use of PKBML requires the availability of a low-fidelity computational
model. For the considered test case, such low-fidelity model for the R, L, and C
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p.u.l. parameters have been built by using the results available in [37]. Specifically,
the results presented in [37] allow constructing a closed-form analytical approxi-
mation able to efficiently predict the p.u.l. matrices of the considered in hybrid
copper-graphene interconnects [35]. The resulting empirical model is then used
as low-fidelity model together with the PKI and SD techniques. For the sake of
brevity, the detailed description of the empirical models [35, 37] have been avoided.

In order to evaluate the degree of accuracy of the p.u.l. matrices predicted
by the considered low-fidelity model, it is important to assess its correlation with
the results of the high-fidelity one. Indeed, as pointed out in Sec. 3.1, a higher
correlation between the high-fidelity and low-fidelity model will lead to beneficial
effects on the performance and effectiveness of the proposed PKBML framework.

Table 3.1: Statistical analysis of the correlation among the prediction of the con-
sidered high- and low-fidelity models.

Parameters High-Fidelity Model Low-Fidelity Model Corr.CoefMean Std. Mean Std.
R11 108.9 10.39 86.08 13.37 0.99
C10 77.37 8.06 61.58 8.67 0.67
C12 114.24 15.2 148.6 22.34 0.97
C20 62.9 7.14 61.25 8.59 0.66
C23 90.80 12.36 110.66 17.08 0.97
C30 84.89 9.01 69.03 9.54 0.69
L11 4.02 0.03 3.48 0.17 -0.2
L12 3.67 0.02 1.86 0.01 0.93
L13 3.45 0.02 1.71 0.01 0.99

Table 3.1 investigates the correlation between the two models by considering
500 random configurations of the input parameters. While the accuracy of the
low fidelity models is far from perfect, it can be seen that for R11, C12, C23, L12
and L13, there is a very large correlation between the predictions obtained by the
two models, while for C10, C20 and C30, this correlation is good, and for L11 it
is poor. The poor correlation observed for the p.u.l. inductance parameters is
motivated by a standard deviation of less than 1% of its mean value, thus highlight
a small variability of the inductance p.u.l. parameter value as a function of the
considered input parameters. Moreover, Fig. 3.4 shows the resulting scatter plots
providing a visual understanding of the correlation between low-fidelity and high-
fidelity models computed for the same 500 configurations of the input parameters.
The scatter plots confirm the observations made before by showing a strong linear
correlation between the high- and low-fidelity models for the p.u.l. parameters
associated to R11, C12, C23, L12 and L13, a quite strong nonlinear correlation for
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the C10, C20 and C30 p.u.l. parameters and a weak non-linear correlation for the
L11 p.u.l. parameter.

Figure 3.4: Scatter plots showing the correlation between the predictions of the
low- and high- fidelity model for the RLC p.u.l. parameters.

3.2.2 Numerical Validations
This section quantifies the benefits of the proposed PKBML metamodels over

conventional ML metamodels and full-wave EM simulations for the signal integrity
verification of hybrid copper-graphene interconnects by considering the scenario
presented in Sec. 2.5.2.
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For this purpose, several modeling techniques have been considered and com-
pared, such as: conventional ANN, SVM, and LS-SVM metamodels trained by us-
ing the data generated with the high-fidelity model only, and the proposed SD and
PKI variants of the ANN, SVM, and LS-SVM metamodels trained using a combi-
nation of data obtained from the ANSYS Q3D Extractor tool and the low-fidelity
model [37]. All the ML-based metamodels are trained using the same training
dataset, where the number of points in the dataset is progressively increased as
L = {15, 25, 35, 70, 140, 350, 700}. All these training points are selected using the
LHS scheme. For all of the models, the accuracy has been assessed on the same
test set generated via the high-fidelity model consisting of 500 points uniformly
distributed over the entire input parameter space.

Figure 3.6 and 3.5 show the the decay of the testing errors computed as the
NRMSE, defined in (2.34), for the L11, L12, R11, C11, C12, C20, C23 and C30 p.u.l.
parameters achieved by the considered modeling schemes. From Figure 3.6 and 3.5,
we can draw the following observations:

Figure 3.5: Scaling of the testing NRMSE with increasing number of training points
for the values of the L11 and L12 p.u.l. parameters using the different ML metamodel
and their PKI and SD variants.

• the SD and PKI formulations converge much faster than their conventional
formulations presented in Sec. 2.5.2. This is to be expected given that the
SD and PKI approaches exploit the correlation between the results of the
low-fidelity model and the full-wave EM simulations.

• For most ML metamodels, the PKI approach shows a faster convergence
than the SD approach, except for ANNs. This is also expected given that the
PKI approach assumes a general nonlinear correlation between the results of
the low-fidelity model and the full-wave EM simulations as opposed to the
restrictive linear correlation assumed by the SD approach.
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Table 3.2: Accuracy and time cost comparison between different metamodels for
training dataset with L = 35, 140, and 700 samples

Methods L=35(Cost=105 Minutes) L=140(Cost=420 Minutes) L=700(Cost=2100 Minutes)
Ave

RMSE(%) Max
RMSE

Training
Time (s)

Ave
RMSE(%) Max

RMSE
Training
Time (s)

Ave
RMSE(%) Max

RMSE
Training
Time (s)

CON 0.85 1.57 190 0.63 1.43 241 0.63 1.42 1804
SVM PKI 0.77 1.56 205 0.62 1.42 253 0.62 1.41 1790

SD 0.82 1.61 220 0.63 1.41 285 0.62 1.40 2645
CON 0.81 1.5 2.38 0.62 1.41 5.47 0.64 1.46 57.6

LS-SVM PKI 0.77 1.56 2.38 0.62 1.41 5.96 0.62 1.41 154
SD 0.81 1.61 2.07 0.62 1.40 5.41 0.64 1.46 145

CON 2.28 4.5 3468 1.38 2.79 5994 1.16 2.45 8554
ANN PKI 1.24 2.42 3213 1 1.84 6287 0.92 1.8 8175

SD 1.17 2.71 3435 0.90 1.69 5948 0.89 1.68 8329

• For a fixed number of training samples, the SVM and LS-SVM metamodels,
whether of the conventional or the SD and PKI variety, are much more ac-
curate than their ANN counterparts. Thus confirming the conclusions drawn
in Sec. 2.5.2.

As further proof of the above observations, Tab. 3.2 provides an exhaustive
comparison among all the considered surrogate models and p.u.l. parameters in
terms of their average and maximum NRMSE computed over all the entries of the
p.u.l. matrices and their training time costs for L = 35, 140, and 700 samples. The
training time costs are divided into two parts: the computational time required to
generate the training dataset (given at the top of the table) and the training time.
The results of Tab. 3.2 clearly show that for the same number of training samples,
the proposed PKI and SD techniques provide a lower testing error compared to the
conventional metamodels. This clearly underlines the universal improved conver-
gence of the proposed PKI and SD techniques. In fact, the PKI and SD variants
of ANN metamodels are sufficiently well trained using only 35 training samples
as opposed to the conventional ANN metamodel that requires roughly 140 (i.e., 4
times larger) number of training samples.

Regarding the computational time costs, Tab. 3.2 shows that the computa-
tional cost for the construction of the proposed surrogate models is dominated by
the generation of the training set. Indeed, the computational cost required for the
generation of the training dataset is undoubtedly higher than the one required for
the model training. This is motivated by the fact that for the generation of the
training dataset repeated computationally expensive simulations with the high-
fidelity modes (i.e., full-wave EM simulations) have to be performed. For example,
the computational time cost required by the ANSYS Q3D Extractor tool for gen-
erating 35 training samples is around 6300 seconds, which is more than 2 times the
time required to train the slowest metamodel. On the other hand, the remarkable
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Figure 3.6: Scaling of the testing NRMSE with increasing number of training points
for the values of the R11, C11, C12, C20, C23 and C30 p.u.l. parameters using the
different ML metamodel and their PKI and SD variants.
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Figure 3.7: Comparison of the scatter plots for the C12 and R12 p. u. l. parameters
computed from the prediction of the proposed metamodels by using as reference
the corresponding values computed via a full-wave EM simulation in ANSYS Q3D
Extractor.

fact of all these techniques is that the time taken by the metamodels to predict
their outputs is extremely small. Indeed, once trained, all of the metamodels take
less than one second for predicting the p.u.l. parameter at any design point. This
makes these metamodels far better suited than full-wave EM simulators for tasks
that require several evaluations, e.g., uncertainty quantification, design space ex-
ploration, sensitivity analysis, etc. The results of Tab. 3.2 are further validated
using the scatter plots of Fig. 3.7.

The accuracy of the resulting model is then investigated with a SPICE transient
analysis of the interconnects structure in Fig. 3.3. To this aim the values of the
p.u.l. parameters predicted by the different ML metamodels showing an accuracy
below 2% NRMS error threshold for ANN metamodels and 1.5% testing error for the
SVM and LS-SVM metamodels are used as input parameters for a SPICE transient
analysis. For this purpose, lines 1 and 3 of the interconnects are excited by voltage
sources with saturated ramp wave forms of rise time Tr = 0.1 ps and amplitude
1 V. Line 2 is the victim line. In Fig. 3.3 (left panel), the values of resistance,
Rs1 = Rs1 = Rs1 = 138.6 Ω. The values of capacitor, Cs1 = Cs2 = Cs3 = 9.4 fF and
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Figure 3.8: Transient responses at the end of line 1 and crosstalk in the at the end
of line 2 simulated in SPICE and based on the p. u. l. parameters predicted by
the different metamodels for the two different design points.

the values of the capacitor, CL1 = CL2 = CL3 = 7.78 fF. They provide a suitable
linear model for the CMOS driver and load according to the technology node of
the interconnects considered. The length of interconnects is set to be 500 µm.
Outputs of interest for this example are the transient responses at the far-end of
line 1 and 2. Figure 3.8 shows the transient responses of the interconnects by
using the p.u.l. parameters predicted by the ML metamodels is illustrated for two
arbitrary points in the input parameter space. In addition, Fig. 3.8 also includes the
transient responses obtained using the p.u.l. parameters extracted from full-wave
EM simulations for the same two configurations.

It is noted from Fig. 3.8 that the results obtained from ML metamodels exhibit
very good agreement with the corresponding ones obtained from the full-wave EM
simulations. This demonstrates that the accelerated training of the ML metamodels
provided by the proposed SD and PKI approaches does not lead to any loss in model
accuracy either when predicting the p.u.l. parameters of the interconnects or when
performing the SPICE simulations.

Further to go into greater detailed analysis of the transient responses shown in
Fig. 3.8, with the SPICE simulation setup, a design space exploration is performed
using 1000 randomly sampled points. Regarding signal integrity (SI) quantities, the
SPICE simulations compute the 50% delay in line 1, 50% delay of line 3 and peak
crosstalk of line 2. A summary of this SI data extracted from the transient simula-
tion for all the metamodels is shown in Tab. 3.3. This table shows the minimum and
maximum values of the investigated SI quantities obtained among the 1000 simu-
lations. Data shown in Tab. 3.3 clearly indicates that all the proposed metamodels
are in good agreement with the full-wave simulation results. Results predicted by
conventional metamodels also matches with full wave simulation results as plotted
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in Fig. 3.8, but are omitted from Tab. 3.3 for the sake of brevity.

Table 3.3: Table for the quantities for PKBML metamodels

SI Quantity ANSYS PKI-ANN SD-ANN PKI-ASVM SD-SVM PKI-LSSVM SD-LSSVM
min max min max min max min max min max min max min max

50%
Delay Line 1

(ns)
1.39 2.19 1.38 2.21 1.32 2.25 1.38 2.22 1.31 2.28 1.38 2.22 1.37 2.22

50%
Delay Line 3

(ns)
1.30 2.15 1.32 2.06 1.26 2.20 1.29 2.13 1.31 2.13 1.27 2.14 1.31 2.15

Peak Crosstalk
Line 2

(V)
0.34 0.44 0.35 0.42 0.34 0.44 0.34 0.43 0.34 0.44 0.34 0.43 0.34 0.44

3.3 Summary
This chapter investigated two PKBML techniques aimed at improving the per-

formance in terms of accuracy with respect to the number of training samples of
ML-based surrogate models, and to reduce overhead and the computational cost
required by the generation of the training set. Specifically, two implementations
of the PKBML have been investigated, such as the PKI and SD techniques. The
improved performance of the proposed modeling framework, as well its advantages
over conventional ML approaches have been investigated together with the SVM,
LS-SVM and ANN regression for the signal integrity verification of hybrid copper-
graphene interconnects for which a low-fidelity model is available. The results
clearly highlight the capability of the proposed solution of reducing the compu-
tational cost of the training phase. Remarkable results have been achieved for
ANN-based regressions.
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Chapter 4

Kernel-Machine Regressions in
Complex- and Vector-Output
Regression Problems

As pointed out in Chapter 2 and 3, kernel-machine regressions have shown in-
teresting features in terms of accuracy and convergence with respect to the number
of training samples. Indeed, thanks to their linear structure and to the beneficial
effect of the kernel trick, such approaches can be seen as a promising candidate for
the development of surrogate models in EM applications with dozens of parameters
by using a limited number of training samples. Moreover, as discussed in Chap. 2,
for the specific case of kernel-machine regressions with a square loss-function, the
regularized ERM can be recast in terms of a standard least-square problem for
which the unknowns can be estimated in closed-form, thus making such technique
easy to implement and fast to train.

On the other hand, plain formulations of kernel regressions are restricted to real-
valued single-output problem. Indeed, a conventional formulation of kernel-based
regressions allows to learn any possible nonlinear map between real input param-
eters and a generic real-valued scalar output of interest. Unfortunately, complex-
and vector-valued data are quite common in electronic applications. As an example
we can think about building a surrogate model able to approximate the real and
imaginary part of the scattering parameters defined at several frequency points of
an EM structure as a function of its geometrical and material parameters.

This chapter aims at addressing the above two challenges shared by kernel
machine regressions:

• Challenge #1 - Complex Output: presenting a possible generalization of the
mathematical framework for kernel-machine regressions to complex-valued
problems. The proposed formulation, based on the results presented in [38,
39, 40], is applied to the LS-SVM regression introduced in Chap. 2, even if it
can be possible extended to a generic kernel-machine regression.
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• Challenge #2: Vector-Valued Output: discussing an efficient modeling scheme
for adopting scalar-valued regressions in vector-valued problems based on data
compression.

The above aspects will be formally presented and discussed along the Chapter.
Moreover, the effectiveness and performance of the proposed solutions will be then
investigated on two application examples.

4.1 Challenge #1: Complex-Valued LS-SVM Re-
gression

The simplest strategy for extending the applicability of real-valued ML tech-
niques to the case of complex-valued data is based on the so-called dual-channel
formulation [38, 39, 41]. The underlying idea is to recast the complex-valued prob-
lem into two uncorrelated real-valued ones, by stacking the real and imaginary
part of the complex input and output values. The main advantage of the above
procedure is that plain real-valued ML techniques can be directly adopted without
requiring any generalization or improvement. However, even if such approach looks
quite intuitive, it is usually adopted in a naive way, without any rigorous proof or
explanation. Moreover, such approach completely ignores any possible correlation
among the real and imaginary part of the complex-valued output, thus leading to
possible accuracy and robustness to noise issues [38, 42]. For the above reasons,
alternative pure complex-valued formulations have been proposed for several ML
techniques, such as ANN [42], SVM regression [43], kernel Ridge regression [38, 39,
41, 44, 40], LS-SVM regression [45] and Gaussian process regression [46].

This Section discusses a possible generalization of the real-valued LS-SVM re-
gressions presented in Chapter 2 to the more general case of complex-data problem.
It is important to remark that the proposed mathematical formulation can be easily
extended to the case of kernel Ridge regression, and some considerations apply to
the SVM regression as well.

Starting from a set of complex-valued dataset D = {(xl, yl)}L
l=1 where xi ∈ Cd

and y (xi) ∈ C, the primal space formulation of the LS-SVM regression writes:

M̃(x) =
N∑︂

i=1
wiϕ

∗
i (x) + b = ⟨w, Φ(x)⟩ + b, (4.1)

where w = [w1, . . . , wN ]T = wR + jwI ∈ CN are complex regression coefficients
(i.e., wi = wi,R + jwi,I) , Φ(x) = ΦR(x) + jΦI(x) = [ϕ1(x), . . . , ϕN(x)]T ), is a
vector-valued complex function Φ(·) : Cd → CN collecting the complex-valued
basis functions ϕi(x) that provide a map between the parameter space and the
feature space, b = bR + jbI is the bias term, and ⟨w, Φ(x)⟩ = ΦH(x)w = wT Φ∗(x)
is the inner product in the complex domain.
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The primal space formulation of the complex-valued regression in Eq. 4.1 can
be written in term of its real and imaginary components:

M̃(x) = M̃R(x) + jM̃I(x)
=
(︂
wRΦT

R(x) + wIΦT
I (x) + bR

)︂
+ j

(︂
wIΦT

R(x) − wRΦT
I (x) + bI

)︂
. (4.2)

In the above primal space formulation, the regression unknowns (i.e., the co-
efficients wR and wI and the bias terms bR and bI) are estimated by solving the
following convex optimization problem:

min
wR,wI ,bR,bI ,eR,eI

1
2wT

RwR + 1
2wT

I wI + γR

2

L∑︂
l=1

e2
R,l + γI

2

L∑︂
l=1

e2
I,l, (4.3)

such that, for l = 1, . . . , L:

eR,l = ℜ{yl − ˜︂M (xl)} = yR,l − (wRΦR (xl) + wIΦI (xl) + bR) (4.4)
eR,l = ℑ{yl − ˜︂M (xl)} = yI,l − (wIΦR (xl) − wRΦI (xl) + bI) (4.5)

where wT
RwR + wT

I wI = ∥w∥2
2 is the L2 regularizer and the terms e2

R,l and e2
I,l

provide the error of a squared loss function.
The Lagrangian for the above constraint optimization problem writes:

L (wR, wI , bR, bI , eR, eI ; αR, αI) =

= 1
2wT

RwR + 1
2wT

I wI + γR

2

L∑︂
l=1

e2
R,l + γI

2

L∑︂
l=1

e2
I,l+

−
L∑︂

l=1
αR,l

{︂
eR,l − yR,l +

(︂
wT

RΦR (xl) + wT
I ΦI (xl) + bR

)︂}︂
+

−
L∑︂

l=1
αI,l

{︂
eI,l − yI,l +

(︂
wT

I ΦR (xl) − wT
RΦI (xl) + bI

)︂}︂
,

(4.6)

where αl = αR,l + jαI,l are the Lagrangian multipliers such that αR,l, αl,l ≥ 0 for
l = 1, . . . , L.

By computing the partial derivatives of the Lagrangian L (wR, wI , bR, bI , eR, eI ; αR, αI)
with respect to its parameters:

∂L
∂wR

= 0 → wR =
L∑︂

l=1
[αR,lΦR (xl) − αI,lΦI (xl)] (4.7)

∂L
∂wI

= 0 → wI =
L∑︂

l=1
[αR,lΦI (xl) + αI,lΦR (xl)] (4.8)
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∂L
∂bR

= 0 →
L∑︂

l=1
αR,l = 0 (4.9)

∂L
∂bI

= 0 →
L∑︂

l=1
αI,l = 0 (4.10)

∂L
∂eR,l

= 0 → γReR,l = αR,l (4.11)

∂L
∂eI,l

= 0 → γIeI,l = αI,l (4.12)

∂L
∂αR,l

= 0 → eR,l − yR,l +
(︂
wT

RΦR (xl) + wT
I ΦI (xl) + bR

)︂
= 0 (4.13)

∂L
∂αI,l

= 0 → eI,l − yI,l +
(︂
wT

I ΦR (xl) − wT
RΦI (xl) + bI

)︂
= 0 (4.14)

for l = 1, . . . , L.
By substituting Eq. 4.7, 4.8, 4.9, 4.10, 4.11 and 4.12 in Eq. 4.13 and 4.14, we

get the following linear system of equations:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

αR,l

γR
− yR,l +∑︁L

i=1 [αR,iΦR (xi) − αI,iΦI (xi)]T ΦR (xl) +
+∑︁L

i=1 [αR,iΦI (xi) + αI,iΦR (xi)]T ΦI (xl) + bR = 0
αI,l

γI
− yI,l +∑︁L

i=1 [αR,iΦI (xi) + αI,iΦR (xi)]T ΦR (xl) +
−∑︁L

i=1 [αR,iΦR (xi) − αI,iΦI (xi)]T ΦI (xl) + bI = 0∑︁L
l=1 αR,l = 0∑︁L
l=1 αI,l = 0

(4.15)

for l = 1, . . . , L.
The above system of equations is the dual-form representation of the optimiza-

tion problem in Eq. 4.3, in which the original regression coefficients collected in
the vectors wR and wI are replaced by the Lagrangian multipliers αR and αI . It
is important to remark that similar to the plain real-valued LS-SVM regression,
although the number of unknowns in the primal space (i.e., the dimensionality of
|w| = N) is given by the number of basis functions, for the above dual formulation
the number of unknowns (i.e., the Lagrangian multipliers collected in the vectors
α = αR + jαI) is always equal to the number of the training samples L. This means
the resulting model is non-parametric, i.e., a model in which its complexity is inde-
pendent from the number of both the input parameters and the basis functions. In
order to define the kernel function and the dual formulation of the complex-valued
LS-SVM, the first two equations in Eq. 4.15 can be rewritten as follows:
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αR,l

γR

− yR,l +
L∑︂

i=1
αR,i

[︂
ΦT

R (xi) ΦR (xl) + ΦT
I (xi) ΦI (xl)

]︂
+

+
L∑︂

i=1
α1,i

[︂
ΦT

R (xi) ΦI (xl) − ΦT
I (xi) ΦR (xl)

]︂
+ bR = 0 (4.16)

and
αI,l

γI

− yI,l +
L∑︂

i=1
αR,i

[︂
ΦT

I (xi) ΦR (xl) − ΦT
R (xi) ΦI (xl)

]︂
+

+
L∑︂

i=1
αI,i

[︂
ΦT

R (xi) ΦR (xl) + ΦT
I (xi) ΦI (xl)

]︂
+ bI = 0 (4.17)

For l = 1, . . . , L.
Now, let us define a complex-valued kernel kc (x, x′):

kc (x, x′) = ⟨Φ(x), Φ (x′)⟩
= ΦT(x) · Φ∗ (x′)
= (ΦR(x) + jΦI(x))T · (ΦR (x′) − jΦI (x′))
=
[︂
ΦT

R(x)ΦR (x′) + ΦT
I (x)ΦI (x′)

]︂
+ j

[︂
ΦT

I (x)ΦR (x′) − ΦT
R(x)ΦI (x′)

]︂
= kR (x, x′) + jkI (x, x′)

(4.18)
Similar to the real-valued formulation, the kernel function is defined as the inner

product in the complex feature space of the basis functions evaluated at x and x′,
where kR (x, x′) = ΦT

R(x)ΦR (x′) + ΦT
I (x)ΦI (x′) and kI (x, x′) = ΦT

I (x)ΦR (x′) −
ΦT

R(x)ΦI (x′).
Using the above definition, Eq. 4.16 and Eq. 4.17 can be rewritten as follows:

αR,l

γR

− yR,l +
L∑︂

i=1
[αR,ikR (xi, xl) − αI,ikI (xi, xl)] + bR = 0 (4.19)

αI,l

γI

− yI,l +
L∑︂

i=1
[αI,ikR (xi, xl) + αR,ikI (xi, xl)] + bI = 0 (4.20)

for l = 1, . . . , L.
In the above equations, the regression unknowns can be computed by solving

the following linear system:⎡⎢⎢⎢⎢⎣
KRR + IL

γR
KRI 1 0

KIR KII + IL

γI
0 1

1T 0T 0 0
0T 1T 0 0

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣

αR

αI

bR

bI

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
yR

yI

0
0

⎤⎥⎥⎥⎦ (4.21)
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where IL is the identity matrix of size L × L, 1T = [1, . . . , 1]T ∈ R1×L, 0T =
[0, . . . , 0]T ∈ R1×L, αR, αI ∈ RL×1 are vectors collecting the real and imaginary part
of the regression coefficients, b = bR+jbI is the bias term and KRR, KRI , KIR, KII ∈
RL×L are kernel matrices defined as:

K
(i,j)
RR = K

(i,j)
II = kR (xi, xj) (4.22)

K
(i,j)
IR = −K

(i,j)
RI = kI (xi, xj) (4.23)

for any i, j = 1, . . . , L, where the parameters γR and γI are the regularizer hyper-
parameters tuned by the user and provide a trade-off between the model flatness
and its accuracy [25].

Similar to the real-valued case, the dual space formulation for complex-valued
of LS-SVM regression writes:

y(x) =
L∑︂

l=1
αlkC (xl, x) + b. (4.24)

By substituting Eq. 4.18, this gives:

y(x) =
L∑︂

l=1
(αR,lkR (xl, x) − αI,lkI (xl, x) + bR) (4.25)

+ j (αR,lkI (xl, x) + αI,lkR (xl, x) + bI) . (4.26)

From the above formulation, it is clear that by means of the complex kernel
kC , the complex-valued LS-SVM regression in the dual space is able to account for
possible correlation between the real and imaginary part of y(x).

4.1.1 Complex-Valued Kernel
There are several strategies to construct a complex kernel kC . Here, we will

investigate two of them, the independent kernel, referred as the complex valued
complex function (CVCF) [38], and the pseudo kernel, referred to as the pseudo
complex-valued function (PCF) [47, 48]. A generic CVCF kernel can be constructed
starting from a real-valued kernel kR as follows:

kC (x, x′) = kR (xR, x′
R) + kR (xI , x′

I) + j (kR (xR, x′
I) + kR (xI , x′

R)) , (4.27)

The above complex kernel is fully compliant with the definition provided in
Eq. 4.18. The real kernel kR can be any real kernel function, e.g., linear, radial
basis function (RBF) and polynomial kernel. Hereafter, for the CVCF kernel we
will use kR as the RBF kernel, i.e.,
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kR (x, x′) = exp
(︃

− 1
2σ2 ∥x − x′∥2

)︃
(4.28)

where σ is the kernel hyperparameter, which will be tuned, along with the regu-
larizer hyperparameters, during the model training by combining cross validation
(CV) with a Bayesian optimizer [49, 50]. As an alternative, a family of kernels
based on the PCF can be suitably generated from the isotropic complex covariance
function, such that (additional mathematical details are provided in [38, 48]):

kc (x, x′) = cos (c ∥x − x′∥) kR (x, x′) + j sin (c ∥x − x′∥) kR (x, x′) , (4.29)

where kR (x, xk) can be selected as any kernel function and c is a new hyperparam-
eter.

In this specific case, a rational quadratic kernel is adopted:

kR (x, x′) = σ2
(︄

1 + ∥x − x′∥2

2al2

)︄−a

(4.30)

where a, l and σ are additional hyperparameters.

4.1.2 Dual Channel Kernel (DCK) LS-SVM for Complex-
Valued Data

The dual channel kernel (DCK) formulation can be seen as a special case of the
general mathematical framework presented in the Section. 4.1.1. The underlying
idea is to recast the complex variables in terms of their real and imaginary part
and to work with a standard real kernel, i.e., kc = kR : Rd×d → R.

Under the above assumption, the regression problem in Eq. 4.21 can be simpli-
fied as follows:⎡⎢⎢⎢⎢⎣

KRR + IL

γR
0L 1 0

0L KRR + IL

γI
0 1

1T 0T 0 0
0T 1T 0 0

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣

αR

αI

bR

bI

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
yR

yI

0
0

⎤⎥⎥⎥⎦ , (4.31)

where 0L is the L × L null matrix, KRR ∈ RL×L, such that K
(i,j)
RR = kR (xi, xj),

whilst the matrices KIR = −KRI = 0L.
It is important to remark that, in the above formulation, there is no coupling

between the real and imaginary coefficients αR and αI , and bias terms bR and bI .
Indeed, the solution of the above linear system is equivalent to solving two decou-
pled ones, accounting for the real and imaginary parts of the regression unknowns
independently, such as:
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[︄
KRR + IL

γR
1

1T 0

]︄ [︄
αR

bR

]︄
=
[︄

yR

0

]︄
(4.32)

[︄
KRR + IL

γI
1

1T 0

]︄ [︄
αI

bI

]︄
=
[︄

yI

0

]︄
. (4.33)

In this chapter, a standard RBF Gaussian kernel is considered as real kernel
kR (xi, xj). In the above scenario, the dual space formulation of the LS-SVM is
written [51]:

yR(x) =
L∑︂

l=1
αR,lkR (xl, x) + bR, (4.34)

and
yI(x) =

L∑︂
l=1

αI,lkR (xl, x) + bI . (4.35)

It is important to note that, in the above formulation, the model for the real
and imaginary part of y are built separately, thus ignoring any possible correlation
between them. Furthermore, the above models can be trained using the LS-SVM
Lab toolbox for the LS-SVM available in MATLAB [31].

4.2 Challenge #2: Vector-valued Surrogate model
based on data-Compression

Let us now consider a training set D = {(xi, yi (fk))}L,K
i,k=1, where xi = [xi,1, . . . , xi,d]T ,

with X ∈ Cd, is a vector collecting the i-th configuration of the input parameters
and yi(fk) ∈ C is the corresponding output computed by a full-computational
model (i.e., yi(fk) = M(fk; xi)) for a set of values of the independent variable fk

(e.g., the frequency points or time instants). Given the information provided by
the training set, our goal is to build a surrogate model M̃ that approximates the
training data and is able to generalize well on the “unseen” test samples, such as:

y (fk; x) ≈ M̃ (fk; x) , (4.36)
for k = 1, . . . , K.

It is important to remark that also in this case the symbol “≈” has been used in
an informal way with the aim of providing a more “practical” and “engineering ori-
ented” understanding of the problem. The problem in Eq. (4.36) can be interpreted
in term of learning K complex-valued functions M̃(fk; x), with k = 1, . . . , K.

In the above scenario, a possible modeling solution consists of considering the
free variable fk as an extra input parameter. This means that we are seeking a
“single” model able to represent in a closed-form, the impact of both the input
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parameters x and the frequency points fk on the system output. As an example,
such a model can be obtained via a plain or recurrent ANN [19, 9]. However, as
pointed out in Chap. 2 despite their flexibility, the training of ANN-based structures
requires the solution of a non-convex optimization leading to training issues such
as: expensive training time and/or huge number of training samples [9, 23].

As an alternative, the above problem can be tackled via a scalar-valued re-
gression, but it would require to train a possible huge number of uncorrelated
scalar-output models, one for each output components, thus making the training
process extremely expensive and cumbersome when a large number of frequency or
time points are considered. Moreover, the above approach unavoidably ignores any
correlation among output components, compromising its accuracy and robustness
to noise [38].

A clever workaround to the above issues consists in compressing the output-
dimension via a compression technique such as the principal component analysis
(PCA). The resulting compressed representation of the output components allows
to heavily reduce the number of single output regression problems to be solved,
with beneficial effects on the training cost [52]. Specifically, the PCA [53, 54, 55,
56] allows extracting the inherent correlation existing among several realizations of
output data samples at different frequency or time points, thus leading to a com-
pressed representation of the frequency spectra or wave forms. In such a scenario,
the number of actual single-output models required to represent the data can be
heavily reduced.

To this aim let us recast the output dataset {yi (fk)}L,K
i,k=1 collecting L realizations

computed for different configurations of the input parameters (i.e., the number of
training outputs), each having K output components as K × L matrix Y, such
that the element Yi,k = yi(fk). For normalization purposes, a zero-mean matrix is
considered:

˜︂Y = Y − µ (4.37)
where µ is the mean value of Y, calculated row-wise and subtracted column-wise.

The new rectangular matrix ˜︂Y ∈ CK×L can be decomposed via the singular
value decomposition (SVD) [54, 56]:

˜︂Y = USVH (4.38)
where, assuming that there are L columns of U and V associated with non-zero
singular values, U = [u1, . . . uL] ∈ CK×L,V = [v1, . . . , vL] ∈ CL×L are orthogonal
matrices, such that UHU = VHV = IL×L, collecting the left and right singular
vectors, and S = diag {(σ1, . . . σL)} ∈ CL×L is a diagonal matrix collecting the
singular values sorted in a decreasing order σ1 ≫ σ2 ≫ · · · ≫ σL.

Now, a compressed approximation of the actual matrix ˜︂Y can be obtained as
follows:
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˜︂Y ≈ ˜︂U˜︁S˜︂VH (4.39)
where ˜︂U = [u1, . . . , un] ∈ CK×ñ with ui ∈ CK×1 and ˜︂V = [v1, . . . , vn] ∈ Cñ×L with
vi ∈ CL×1 are the reduced left and right-eigenvector matrices collecting only the
first ñ components (i.e., the first ñ columns of the original matrices U and V, and˜︁S = diag {(σ1, . . . , σñ)} is a reduced diagonal matrix containing the first ñ singular
values.

The above relationship can be used to obtain a compressed representation Z ∈
Cñ×L of the original matrix Y, such that:

Z = ˜︂UH˜︂Y = ˜︁SVH . (4.40)
It is important to note the resulting compressed matrix Z ∈ Cñ×L is smaller than

the original matrix ˜︂Y, since usually ñ ≪ K. Moreover, the rows of the compressed
matrix Z can be considered to be the realizations of a new set of output variables
{z (xl)}L

l=1, with z (xl) ∈ Cñ×1, which can be considered as the collection of L
samples of a compressed ñ-dimensional output variable.

Specifically, the (i, j)-element of the matrix Z, corresponds to the i-th output
of the compressed representation evaluated at the j-th configuration of the input
parameters, i.e., Zij = zi (xj). This means that only ñ single-output models need
to be trained to represent the whole dataset provided by the matrix Y, thus leading
to a substantial improvement in the training time.

Once a surrogate model for each of the ñ components of the compressed multi-
output representation in Z is available, the overall compress surrogate can be inex-
pensively used to predict the system output y(x) ∈ CK×1 for a generic test sample
x ∈ X as follows:

y(x) ≈ µ + ˜︂UZ̄ (4.41)
where Z = [z1(x), . . . , zñ(x)] ∈ C1×ñ.

It is important to remark that the compressed representation z(x) provided by
the PCA compression allows approximating the actual data y(x) with a tunable
accuracy depending on the number of PCA components ñ, such that [54]:(︃

σñ+1

σ1

)︃2
≤ ε2 (4.42)

where ε is a given error threshold tuned by the user.

4.3 Application Examples
This section compares the accuracy and the robustness against noise of the three

implementations of the complex- and vector-valued LS-SVM regression provided
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in this Chapter by considering two different application examples. Specifically, the
proposed approaches are applied to predict the scattering parameters of a serpentine
structure with three parameters and the transfer function of a high-speed link with
four parameters.

4.3.1 Example I
As a first test case, the complex-valued LS-SVM regression is applied to cal-

culate the scattering parameters of a serpentine delay line structure is presented.
Serpentine lines are widely used in printed circuit board (PCB) design to compen-
sate time delays introduced by the trace routing. However, the frequency-domain
behavior of such a structure is heavily affected by its geometrical and electrical pa-
rameters and should be carefully assessed during the design phase to avoid signal
and power integrity issues and to meet design constraints [57].

The structure of the serpentine delay line considered in this example is shown in
Figure 4.1 (inspired by [57]). The S21 scattering parameters of the above structure
are investigated as a function of three parameters (i.e., x = [εr, LL, SW ]T ) in a
frequency bandwidth from 1 MHz to 1 GHz. Table 4.1 shows the range of variabil-
ity serpentine delay line parameters that are simulated to produce the training and
test data. The whole dataset consists of 3000 samples (1000 training data and 2000
test samples). The samples were generated via LHS by assuming a uniform vari-
ability between their maximum and minimum value. For each configuration of the
geometrical parameters, the corresponding scattering parameters were computed
for 5000 linearly spaced frequency sample points. The samples were generated via
a set of parametric simulations with the full-wave solver available in CST.

Figure 4.1: Panel (a): design parameters of the serpentine line to be analyzed;
Panel (b): cross-sectional view of the serpentine line.

The PCA compression is then used to compress the number of frequency compo-
nents in the training set with the aim of simplifying the model training. Figure 4.2
shows the behavior of the normalized singular values of the frequency points of
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Table 4.1: Serpentine delay line parameters for the training and test dataset.

Training Ranges Test Ranges
4.5 mm ⩽ LL ⩽ 5.1 mm 4.5 mm ⩽ LL ⩽ 5.1 mm

3.9 ⩽ ϵr ⩽ 4.5 3.9 ⩽ ϵrv ⩽ 4.5
0.13 mm ⩽ SW ⩽ 0.17 mm 0.13 mm ⩽ SW ⩽ 0.17 mm

1 MHz ⩽ f ⩽ 3 GHz 1 MHz ⩽ f ⩽ 3 GHz
1000 samples for each frequency 2000 samples for each frequency

the training dataset. The plot shows that n̄ = 9 is enough to represent the whole
training set with a 0.001% threshold.

Figure 4.2: Normalized singular value plot of the serpentine delay line for the
considered dataset with 5000 frequency points (blue line). The horizontal line
shows the 0.001% threshold for the PCA truncation

After applying the PCA, the performances of the LS-SVM regression using the
PCF and the CVCF complex kernel function (see Sec. 4.1.1), and the DCK LS-SVM
regression (see Sec. 4.1.2), were assessed on the test samples for the S21 parameter.
To investigate the performance of the mentioned methods, the normalized root
mean square error (NRMSE), which writes:
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Figure 4.3: Comparison of the relative NRMSE values computed by the proposed
approaches on the test samples by considering the real part of the S21 parameter
of the serpentine delay line structure for an increasing number of training samples
(i.e., L = 50, 250, 500)

Figure 4.4: Comparison of the relative NRMSE values computed by the proposed
approaches on the test samples by considering the imaginary part of the S21 pa-
rameter of the serpentine delay line structure for an increasing number of training
samples (i.e., L = 50, 250, 500).

NRMSE% = 100 ·
1
T

√︂∑︁T
t=1 (xy − Xŷ)2

1
T

√︂∑︁T
t=1 X2

y

(4.43)

where Xy can be either the real or imaginary part of the actual test samples, Xŷ is
the corresponding prediction estimated via the proposed metamodels, and T is the
number of test samples.

Figures 4.3 and 4.4 show the normalized error for real and imaginary parts
of these three regression approaches for an increasing number of training samples
(i.e., L=50, 250, and 500). The plots highlight the improved accuracy of the CVCF
and PCF with respect to the DCK. Indeed, with the DCK-based model, we are
implicitly neglecting any kind of correlation between the real and imaginary parts
of the S-parameters, and this lack of complexity becomes even more evident when

71



Kernel-Machine Regressions in Complex- and Vector-Output Regression Problems

a low number of training samples is used to train the model.

Figure 4.5: Schematic of the high-speed interconnect link.

Table 4.2: High-speed interconnect link parameters for the training and test
datasets.

Training and Test ranges
C1(x1) (1 ± 0.5 x1)pF
C2(x2) (0.5 ± 0.25 x2)pF
L1(x3) (10 ± 5 x3)nH
L2(x4) (10 ± 5 x4)nH

4.3.2 Example II
The second application example is based on the high-speed link depicted in

Figure 4.5. The link represents a signal distribution on a PCB. Similar to the
previous example, the frequency response of the link, and thus its performance,
can be greatly influenced by possible variations of its internal parameters [58].

The proposed modeling approaches are here adopted to build a surrogate model
for the frequency-domain behavior of the complex-valued transfer function, in which
y(x; f) = Vout(f ;x)

E(f) , as a function of the values of four lumped components C1 (x1),
C2 (x2), L1 (x3), L2 (x4) defined by four uniformly distributed normalized random
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Figure 4.6: Comparison of the relative NRMSE values computed by the proposed
approaches and a feed-forward multi-output neural network on the test samples
by considering the real part of the transfer function of a high-speed link for an
increasing number of training samples (i.e., L = 20, 100, 150 and 500)

variables x = [x1, x2, x3, x4]T with a variation of ±50% around their central value
(additional details are provided in Table 4.2).

Four input sets with L = 20, 100, 150 and 500 training input configurations were
generated via an LHS and used as input for a computational model implemented in
MATLAB, which provides as output the corresponding transfer function evaluated
at 200 frequency points. The PCA is applied to remove redundant information,
leading to a compressed representation of the original dataset with only n̄ = 10
components using a threshold of 0.01%. The compressed training sets are then
used to train three different surrogate models based on the DCK, PCF, and CVCF
LS-SVM regressions.

Figures 4.6 and 4.7 show the performance of each method on a test set consisting
of 1000 samples assessed via the relative NRMSE in (4.43) for the real and imaginary
parts, respectively. The results clearly highlight the improved accuracy achieved
via the PCF. Moreover, as expected, due to its simplified formulation, the DCK
again provides the lowest accuracy.
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Figure 4.7: Comparison of the relative NRMSE values computed via the proposed
approaches and a feed-forward multi-output neural network on the test samples by
considering the imaginary part of the transfer function of high-speed link for an
increasing number of training samples (i.e., L = 20, 100, 150 and 500).

Moreover, in order to stress the reliability of the proposed techniques, the train-
ing output {yl}L

l=1 was corrupted with Gaussian noise, such that:

yl, noisy (xl) = yl (xl) × (1 + ζn) , (4.44)
where ζn ∼ N (0, σ2

n) is a Gaussian random variable with standard deviation σn =
[0.01,0.03].

Figures 4.8 and 4.9 compare the relative NRMSE computed at a single frequency
point selected as the one providing the maximum error via the proposed approaches
for different values of the noise standard deviation σn and the number of training
samples L for the real and imaginary parts, respectively. Among the introduced
methods, CVCF shows the better performance and robustness against noise, both
for real and imaginary parts.
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Figure 4.8: Three-dimensional plot of the relative NRMSE computed on the real
part of the test samples at a single frequency point selected as the one providing
the maximum error via the proposed approaches (see top left panel for the DCK,
top right for CVCF and central bottom panel for PCF) for different values of the
noise standard deviation σn and the number of training samples L.

4.4 Summary
This Chapter addressed two challenges related to the constructions of surrogate

model in electronic applications with a complex- and vector-valued output. First
of all, it provided a generalized complex formulation of the LS-SVM regression by
investigating the performance of several real and complex-valued kernel functions.
Then, it presented an efficient and effective solution based on data compression
aimed at extending the applicability of standard single-output kernel regression
to vector-valued regression problems. The performance of the above techniques
have been investigated on two examples: a serpentine EM structure with three
parameters and a high-speed link with four parameters.
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Figure 4.9: Three-dimensional plots of the relative NRMSE computed on the imag-
inary part of the test samples at a single frequency point selected as the one pro-
viding the maximum error via the proposed approaches (see top left panel for the
DCK, top right for CVCF and central bottom panel for PCF) for different values
of the noise standard deviation σn and the number of training samples L.
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Chapter 5

Bridging the Gap between ANNs
and Kernel-Machine Regressions
in Vector-Value EM Applications

This chapter presents an alternative strategy for the employment of the kernel
machine regression in multi- or vector-output regression problems with the aim
of building closed-form and efficient vector-valued surrogate models for electronic
devices and circuits. In contrast to the data compression strategy presented be-
fore (see Sec. 4.2), this chapter proposes a generalized vector-valued formulation
of the kernel ridge regression (KRR). Such approach can be directly applied to
tackle multi-output regression problems without requiring any data manipulation
or compression, thus mitigating possible generalization issues due to the selection
of the model components and improving the robustness to noise [59]. Moreover,
the proposed mathematical framework allows at bridging the gap in terms of flex-
ibility between kernel-based regressions and multi-output ANN structures. The
effectiveness and the performance of the proposed vector-valued K-formulation of
the KRR will be investigated on several examples and compared with the perfor-
mance achieved by state-of-the-art techniques such as the PCA+LS-SVM presented
in Chapter. 4.

5.1 Scalar-Output Kernel Ridge Regression
Kernel Ridge Regression (KRR) is a kernel-machine regression having several

similarities with the LS-SVM regression presented in Sec. 2.4.2.
Similar to the LS-SVM regression, let us consider the problem of building a

function f̃ by approximating a set of training pairs S = {(xl, yl)}L
l=1, where xl ∈

X ⊆ Rp represents the training input and yl ∈ Y ⊆ R are the corresponding scalar
outputs. In particular, knowing the training set, we seek the “best” structure of a
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generic function f̂(x) able to approximate f(x) for any x ∈ X by minimizing the
following penalized ERM [13]:

f̂ = arg min
f̃∈H

L∑︂
l=1

(yl − f̃(xl))2 + λ∥f̃∥2
H, (5.1)

where, similar to the LS-SVM regression, we are using a squared loss function
together with a Tickonov regularizer and λ is the hyperparameter associated to it.

According to the representation theorem [13], any optimal solution f̂(x) of (5.1)
can be written as:

f̂(x) =
L∑︂

l=1
αlk(xl, x), (5.2)

where k(·, ·) : Rp×p → R is the kernel function (additional details are provided in
Sec. 2.4).

Plugging (5.2) into (5.1), we can write:

min
α

L∑︂
l=1

(yl −
L∑︂

m=1
αmk(xm, xl))2 + λ∥

L∑︂
l=1

αlk(xl, x)∥2
H, (5.3)

where according to the kernel properties [13]:

∥f̂∥2
H = ∥

L∑︂
l=1

αlk(xl, x)∥2
H

=
L∑︂

l,m=1
αlαmk(xl, xm) = αT Kα. (5.4)

In the above equation K ∈ RL×L is the empirical kernel matrix, also known as
kernel Gram matrix, defined by evaluating the kernel function on each configuration
pairs belonging to the training input set, such that:

[K]ij = k(xi, xj), (5.5)
for any xi and xj in the training input set.

The optimization problem in (5.1) can be written in its matrix form as:

min
α

(y − Kα)T (y − Kα) + λαT Kα, (5.6)
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where y = [y1, . . . , yL]T is a vector collecting the training outputs, whereas Kα
represents the corresponding predictions computed via (5.2).

Also for the KRR, the above optimization admits a closed-form solution, which
writes:

−Ky + K2α + λKα = 0, (5.7)

which can be recast in terms of the following linear system:

(K + λIL)α = y, (5.8)

where IL refers to the L × L identity matrix.
Therefore, the model coefficients in the vector α can be suitably computed by

solving the above linear system of equations, i.e.,

α = (K + λIL)−1y. (5.9)

It is important to point out that the KRR turns out to be equivalent to the
dual space formulation of the LS-SVM regression presented in Sec. 2.4.2 with a null
bias term (i.e., b = 0).

5.2 ANNs vs. Scalar Kernel-Machine Regres-
sions

As briefly presented in Sec. 2.3, ANN structures can approximate any set of
non-linear functions via a collection of artificial neurons connected together and
organized in layers [18]. The overall structure turns out to be extremely flexible,
without any limitation in terms of number of layers, neurons per layer, number of
outputs, etc. Moreover, the mathematical model describing the input-output map
obtained by the ANN is usually not linear with respect to the model unknowns
(i.e., the weights and bias), since they appear within the argument of non-linear
functions (i.e., the activation functions). This allows learning very complex non-
linear behaviors, but on the other hand, the non-linear structure of the ANN model
leads to a non-convex optimization with several local minima. Such non-convex
optimization makes the training phase for the ANN rather complicated and data-
hungry [23, 24].

As shown in Fig. 5.1, a generic kernel model is equivalent to an ANN structure
with a single hidden layer and in which the unknown weights (i.e., {α1 . . . , αL})
appear linearly as the connection between the hidden and the output layer [25, 60].
It is important to remark that in such structure the number of both weights and
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Figure 5.1: ANN interpretation of a scalar-output kernel regression (the picture is
inspired by [60]).

neurons in the hidden layer are fixed, and turns out to be equal to the number of
training samples [60] (or less for the support vector machine regression [25, 26]).
This means that the overall model complexity in terms of regression unknowns,
turns out to be independent of the number of input parameters [25]. Unlike ANNs,
the linear model structure adopted by kernel regressions (i.e., the model unknowns
appear linearly) has the key advantage of heavily simplifying the training phase,
which reduces to the solution of a standard convex optimization [61], thus leading
to several advantages in terms of training time and accuracy with respect to the
number of training samples [23, 24, 61, 62].

Conversely, in the advocated scalar kernel regressions, the lack of flexibility
needed to guarantee the linear structure leads to some limitations with respect to
ANN. In fact, their implementations are usually limited to scalar-output regression
problems [63].

5.3 From Scalar- to Vector-Valued KRR
This Section aims at providing a generalized formulation of the scalar-output

KRR presented in Sec. 5.1 for vector-valued output or multi-task regression prob-
lems. For the sake of simplicity, we will focus on the specific case of vector-valued re-
gressions for which the training set is defined as S = {(xl, yl)}L

l=1, in which x ∈ X ⊆
Rp is a vector collecting the configurations of the input parameters (e.g., geometri-
cal and electrical parameters of an EM structure) and yi = [y(1)

i , . . . , y
(D)
i ]T ∈ RD is
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a vector collecting the corresponding vector-valued training outputs (e.g., the fre-
quency samples of a frequency response). The above training set can be rewritten
in its compact form as S = {(X, Y)} where X = [x1, . . . , xL]T is a L × p matrix
collecting the configurations of the training input and Y = [y1, . . . , yL]T is a L×D
matrix associated to the training outputs.

Given the information available in the training set S, our goal is to learn D

scalar functions f̂
(d) : X → R with d = 1, . . . , D, able to provide an accurate

prediction of the actual output vector y(x) for any configuration of the parameters
x ∈ X . 1 In order to deal with the above vector-valued regression problem, the
learning problem in Eq. (5.1) must be generalized as follows:

f̂ = arg min
f̃∈H

D∑︂
d=1

L∑︂
l=1

(y(d)
l − f̃

(d)(xl))2 + λ∥f̃∥2
H, (5.10)

where y
(d)
l and f̃

(d)(xl) represent the d-th component of the l−th training output
and the corresponding model prediction, respectively.

According to the represented theorem for vector-valued regression problem pre-
sented in [64], any solution f̂ of Eq. (5.10) takes the form:

f̂(x) =
L∑︂

l=1
K(x, xl)cl, (5.11)

where K(·, ·) : Rp×p → RD×D is a matrix multi-output kernel acting on the column
vectors cl ∈ RD collecting the regression unknowns for l = 1, . . . , L. For a generic
output n, the above equation writes:

f̂
(n)(x) =

L∑︂
l=1

[K(x, xl)][n,:]cl

=
D∑︂

d=1

L∑︂
l=1

[K(x, xl)][n,d]cd,l, (5.12)

where [K(x, xl)][n,:] and [K(x, xl)][n,d] denotes the n-th row and the (n, d)-element
of the matrix kernel K(·, ·), respectively, and cd,l is the d-th element of the vector
cl.

Equation (5.12) can be rewritten in its scalar form, i.e.,

1The proposed formulation can be extended to the more general case of multi-task formulation
in which the number of training samples Ld can vary for each output d, as well as the number of
parameters pd.
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f (n)(x) =
D∑︂

d=1

L∑︂
l=1

k((x, n), (xl, d))cd,l, (5.13)

where k((x, n), (xl, d)) : Rp×p × R{1,...,D}×{1,...,D} → R represents the (n, d) entry of
the multi-output kernel matrix K(x, xl), such that k((x, n), (xl, d)) = [K(x, xl)][n,d].

5.3.1 Separable Multi-Output Kernels for Vector-Valued
Regression

The kernel structure in Eq. (5.12) and Eq. (5.13) was introduced by [65]. The
multi-output kernel should be able to account for the correlation in both the param-
eter space and output components. Unfortunately, there do not exist off-the-shelf
kernel functions which can be directly applied in such context. The simplest so-
lution is to work on a specific class of multi-output kernels such as the separable
kernel or sum of separable kernels [65, 64]. Specifically, we will consider matrix ker-
nel functions K(x, x′), obtained as the product between two scalar kernels acting
either on the input space or on the output dimensions, such that:

[K(x, x′)][d,d′] = k((x, d), (xl, d′))
= kx(x, x′)ko(d, d′), (5.14)

where kx and ko are scalar kernels acting independently on the input space (i.e.,
kx : X × X → R) and output dimensions (i.e., ko : {1, . . . , D} × {1, . . . , D} → R).

Therefore, for each pairs x and x′ belonging to the input space X , the resulting
multi-output kernel matrix K(x, x′) can be written as:

K(x, x′) = kx(x, x′)B, (5.15)

where B ∈ RD×D is a symmetric semi-definite matrix completely independent from
the input parameters x and x′, in which its elements are obtained by evaluating
the scalar kernel ko on the output dimensions (i.e., {1, . . . , D} × {1, . . . , D}). The
overall kernel matrix K(x, x′) is a D × D symmetric matrix by construction, since
it is the product of a symmetric function kx(x, x′) with a symmetric matrix B.

By combining the optimal solution in Eq. (5.11) for the vector-output scenario,
with the separable kernel structure in Eq. (5.14), we can write:

f̂(x) =
L∑︂

l=1
K(x, xl)cl =

L∑︂
l=1

kx(x, xl)Bcl. (5.16)
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5.3.2 Matrix Formulation for Vector-Valued KRR with Sep-
arable Kernel

Let us now consider the following matrix formulation of the ERM in Eq. (5.10)
developed for the vector-valued scenario:

min
f∈H

∥Y − F∥2
F + λ∥f∥2

H, (5.17)

where F = [fT
1 , . . . , fT

L] is a L × D matrix collecting the model predictions for the
samples in the training set, such that [F]ij = f (j)(xi), and ∥ · ∥F is the Frobenius
norm defined as:

∥A∥2
F =

∑︂
i=1

∑︂
j=1

a2
ij = Tr(AAT ). (5.18)

According to Eq. (5.12) and Eq. (5.15), the n-row of the matrix F in Eq. (5.17)
writes:

[F][n,:] = f̂(xn)T =
L∑︂

l=1
kx(xn, xl)cT

l BT

=
L∑︂

l=1
kx(xn, xl)cT

l B. (5.19)

Since B is a symmetric matrix (i.e., B = BT ), the matrix F can be rewritten
as [66]:

F = KxCB, (5.20)

where Kx ∈ RL×L with [Kx][ij] = kx(xi, xj) is the Gram matrix associated to
the kernel kx evaluated on the input training samples and C ∈ RL×D is a matrix
collecting the regression unknowns cl, such that C = [c1, . . . , cL]T

By substituting the above model structure in Eq. (5.17), we get the following
optimization problem:

min
C

∥Y − KxCB∥2
F + λ⟨CT KxC, B⟩F , (5.21)

in which ⟨·, ·⟩F is the inner Frobenius product, which for the case of matrices A
and B writes:
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⟨A, B⟩F =
∑︂
i,j

AijBij = Tr(AT B). (5.22)

According to [67] and the references within, the optimal values for the entries of
the coefficient matrix C can be estimated as the ones which satisfied the following
discrete-time Sylvester equation:

KxCB + λC = Y. (5.23)

After computing the unknown matrix C by solving the above equation, Eq. (5.16)
use to make predictions for a generic input configuration x ∈ X :

f̂(x) =
L∑︂

l=1
kx(x, xl)Bcl =

L∑︂
l=1

K(x, xl)cl. (5.24)

5.4 Training Algorithms

5.4.1 Kronecker formulation & Gradient Descent
The simplest way to solve the discrete-time Sylvester equation in (5.23) comes

from its Kronecker formulation [68], which writes [66]:

(B ⊗ Kx + λILD)⏞ ⏟⏟ ⏞
A

vec(C) = vec(Y), (5.25)

where ⊗ is the Kronecker product, ILD refers to the LD × LD identity matrix
and the vec(·) operator stacks column of its argument matrix into a column vector
and therefore vec(C) ∈ RLD is a vector collecting the regression coefficients cl in
Eq. (5.11), with C = [c1, . . . , cL]T ∈ RL×D. Like the scalar case, the above equation
can be rewritten in terms of the Gram vector-valued matrix K, such that:

(K + λILD) vec(C) = vec(Y), (5.26)

where the Gram vector-valued matrix K ∈ R(LD)×(LD) associated to the whole input
training dataset X and output components writes:

K = K(X, X) = B ⊗ kx(X, X) = B ⊗ Kx. (5.27)
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It is straightforward to see that the unknown coefficients collected in the vector
vec(C) can be computed by solving a linear system of equations, which writes:

vec(C) = (B ⊗ Kx + λILD)−1 vec(Y). (5.28)

Therefore, the model training can be recast as the solution of a linear system
of equations with LD equations in LD unknowns. A direct solution of such linear
systems requires the inversion of a possible coupled matrix A in Eq. (5.25) of
dimension LD × LD, for which the computational complexity scales as O(L3D3).
This makes the direct inversion of the matrix A extremely inefficient or intractable
in a standard laptop when the product between the number of training samples L
and the output dimensionality D, becomes in the order of thousand.

To mitigate the above limitation, the linear system in Eq. (5.25) can be solved
in a more efficient way via an iterative procedure based on the gradient descent
(GD) algorithm [61, 69]:

vec(C)k = vec(C)k−1 − α[A vec(C)k−1 − vec(Y)], (5.29)

where vec(C)k represents the unknown regression coefficients estimated at the k-th
step and α is a scalar number, known as the learning rate, defining the step-size at
each iteration.

Specifically, the proposed modeling framework implements the conjugate gradi-
ent method [69], which provides an efficient version of the above algorithm tailored
for semi-definite matrices, such as the matrix A [59]. Such implementation allows
reducing the computational complexity of the training phase from O(L3D3) to
O(KL2D2), where K is the number of iterations required by the GD algorithm to
converge. It is important to remark that thanks to the benefits in terms of compu-
tational cost of the GD algorithms with respect to the plain inversion algorithms,
the above inversion scheme implemented in standard laptop allows to deal with
regression problems in which LD ≤ 10k.

5.4.2 Diagonalization Procedure
Diagonaliazation can be seen as an more efficient way with respect to the Kro-

necker formulation presented in the previous Section for the solution of the discrete-
time Sylvester equation (5.23) based on a representation of the Gram kernel ma-
trices Kx and B in terms on their eigenvector and eigenvalue matrices [70], i.e.,:

Kx = UΛUT and B = TMTT , (5.30)

where U ∈ RL×L and T ∈ RD×D are matrices collecting the eigenvectors of the
matrices Kx and B, respectively, whereas Λ ∈ RL×L and M ∈ RD×D are diagonal
matrices collecting the corresponding eigenvalues.
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Using the definitions in Eq. (5.30), the discrete-time Sylvester equation in
Eq. (5.23) can be rewritten as:

ΛC̃M + λC̃ = Ỹ, (5.31)

where C̃ = UT CT and Ỹ = UT YT are new transformed matrices collecting a
transformed version of regression unknowns and source term, respectively.

Due to the diagonal structure of Eq. (5.31), a generic entry of the unknown
matrix [C̃]ij = cij can be suitably computed via a scalar equation defined by the
diagonal eigenvector matrices Λ and M, such as:

c̃ij =
ỹij

[Λ]ii[M]jj + λ
. (5.32)

Once the entries of the matrix C̃ has been computed via the above equation, the
original unknown matrix C can be reconstructed as:

C = UC̃TT . (5.33)

The above approach for solving the discrete-time Sylvester equation turns out
to be more efficient than its equivalent solution based on the Kronecker formula-
tion [68] presented in [59]. Indeed, since the diagonalization is applied on the ma-
trices Kx and B separately, the computational cost required for the model training
reduces from O(L3D3) to O(L3 +D3 +L2D+LD2), thus leading to beneficial effect
on the training time when the product L × D is large.

5.5 Separable Kernels for Vector-Valued KRR
This Section aims at discussing possible solutions for the design of separable

kernel functions tailored for vector-valued KRR.

5.5.1 Block-diagonal Multi-Output Kernel Matrix
The discussion starts considering a special case of the separable kernel function

in Eq. (5.14), in which the kernel acting on the output dimensions ko(d, d′) = δd,d′ ,
such that:

kx(x, x′)ko(d, d′) = kx(x, x′)δd,d′ , (5.34)

where δd,d′ is the Kronecker delta. This means that in Eq. (5.16) we are considering
B = ID (i.e., the identity matrix).
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In the above case, the overall regression problem turns out to be equivalent to
train D scalar regression problems using the same kernel function kx. Therefore,
the associated Gram kernel matrix K(X, X) becomes a LD × LD block diagonal
matrix:

K(X, X) = diag(Kx, . . . , Kx) =

⎡⎢⎢⎢⎣
Kx 0 ...
0 . . . 0
... 0 Kx

⎤⎥⎥⎥⎦ . (5.35)

Such decoupled interpretation of the vector-valued KRR has several advantages
with respect to the standard modeling scheme in which a plain scalar kernel re-
gression is applied to construct a set of independent surrogate models, one for each
output dimensions. Indeed, even if the multi-output kernel in Eq. (5.34) still con-
siders the output dimensions to be independent, it allows to learn them in one
shoot via the solution of single optimization problem. This means that the number
of hyperparameters to be tuned during the model training is independent from the
number of output dimensions, since it is determined by the structure of scalar kernel
kx, only. Also, possible correlations among the output dimensions are inherently
accounted during the training phase by means of the hyperparameters tuning, since
the latter operation is carried out on the whole training set and output dimensions.

It is important to notice that thanks to the block-diagonal structure of the
Gram kernel matrix K(X, X) in Eq. (5.35), the regression training turns out to be
extremely efficient. Indeed, the overall inversion of the LD × LD Gram matrix K
reduces to invert a L × L matrix, i.e.,

[K + λILD]−1 = [diag((Kx + λIL), . . . , (Kx + λIL))]−1

= diag([Kx + λIL]−1, . . . , [Kx + λIL]−1)
= ID ⊗ [Kx + λIL]−1. (5.36)

Due to the block diagonal structure of the vector-valued kernel matrix K in
Eq. (5.35), the overall computational complexity required by the matrix inversion
is O(L3) (i.e., the computational cost required to invert the sub-matrix [Kx +λIL]),
since the hyperparameters of the kernel kx and λ are shared by all the output
dimensions.

5.5.2 Coupled Multi-Output Kernel Matrix
A possible alternative for the kernel ko acting on the output dimensions is

provided by the so-called mixed kernel [65], which writes:

ko(d, d′) = ω + (1 − ω)δd,d′ , (5.37)
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or equivalently to a matrix B in Eq. (5.16):

B = ω1 + (1 − ω)ID, (5.38)

where 1 is a D × D matrix whose entries are equal to 1 and ω ∈ [0,1] is the kernel
hyperparameter.

The resulting Gram kernel matrix K(X, X) is a coupled matrix accounting for
a possible uniform correlation among all the output components. It is important
to point out that by setting ω = 0, the learning problem turns out to be equivalent
to the block diagonal formulation presented before.

A separable kernel structure based on the product of standard radial basis func-
tion (RBF) kernels [59] can be used as a trade-off between the uncoupled and mixed
kernel function. In this case, the scalar kernels kx and ko write:

kx/o(θ, θ′) = exp
(︄

−∥θ − θ′∥
σx/o

)︄2

, (5.39)

where the pair (θ, θ′) can be any combination of input or output pairs, σx and σo

are the hyperparameters of the scalar kernels kx and ko, respectively. Such hyperpa-
rameters are shared by all the output dimensions and can be tuned once via either
cross validation or validation set [14], for instance via Bayesian optimization [49].

The idea of using a Gaussian RBF function for the kernel ko acting on the
output components allow to account for possible correlation in the input and output
dimension, thus providing an interesting alternative to the uncoupled and mixed
kernel functions. Indeed, a large value of σo will lead to a strong coupling among
the output components, while a small value leads to a block diagonal problem.
For the sake of illustration Fig. 5.2 provides a graphical interpretation of block-
diagonal (left panel), weakly coupled (central panel) and strongly coupled (right
panel) kernel Gram matrices. In such scenario, the coupled matrix A in Eq. (5.25)
of dimension LD × LD can be inverter via the algorithms presented in Sec. 5.4.1
and Sec. 5.4.2.

5.6 Illustrative Example
This Section provides a more practical interpretation of the mathematical for-

mulation presented from Sec. 5.3 to Sec. 5.5.2 by means of an illustrative example,
with the aim of discussing the advantages and drawbacks of the proposed vector-
valued KRR. Without loss of generality, the proposed results will focus on the
high-speed link in Fig. 5.3.

Specifically, the proposed vector-valued KRR is applied to predict the para-
metric behavior of the magnitude of the frequency response y(x; f) = |H(f ; x)| =
|Vout(f ; x)/E(f)|, as a function of 11 normalized parameters collected in the vec-
tor x = [x1, . . . , x11]T , in which each parameter xi ∼ U([−1, +1]) is modeled as
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Block- Diagonal Weakly Coupled Strongly Coupled

Figure 5.2: Graphical interpretation of the resulting block-diagonal (left panel),
weakly coupled (central panel) and strongly coupled (right panel) kernel Gram
matrix. Dark color is used for matrix entries with smaller values and bright color
is used for matrix entries with higher values.

a normalized uniformly distributed random variable. Additional details about the
variability and mean value of the 11 parameters are provided in Tab. 5.1. The high-
speed link has been implemented by means of a parametric simulation in MATLAB.
Such implementation is then used to generate the training, validation and test set
based on a latin hypercube sampling (LHS).

Table 5.1: Mean value and corresponding relative range of variation of the 11
parameters considered for the illustrative example in Sec. 5.6.

Parameter Mean Value Uniform Variation
C1(x1) 1 pF 20%
C2(x2) 0.5 pF 20%
L1(x3) 10 nH 20%
L2(x4) 10 nH 20%
εr(x5) 4.1 1%
w(x6) 252 µm 1%
t(x7) 35 µm 1%
h(x8) 60 µm 1%

Len1(x9) 5 cm 5%
Len2(x10) 3 cm 5%
Len3(x11) 3 cm 5%
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E(f)

75Ω L1(x3)

1pF

25Ω

6nH

1pF

10nH

0.5pF 5Ω

C1(x1)

L2(x4)

C2(x2) 50Ω
Vout(f)

εr(x5) h(x8)

w(x6)

t(x7)

Len2(x10)

Len1(x9)

Len3(x11)

Figure 5.3: Schematic of the high-speed link considered as illustrative example in
Sec. 5.6.

Figure 5.4: Parametric behavior of the magnitude of transfer function y(x; f) of
the high-speed link in Fig. 5.3 computed on 1000 test samples for CASE A, B and
C.

5.6.1 Performance Analysis
The performance of the proposed KRR are investigated on three different con-

figurations of the proposed test-case:

• CASE A: noise-free training set in a frequency band from 1MHz to 2GHz;
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• CASE B: noisy training set2 in a frequency band from 1MHz to 2GHz;

• CASE C: noise-free training set in a wider frequency band from 1MHz to
5GHz.

Figure 5.5: Parametric and scatter plots comparing the prediction of the proposed
vector-valued KRR with block-diagonal and coupled kernel with the corresponding
ones obtained from the computational model for CASE A, B and C on 1000 test-
samples.

For each of the above configurations, the parametric behavior of the magnitude
of the frequency response H(f ; x) is investigated for 100 equally spaced frequency
points (i.e., the number of outputs is D = 100). For the sake of illustration,

2Uniformly distributed and uncorrelated noise terms affecting the real and imaginary part of
the frequency response H(f ; x) with an absolute level of 0.05.
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Table 5.2: Comparison of training time ttrain, and relative L2- and L∞- error com-
puted for the coupled and uncoupled kernel implementation of the proposed vector-
valued KRR. The study was conducted on the illustrative example of Fig. 5.3, for
1000 test samples.

Kernel
Matrix Error Case A

(L = 150)
Case B

(L = 150)
Case C

(L = 300)

Block-Diagonal L2 0.43% 5.77% 4.1%
Kernel L∞ 15.69% 31.66% 35%

(see Sec. 5.5.1) ttrain 13s 16s 23s
Coupled L2 1.32% 2.54% 6.7%
Kernel L∞ 11.51% 16.74% 48%

(see Sec. 5.5.2) ttrain 812s 1547s 1527s

Fig. 5.4 shows the spread of 1000 realizations (use as test samples) of the frequency
responses for the three considered configurations: CASE A, B and C. The plots
highlight the complexity of the three datasets, as well as the strong sensitivity of
the model output to the considered parameters.

Two vector-valued KRRs with a block-diagonal and a coupled kernel are trained
with L training samples by merans of the GD alghoritm. A validation set [14]
with 150 samples is used within a Bayesian optimization [49] to tune the regres-
sion hyperparmaters by considering the following intervals: σx = [10−2,102], σo =
[10−4,10−2] and λ = [10−3,10−1] for the coupled kernel matrix and σx = [10−2, 102],
σo = [10−11,2 · 10−11] and λ = [10−5,10−2] for the block-diagonal one.

Figure 5.5 provides a comparison between the predictions obtained by the pro-
posed vector-valued KRR trained with a block-diagonal and coupled kernel matrix
(see Fig. 5.2) for three different configurations of the input parameters x and the
corresponding scatter plots computed on the 1000 test samples. The comparison
highlights the excellent capability of trained models to capture the actual variation
of the transfer function under modeling for the three considered test-case configura-
tions. Moreover, Table 5.2 presents a quantitative comparison among the proposed
implementations in terms of training time ttrain, relative L2- and L∞-error com-
puted in linear scale from the predictions in dB provided by the proposed models
on 1000 test samples. The figures of merit provided in the table lead to the following
observations:

• Training time: as shown in the rows labeled with ttrain in Tab. 5.2, the compu-
tational cost for the training of the vector-valued KRR with coupled kernel is
higher than the one required by the block-diagonal implementation. Indeed,
as discussed in Sec. 5.5, the computational complexity of the model training
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depends on the structure of the matrix A to be inverted in Eq. (5.25), and it
is proportional to O(KL2D2) for the implementation of the proposed vector-
valued KRR with a coupled kernel and reduces to O(KL2) for the uncoupled
one based on the GD.

• Model accuracy: the KRR implementation based on the block diagonal kernel
provides the most accurate model for CASE A and C with a L2-error below
5%. The high value of the L∞-error (i.e., the worst-case error) for the CASE
C is motivated by the inherently resonance behavior of the frequency response
under modeling in the considered frequency bandwidth. On the other hand,
the results for CASE B highlight the benefits of the regularization effect on the
output dimension introduced by the coupled kernel [70]. Such regularization
allows to suppress the sharp fluctuations induced by the noise, thus leading
to a more accurate prediction on the noiseless test set.

Summarizing, the block diagonal kernel provides the best trade-off between
efficiency and accuracy for noiseless multi-output regression problems, but it is
also extremely sensitive to noise. Indeed, the block-diagonal formulation does not
directly account for a possible correlation among the output dimensions (i.e., the
frequency points of the frequency response), thus increasing the model variance
and leading to overfitting issue in the output space. On the contrary, the coupled
formulation introduces a regularization effect on the output dimensions, leading to
a smoother model in the output space able of heavily suppressing noise fluctuations.

5.6.2 Comparison with State-of-the-art Techniques
The training and validation set generated for the CASE B, are hereafter used

to compare the performance of the proposed vector-valued KRR with the ones of a
corresponding surrogate model constructed via the combination of the PCA+LS-
SVM regression. Also in this case the vector-valued KRR is trained by using a
Gaussian RBF kernel for both input parameters and output dimensions and the
model hyperparameters are tuned via a 3-fold cross-validation. For the model based
on the PCA+LS-SVM regression two different compression levels have been con-
sidered by using the relative tolerance of 0.6% and 0.01% for the PCA compression,
leading to a compressed model with either 2 or 100 components, respectively.

Table 5.3 provides an exhaustive comparison between the above methods in
terms of training time and relative L2-norm error computed in dB on 1000 test
samples for an increasing number of the training samples (i.e., L = 30, 90 and
150). The results show that the computational cost required to built a vector-
valued model with the proposed efficient implementation of the multi-output KRR
turns out to be comparable with the one required by the PCA+LS-SVM with a
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Table 5.3: Relative L2-error and training time computed from the predictions in
dB obtained by the proposed vector-valued KRR and PCA+LS-SVM regression
trained with increasing number of noisy training samples.

Methods L = 30 L = 90 L = 150
εL2 ttrain εL2 ttrain εL2 ttrain

KRR 4.0% 25s 2.8% 38s 2.5% 51s(Proposed)
PCA+LS-SVM 7.5% 6s 5.0% 33s 4.3% 63s(Rel.Tol.=0.01%)
PCA+LS-SVM 6.8% 1.5s 5.9% 1.5s 4.6% 2s(Rel.Tol.=0.6%)

relative tolerance of 0.01%. It is important to notice that the proposed implemen-
tation of the vector-valued KRR has a speed up of ×30 with respect to its GD
implementation proposed in the previous session and in [67].

Concerning the model accuracy, the errors reported in the table clearly highlight
the improved performance of the proposed vector-valued KRR with respect to the
ones achieved by the PCA+LS-SVM for all the considered training sets. The above
statement is further supported by the parametric plot in Fig. 5.6 computed from
the predictions of the considered methods trained with L = 150 training samples
for two random configurations of the input parameters belonging to the test set.
The plot clearly highlights the limited capability of the PCA compression to learn
the actual correlation among the output components when the data are corrupted
by noise. Indeed, the compressed representation of the training set obtained from
the PCA still contains a non-negligible level of noise, which cannot be filtered out
even if a small number of components is considered. On the other hand, thanks
to the output dimension regularization provided by the kernel ko in Eq. (5.14), the
corresponding model trained via the proposed vector-valued KRR turns out to be
more accurate and robust to noise.

Moreover, Figure 5.7 shows a statistical comparison among the methods in terms
of the probability density functions (PDFs) computed on 1000 test samples for all
the frequency points. Also in this case, it is possible to notice the detrimental effect
of the noise on the predictions obtained by the PCA+LS-SVM models, which is
responsible for the spurious peaks visible in the corresponding PDFs around -18
and -16 dB.
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Figure 5.6: Parametric plots comparing the frequency responses predicted by the
proposed method and the PCA+LS-SVM surrogate models for 2 different realiza-
tions of the input parameters.

Figure 5.7: Comparison of the PDFs computed from the predictions of the surrogate
models built via the proposed and PCA+LS-SVM regression with Tol.= 0.6% and
0.01% on 1000 test samples and for all the frequency points.

5.7 Application Example: Doherty Amplifier
This Section discusses the performance of the proposed method by consider-

ing the optimization of the power splitter of the Doherty amplifier illustrated in
Fig. 5.8 [71]. Specifically, the proposed vector-valued KRR is used to train a para-
metric model able to predict the S11 and S21 of the amplifier, as a function of several
coupled and uncoupled parameters listed in Tab. 5.4, characterizing the working
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point of the amplifier and the geometry of the power splitter (see the red square in
Fig. 5.8).

Table 5.4: Mean value and corresponding relative range of variation of the param-
eters considered for the optimization of the Doherty amplifier in Sec. 5.7.

Parameter Mean Value Uniform Variation
WT L1 29.44 mil 50%
WT L2 50.78 mil 50%
WT L3 29.44 mil 50%
WT L4 29.44 mil 50%
WT L5 50.78 mil 50%
WT L6 29.44 mil 50%
WT L7 29.44 mil 50%
WT L8 29.44 mil 50%

LT L1 & LT L2 646.85 mil 2.5%
LT L4 & LT L6 620.9 mil 2.5%
LT L3 & LT L5 646.85 mil 2.5%
LT L7 & LT L8 646.85 mil 2.5%

Vdc1 2.45 v 5%
Vdc2 7 v 5%

Vdc3 & Vdc4 28 v 5%

First of all, the schematic in Fig. 5.8 has been implemented as a parametric
simulation in ADS. For any configuration of the input parameters, the ADS sim-
ulation provides the frequency responses of the scattering parameters S11 and S21
computed for D = 1101 frequency points in a bandwidth from 1.9 GHz to 3 GHz.
A set of L = 700 training samples and 100 validation samples have been generated
via a LHS.

Such samples have been used to train a parametric model for the scattering
parameters of interest via the KRR with the block-diagonal kernel. The model
training takes 220 s. The obtained models are then used together with a “brute
force” optimization algorithm based on a random grid search [72] implemented in
MATLAB, with the aim of optimizing the amplifier parameters in order to meet
the following constraints:

S11 ≤ −10dB for 2.4GHz ≤ f ≤ 2.6GHz (5.40a)
10dB ≤ S21 ≤ 12dB for 2.1GHz ≤ f ≤ 2.9GHz. (5.40b)

Figure 5.9 compares the S11 and S21 scattering parameters estimated after the
optimization via the proposed vector-valued model with those obtained from the
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Figure 5.8: Schematic of the Doherty amplifier considered in Sec. 5.7 (inspired
by [71]).
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Figure 5.9: Scattering parameters of the Doherty amplifier presented in Sec. 5.7
obtained from the initial design (dashed black line) and after optimization carried
out via the ADS random optimizer (solid red line) and the proposed model (solid
blue line).

initial design. Moreover, the plots show the corresponding results obtained from the
random optimizer (default option) in ADS after 2800 iterations. The results clearly
highlight the strong agreement and consistence between the optimization results
obtained via the proposed modeling scheme and the ones obtained from the ADS
optimization. Concerning the computational cost, the overall optimization with
our advocated model takes 25s. On the other hand, the corresponding optimization
in ADS requires 2800 iterations and takes 386 seconds. The proposed simulation
approach leads to a speed up 15× with respect to ADS. It is important to stress that
the obtained speed up is mitigated by the relatively fast simulation time required
by the ADS circuital solver when it is used in small-signal analysis. Moreover,
unlike the ADS optimizer, the obtained model turns out to be independent from
the optimization constraints and therefore can be suitably adopted as it is to meet
different optimization constraints, as well as for the stochastic analysis within the
uncertainty quantification scenario [7, 59].
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5.8 Application Example: 2-GHz Low-Noise Am-
plifier (LNA)

The performance of the proposed technique has been further evaluated on the
UQ of the scattering parameters of the 2-GHz low-noise amplifier (LNA) shown
in Fig. 5.10 by considering 25 Gaussian stochastic variables affecting the parasitic
resistances, capacitances and inductances of the BJT, its forward current gain, all
the lumped components in the amplifier schematic, and the widths of the microstrip
lines, each with a 10% relative standard deviation [73, 74].
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Figure 5.10: 2-GHz BJT LNA.

The considered test case has been implemented as a parametric small-signal AC
analysis in HSPICE. Such implementation allows computing the two-port scattering
parameters S11 and S21 of the LNA at 201 frequency points for any configuration of
the 25 random parameters. The HSPICE simulations have been used to generate
three training sets with an increasing number of samples (i.e., L = 30, 50, and 100)
based on a LHS and to run a 1000-sample MC simulation that is used hereafter as a
reference for the proposed statistical analysis. Two independent surrogate models,
one for S11 and one for S21, have been trained via the proposed implementation of
the vector-valued KRR presented in Section 5.3.

Table 5.5 reports the performance of the obtained surrogate models in terms
of training time and relative L2-norm error computed on a test set collecting the
results of a 1000-sample MC simulation for the parameters S11 and S21 by consid-
ering an increasing number of the training samples (i.e., L = 30, 50, and 100). The
results show a constant reduction of the model error (i.e., the relative L2-error) with
respect to the number of training samples (i.e., L), thus highlighting the capability
of the proposed vector-valued KRR of learning the actual information provided by
the training set. Concerning the computational cost, the training time required to
build the proposed vector-valued surrogate models is less than 7 min for all the
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Table 5.5: Training time and relative L2-error computed from the frequency-domain
samples of the predictions of the surrogate models trained with an increasing num-
ber of training samples via the proposed implementation of the vector-valued KRR
for the S11 and S21 parameters by considering 1000 test samples.

Parameter
L = 30 L = 50 L = 100

ttrain L2-error ttrain L2-error ttrain L2-error
S11 74s 6.15% 115s 3.58% 205s 2.70%
S21 78s 1.96% 118s 1.54% 216s 1.16%

considered modeling scenarios. After the training, the evaluation of the obtained
model on the 1000 test samples required less than 20s, while the corresponding MC
simulation requires 1131s.

Figure 5.11: S11 parameter of the LNA in Fig. 5.10. Top panel: the gray lines show
the magnitude of the S11 computed from a 1000-sample MC simulation. The blue
solid and the red dashed lines are the magnitude of the average S11 obtained from
the MC samples and the proposed model, respectively. Bottom panel: the blue
solid and the red dashed lines are the magnitude of the S11 variance obtained from
the MC samples and the proposed models, respectively.

Figures 5.11 and 5.12 compare the mean (top panels) and the variance (bot-
tom panels) of the magnitude value of the S11 and S21 parameters predicted by
the proposed surrogate models trained with L = 50 training samples against the
corresponding results computed via the MC samples. The results show an excellent
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Figure 5.12: S21 parameter of the LNA in Fig. 5.10. Top panel: the gray lines show
the magnitude of the S21 computed from a 1000-sample MC simulation. The blue
solid and the red dashed lines are the magnitude of the average S21 obtained from
the MC samples and the proposed models, respectively. Bottom panel: the blue
solid and the red dashed lines are the magnitude of the S21 variance obtained from
the MC samples and the proposed models, respectively.

agreement between the mean value and the variance predicted by the proposed sur-
rogate model and the ones computed from the MC samples, being the two sets of
curves almost perfectly overlapped. Furthermore, Fig. 5.13 shows the probability
density function (PDF) of the S11 and S21 parameters computed at f0 = 2 GHz.
Also in this case, the histograms predicted by the proposed models are in perfect
agreement with the corresponding ones calculated from the MC simulation, thus
confirming the excellent performance of the proposed approach in the UQ scenario.

5.9 Summary
This Chapter presented a generalized vector-valued formulation of the KRR,

able to deal with the inherently multi-output nature shared by most of the elec-
tronic applications. The proposed vector-valued KRR provides a generalization
of the mathematical framework used by state-of-the-art scalar kernel regressions
and can be seen as an alternative to the data compression strategy presented in
Chapter 4. The mathematical framework of the vector-valued KRR has been dis-
cussed in detail, together with possible alternatives for the kernel functions and
training schemes. The feasibility and the strength of the proposed approach have
been investigated on an illustrative example consisting of an high-speed link, the
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Figure 5.13: Comparison of the PDFs of the S11 and S21 parameters at the frequency
f0 = 2 GHz computed from the predictions of the surrogate models built via the
proposed vector-valued KRR evaluated on 1000 test samples and the corresponding
ones computed from a 1000-sample MC simulation.

optimization of a Doherty amplifier and the UQ of the scattering parameters of a
LNA.
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Chapter 6

Conclusions & Future Work

This dissertation focused on the development of modeling techniques for the
construction of efficient and accurate surrogate models for the outputs of interest in
electronic devices and circuits. The problem statement and the considered modeling
framework have been introduced in Chapter. 1. A brief overview of state-of-the-art
regression approaches such as: standard regressions based on linear model, kernel
machines regression and ANN has been presented in Chapter. 2, along with several
considerations about their advantages and drawback supported by two examples.

Chapter 3 addressed a very relevant issue for the surrogate modeling construc-
tion such as the possibility of reducing the computational cost arising from the
training set generation. The proposed solution is based on the idea PKBML. the
underlying idea is to train the surrogate model with an heterogeneous training set
combining the prediction of a computational expensive high-fidelity model and the
ones of a more efficient low-fidelity model. The obtained dataset, after some ma-
nipulation, can be used as a training set for any regression algorithm. Two different
implementation of the PKBML have been investigated, such as the PKI and SD,
and their performance have been evaluated on a realistic example consisting of a
hybrid copper-graphene on-chip interconnects.

Chapter 4 provides an unconventional solutions for two main limitations re-
lated to the use of kernel-machine regression in EM applications. Indeed, despite
the advantages shown by kernel-machine regressions with respect to other regres-
sion techniques, in regression problems with dozens input parameters and with a
“small” number of training samples, such as: their cheap computational cost and
improved accuracy, their plain implementation is limited to scalar- and real-valued
problems. The above issues motivated the complex formulation of the LS-SVM
regression and the data compression strategy developed within the above Chapter.
The performance and the effectiveness of the proposed solutions are then inves-
tigated on two realistic examples consisting of a serpentine EM structure and a
high-speed link.

Chapter 5 presents a generalized vector-valued formulation of the KRR able to
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address the inherent vector-valued structure characterizing most of the electronic
and EM applications, thus bridging the gap in terms of flexibility with respect to
ANN structures. The proposed formulation has been widely discussed along the
Chapter, together with several training schemes and multi-output kernel functions.
Also in this case, the effectiveness of the proposed methodology has been investi-
gated via several examples such as: the parametric modeling of an high speed link,
the optimization of a Doherty amplifier and the UQ of a LNA.

Summarizing, this dissertation discussed and tried to address some relevant
issues and challenges encountered during the construction of surrogate models of the
responses of electronic devices and circuits with the help of ML-based techniques.
Despite the encouraging results, additional work must be done in order to provide
completely automatic, general purpose and robust modeling framework, such as:

• is there any clever strategy to understand how many training and testing
samples must be used and how to select them?

• what is the limitation of the proposed techniques in terms of number of input
parameters?

• how large can be the range of variability of the input parameters?

• can the multi-output kernel be automatically adapted to the training dataset?

The above questions are rather challenging and can be seen as stimuli for future
works and research activities.
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