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Abstract—The emergence of Power Line Communication (PLC)
technology has facilitated the expansion of broadband access
networks in remote areas, by utilizing existing wired power infras-
tructure. However, the growing demand for data, driven by the
popularity of communication services, presents a formidable chal-
lenge to the underlying PLC technology. Collaborative caching
involves the sharing of cached content among neighboring nodes,
thereby improving cache hit ratio (CHR), reducing network
and backhaul congestion, and ultimately enhancing network
performance. Our research proposes a recommendation system
integrated into the collaborative caching mechanism on a PLC
network that suggests relevant content to the users based on
users’ preferences and historical usage patterns leading to an
increase in CHR and a reduction in network congestion. The
results indicate that the proposed system significantly improves
network performance by reducing download delay and saving
precious backhaul link resources thus making PLC networks more
effective for remote areas.

Index Terms—PLC, 6G networks, Edge caching, Remote Areas

I. INTRODUCTION

A. Motivation

Despite the widespread availability of basic ICT services, a sig-

nificant portion of people living in remote, sparsely populated,

and rural areas lack access to them, leading to a significant

digital divide between individuals across the globe [1], [2].

This can limit economic opportunities, educational access, and

healthcare services, among other things. 6G technology has

taken into account the peculiarities of rural and remote areas

and aimed to bridge this digital divide by providing faster and

reliable connectivity to these areas [3], [4].

Power line communication (PLC) is viewed as a viable

solution for delivering high-speed connectivity over high- and

medium-voltage power lines, thereby enhancing the capacity of

backhaul networks in remote areas. PLC offers an affordable

and easily accessible means of expanding network reach [5].

The evolution of internet services has led to a transformation

in traffic demand. Recent findings indicate that video content

now represents a significant majority of total traffic, accounting

for approximately 82% of all internet traffic by the year 2021

[6]. Albeit its cost-effectiveness, PLC is known to have certain

limitations in terms of its bandwidth capacity. This can result

in significant delays when downloading video content, which

can be a major challenge in the context of modern internet

traffic demands [7].

Video service providers are caching their content at the edge

in order to meet the growing demand for high-bandwidth data-

intensive video streaming. They aim to reduce the need for

expensive resources in conventional content delivery networks

(CDNs), thereby lowering costs. Edge caching enables effective

data retrieving and results in shorter delays which also reduces

the overall network energy consumption and contribute in

green networking [8], [9]. For a PLC network with limited

connectivity, this would boost the overall performance of front-

end network service requirements and reduce the load on back-

end network.

B. Our Approach and Contributions

The video traffic tends to be concentrated on a small number of

popular content items, it favors the caching of the high demand

content at the network edge and made Content Distribution

Networks (CDNs), a vital part of today’s internet. Therefore,

in our previous study we suggested an amalgamation of PLC

and edge caching to provide popular content in remote areas

alongside connectivity and we found that edge caching helps

in reducing the load on backhaul bottleneck link and improves

the user experience by reducing the delays [10]. Nevertheless,

the number of popular content items often exceeds the caching

capacity, resulting in a significant number of users’ requests

that still be redirected to the backhaul link. Moreover, to

facilitate a rapid change in popularity of the content a frequent

update in caching is required which imposes an additional

burden on backhaul.

User requests are correlated with previous preferences and

several studies and practices suggest that the requests can be

influenced by recommendation systems [11]. Recommendation

systems can help improve caching efficiency and network

performance by suggesting popular content items that are

cached at the edge. Therefore, in this paper we envision and

study a recommendation system on top of a PLC network

with a distribution network where an Edge Server (ES) is

deployed and Edge Devices (EDs) are connected through a



broadband powerline communication (BPL). A large Cache at

ES and comparatively smaller caching facilities are installed at

EDs which store the most popular contents and they mutually

collaborate to fulfill the user requests in remote areas. At ES,

a recommendation engine assists users by offering suggestions

for similar content items that may be available within the local

caching system, in cases where the requested item cannot be

found locally. Our major contributions are:

• We develop a framework to find the probabilities of

requests associated with ES and EDs under the content

acquisition model.

• We observe the effectiveness of a recommendation system

by increasing number of demands from a local caching

system and its overall impact on the collaborative caching

network.

• We study the usefulness of our approach in the realm of

PLC network for remote areas, where the link between the

cloud and ES is the bottleneck link and whose resources

should be minimally utilized and should be preserved for

high priority services.

The rest of the paper is organized as follows. Section II, a

background and some related works are presented. In Section

III, we define the architecture of collaborative caching over

PLC network and the content recommendation system. Section

IV presents the system model related to caching, user request

and data acquisition and a derivation of the average download

time under the proposed method. Section V discusses the

performance metrics and framework. Simulation results are

then discussed in Section VI and a conclusion is presented

in Section VII.

II. BACKGROUND & RELATED WORK

6G highlights the digital divide and its design incorporates the

requirement of connectivity solutions for remote areas which

should be affordable and provide sufficient data rates [2].

PLC is a reliable solution for data transfer due to its simple

installation and maintenance, and has advantages over wireless

communication. Progressive advancements in the field have

improved achievable data rates to 1Gbps, making it a potential

solution for providing internet connectivity in underdeveloped

regions [12]. Since large portion of internet traffic comprises of

data demand, the utilization of edge computing and artificial

intelligence is a viable approach for enabling content-aware

caching to enhance the data services in rural areas [13].

The idea of soft cache hits is introduced where the user is

suggested by the alternative content when the requested content

is not available and this idea is applied on femto caching

to achieve additional gains [14]. Moreover, recommendations

and caching is considered as a joint problem in a way to

increase the caching efficiency without staking the quality of

recommendations [15]. In the context of PLC network, a cache-

enabled multiple-input multiple-output (MIMO) PLC frame-

work is proposed, which caches frequently accessed content

in proximity to users to minimize average downloading price

for each use [16]. Furthermore, from Internet of Things (IoT)
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Fig. 1: The proposed collaborative caching network over PLC

network.

perspective, edge computing has been explored as a means of

reducing redundant data transmission between end-users and

the cloud over the PLC network [17].

In this study, we present recommendation system approach

to enhance the performance of collaborative caching over the

PLC network. The impact would be seen as reduction in

load on bottleneck backhaul link and improvement in user

satisfaction. We compared our approach with the previous

study, [10], and presented the results in Section VI.

III. PROBLEM SETUP

A. Caching over PLC network

In PLC, electrical wires that are traditionally used for power

transmission are used to transmit data and this provides a cost

effective solution for bringing connectivity for unconnected

part of the world, such as rural and remote areas.

In our scenario as depicted in Fig.1, the network consists

of a PLC network with a Edge server (ES) and end devices

(EDs), which are equipped with caching facility. Contents that

are frequently requested (i.e., with high popularity index) are

stored in the central node (ES), while less popular contents

are cached in the user nodes (EDs) to support collaborative

caching. A user request for a content can be fulfilled through

following possible ways.
• Content is available in ED’s own cache.

• Retrieving the content from ES, which is the central node

that manages all the EDs and has most popular content

cached.

• If the content is not available in ES cache, a database

lookup is performed to check whether another ED has

the content, subsequently the content is first downloaded

by ES and then transferred to the destination node which

initiated the request.

• In case content is not available in the local caching

system, ES recommends the user with similar contents,

which are also available in local caches i.e. ES and

EDs; recommendation is related to the users past requests

history.

• If the user refuses to accept the recommendation, the



content is retrieved from the cloud.

Caching capacity is proportional to its size which can become

an additional bottleneck and cause performance issues. There-

fore, the proposed recommendation system on top of caching

over PLC network can help improve the user experience by

providing personalized recommendations based on the user’s

interests and browsing history. This improves the overall per-

formance of the system and can help reduce the load on the

underlying PLC network [10].

B. Content Recommendation System

In the proposed scenario, we incorporate a content based

recommendation system that provides personalized suggestions

to the users based on their past interactions with items and the

content of those items. ES keeps track of previous requests

of the user by maintening the database (�) of recent content

requests. When a user requests a content that is not stored

in local cache (ES and EDs), for each item stored in user’s

past history, ES computes the distance between the embeddings

using cosine similarity. This way a pairwise similarity score G8 9
is computed for each of the past requested content 8 ∈ � with

every cached content 9 ∈ " . Using this carefully curated list

of similar contents, our recommendation system selects items

with the highest weighted average rating, i.e. G8 9 → 1 , based

on user scores (including ratings and vote count), and presents

these top * recommendations to the user [18].

IV. SYSTEM MODEL

A. Caching & Content Model

ES and EDs are equipped with cache facility with a limited

capacity of # contents. From # contents those with lower

popularity index are stored in EDs whereas most popular

contents are saved in ES. The cached content is based on

IMDB’s weighted rating formula, which considers user vote

count E and average rating '.

W486ℎC43'0C8=6(,') =
( E

E +<
· '

)

+
( <

E +<
·�

)

Where < is the minimum votes required to be considered for

caching and � is the mean vote across the complete catalog.

The cached content in ES and EDs belongs to a catalog "

and user can request a content which may be present in "

or otherwise recommendation system provides the user with

similar suggestions to the user’s past preferences.

B. User Request Model

We assume that the content requests in each ED occur indepen-

dently following a Poisson arrival process. The requests for the

contents are associated with the probability % defined through

Zipf law with exponent parameter U [19], which controls the

skewness of the popularity curve. Higher value of U defines a

more skewed distribution and hence large probability of request

gets associated with the most popular contents that are stored in

ES and EDs. This leads to the definition of the two operational

modes of the proposed system:

1) Without Recommendation System: The user’s request is

satisfied by leveraging the cooperative caching resources of ES

and EDs. If the requested content is not available in the local

cache of ES and EDs, it may have to be retrieved from the

cloud link, which incurs a higher retrieving cost and is only

done if sufficient resources are available.

2) With Recommendation System: For requested content

which is not available in the local caching system (ES and

EDs), ES suggests popular contents that are relevant to the

user’s past history and currently stored in the caching system.

The probability of choosing an item from the list of recom-

mended content is given by:

%A>18 =
%8

∑=
9=1

% 9

Where %8 is the popularity of 8−th movie.

The user accepts the suggestion with probability 0, whereas

with probability (1 − 0) it rejects the recommendation and

requests for another content. The estimated value of 0 on

average is 0.8 on Netflix [20], but this may vary among users.

Therefore, in our work we analyze the behaviour of the system

with a small shift of value of 0.

In this work the content popularity is assumed to remain

constant over time and content catalog is only refreshed at

low load periods. Hence, any impact of a change in content

popularity is not taken into account. Also, the update of caches

at both ES and EDs occurs when cloud resources are available

and outside of peak hours in order to prevent congestion in the

PLC network and provide users with the maximum available

bandwidth.

C. Content Acquisition Model

We use the user request model that is presented in previous

study [10] whose definition is presented in IV-B. As shown

in Fig. 2, the model draws a value from zipf distribution with

an exponent parameter U, the probability that the request of a

content < is served my ES or EDs can easily be calculated

through the following rules:

a) ES: Up to "1 most popular contents are cached at ES and

probability of retrieving a content < is given by:%V = %{< ≤

"1}

b) ED: Those contents with popularity smaller then "1

and larger then "2 are randomly stored in EDs. Any content

request whose popularity lies in this interval can be fetched

from another ED with probability: %W = %{"1 < < ≤ "2}. First

the content is uploaded to the ES and then transferred to the

requesting ED. The probability that ED 8 requests a content

that is stored in ED 8−th own cache is: %\8 = %W/# ; where #

represents number of EDs in the system.

c) Cloud resource or Recommendation system: The prob-

ability that a content cannot be locally found and it should be

retrieved from the cloud, if possible, is: %! = %{< > "2} =

1−%V −%W . However, at this point the user is given with the

list of * recommendations of similar and popular contents.

Since the user accepts the recommendation with probability 0

and rejects the recommendation with probability (1− 0) (Sec.

III), then the new %! will be: %∗
!
= %! (1−0) and consequently

a gain will be seen in probability of finding a content in ES
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Fig. 2: Distribution of content with Zipf

and EDs equal to (0.%!). The probabilities %V , %W , %! can

be easily derived from cumulative density function of zipf

distribution.

� (G) = %(" ≤ G) =
�G,U

�",U

(1)

where �",U is the "−th generalized harmonic number con-

sidering " number of contents cached in ES and ED.

D. Average Download Time

All data requests from the ES to the ED 8 are served using

a processor sharing (PS) discipline over the link capacity

�8 . Each of = parallel services receives a capacity �8/= and

the PLC link is modeled as "/"/1 queue with PS service

discipline. �8 The utilization of link 8 is:

d8 =
_8 (1−%∗

!
−%\8 ) · G

�8

(2)

where G is the size of the requested content in bytes, and is

exponentially distributed. The term (1− %∗
!
− %\8 ) represents

the probability of requests that are retrieved through the col-

laborative caching (ES & EDs).

Under the link utilization presented in (2), we compute the

average download time for the content requested by ED 8 from

ES by following expression:

38 (G) =
G/�8

1− d8
(3)

Consider the scenario in which the requested content is

not available at ES cache. Then the average time it takes to

download such a content is the combined time it takes to

upload the content from the ED with the content to the ES,

and to transfer the content to ED that made the request. Since

the overall cache capacity of EDs is much less than ES and

less popular contents are stored in EDs, the overall number of

requests that are facilitated by EDs are fewer. This makes the

load on uplink channel i.e. ED to ES small and we approximate

the upload time of an average file size of G bytes over a link

capacity �8 as 3D = G/�8 . Furthermore, the capacity of PLC

link for uploading and downloading is considered the same.

Since the probability of attainment of content varies accord-

ing to the distribution of content, we can calculate a total

average download time )8 using the content acquisition model

defined in Sec. IV-C. In our previous work [10], the model

does not include the gain achieved with the recommendation

system. Since a fraction of the requests associated to cloud link

is now downloaded through ES and EDs, the gain, (0 ·%!), in

%V and %W can be computed by:

%∗
V =

0 ·%! ·%V

%V +
(

%W −%\8

) +%V (4)

%∗
W =

0 ·%! ·
(

%W −%\8

)

%V +
(

%W −%\8

) +%W (5)

Where %∗
V

and %∗
W are the probabilities of requests with the

proposed recommendation system. Note that gain is propor-

tional to the original probability of requests (e.g. the contents

with high popularity index are stored in ES) and the recom-

mendation system is based on most popular contents similar to

the user past history, albeit the chances of recommending the

content stored in ES are higher as compared to EDs.

The average download time )8 that is required by ED 8

for downloading the content from ES and EDs under the

collaborative caching with recommendation system can be

computed as:

)8 =
%∗
V
· 38 (G) + (%∗

W −%\8 ) · (38 (G) + 3D)

1−%∗
!
−%\8

where 38 (G) and 3D are the average download time from the

ES and upload time from ED to ES respectively.

Consider the scenario in which when a user rejects the

recommendation and the content is downloaded through the

bottleneck cloud link. The average download time in this case

is the required total time for downloading the content through

ES, EDs or cloud link and is given by:

)0E6 =
%∗
V
· 38 (G) + (%∗

W −%\8 ) · (38 (G) + 3D) +%
∗
!
· 32;

1−%\8

(6)

where 32; is the average download time from the cloud link

which can be computed as a ratio of the average file size and

the available capacity of the cloud link.

V. PERFORMANCE METRICS & FRAMEWORK

In this section, we describe the framework and the metrics used

to assess the performance of the proposed collaborative caching

with recommendation system for improving the utilization of

low capacity PLC network.

A. Recommendation policy

Following scenarios are considered as a framework to analyze

the proposed system along with the comparison to the previous

system presented in [10]:

• System with cache miss: In this system, we analyze the

impact of recommendation system for the scenarios where

there is a cache miss due to the content unavailability in the

local caching system or it happens due to the non availability

of link between ES and cloud, leading to dropped content

requests. However, the recommendation system offers users

an alternative by suggesting locally available content to

download instead.



• System with partial cloud link capacity: In this case, a part

of the backhaul link’s capacity towards the cloud is allocated

for video on demand (VOD) services. The user experiences

larger downloading delays however there are no cache misses

in the system. Given the remote area circumstances, utilizing

the link between ES and the cloud for VOD during peak

hours, would be costly due to the limited capacity of the

link. With the recommendation system, number of requests

that would otherwise be driven toward this bottleneck link

reduces. When the user rejects the recommended content,

only then ES will download the content from bottleneck

link between ES and cloud. This manifests that integrating a

recommendation system would have a significant impact on

optimizing the utilization of expensive resources.

B. Performance evaluation metrics

We propose the following evaluation metrics to determine the

performance of the overall system.

a) Cache Hit Ratio: When a content request is fulfilled from

the locally cached content, which is stored in either the ES

or the EDs, it is referred to as a cache hit. Or else, if the

request is transferred to the cloud or either lost due to the

unavailability of the cloud link, it is considered a cache miss.

Moreover, if the user’s initial request is not available locally

and it undergoes a recommendation process and redeem an

alternate content from ES and EDs, it will as well be a cache

hit. We define cache hit ratio as:

��' = �/) = 1−#/) (7)

Where ) is the total number of requests, and � is the number

of cache hit and # is total cache misses for a given scenario.

b) Average downloading cost: This pertains to the proportion

of the average download time for collaborative caching with

recommendation system utilizing the local caches (ES and

EDs) compared to the total average download time, )0E6,

which can be derived from (6). We denote this cost with

�;>20; and it can be calculated as:

�;>20; =

%∗
V
· 38 (G) + (%∗

W −%\8 ) · (38 (G) + 3D)

)0E6
(8)

Similarly, When the user rejects a recommended content and

the content request has to be fetched from the cloud, then the

cost to retrieve that content is given by:

�2;>D3 =

32; ·%
∗
!

)0E6
(9)

where 32; is the average download time from partially avail-

able bottleneck cloud link capacity.

VI. PERFORMANCE EVALUATION

A. MovieLens dataset

We use metadata for 45,000 movies listed in the Full Movie-

Lens Dataset [21]. It consists of 26 million ratings scaled

from 1-5 obtained from 270,000 users for all 45,000 movies.

The dataset consists of datapoints that features cast, crew,

plot keywords, budget, etc., for implementing content based

recommendation system based on similar features. To sort the

popular content based on available ratings, we first derive the

weighted average rating of the content using IMDB’s formula

on the basis of which we store the content in cache facility of

ES and EDs. For generating the recommendations, we calculate

the cosine distance between all pairs of content and identify the

most similar items to the user’s past history based on shared

characteristics [18]. After identifying the similar items, they are

arranged according to the popularity of the available contents

and the most popular and similar contents are then suggested

to the user.

Note that our main focus is to observe the impact of recom-

mendation in order to boost the performance of collaborative

caching network on a low capacity network. Therefore, we

keep a simple recommendation system and we are not focusing

on improving the recommendation system itself.

B. Simulation setup

TABLE I: Simulation Parameters.

Parameters Symbols Values

Video file size G 420MB
PLC link capacity (ES to ED) �8 20Mbps
Cloud link capacity for VOD �? 10Mpbs
Packet length G< 1500B
Total number of video files " 10000
zipf parameter U [0.2, 0.4, 0.6, 0.8, 1]

Video request rate _ [5] · 10
−3 s−1

Number of EDs N 5

To simulate the proposed model, we assume an ES and # = 5

EDs which are managed by ES. Each of them is facilitated

by a cache to store the popular contents. ES and EDs are

connected by a PLC link which has a capacity 20 Mbps and

the requests generated by each ES are served on PS service

discipline. MovieLens dataset is sorted based on vote count and

vote average and then 1000 most popular contents are stored

in ES and EDs. This classified content is further categorized

into 70% high ranked contents which are cached in ES while

the rest of 30% contents are distributed randomly in EDs.

The user request from each ED 8 follows Poisson arrivals

with exponentially distributed inter-arrival times whose param-

eter _8 . Each user can request a content from a catalogue of

" = 10,000 video files. The probability of requesting a content

is based on Zipf(U) distribution, where U is the skewness

parameter whose impact is presented thriough simulations. The

request for the content which is not saved in ES and EDs goes

through a recommendation process. The user may then choose

to accepts or rejects the recommendation in case of which the

content may be downloaded from the bottleneck link from ES

to cloud. The default parameter 0 = 0.8 [20] is used for most of

the simulations however we also observe the impact of change

in 0 in the range 0 = [0.7−0.9] to realize the impact of user

acceptance of recommendations on the overall system.

In order to verify the effectiveness of our proposed model,

we developed a simulator using SimPy library in python. For
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Fig. 3: Impact zipf distribution parameter U on probability of

content requested through ES, EDs and lost with recommen-

dation system and without recommendation system.

simulation purpose, the " contents are supposed to be of fixed

size of 420 MB with the packet length of 1500 B. All the useful

simulation parameters are defined in Table I

C. Results

1) Varying zipf parameter U

In Fig. 3, we compare the performance of proposed system

with recommendation and the system without recommendation

for two different values of parameter U of the zipf distribution.

In this analysis we keep the value of 0 for the probability

of accepting the recommendation constant to 0.8 and observe

the change in percentage of the probability of requests served

through ES and EDs and also the loss percentage when the

cloud link is unavailable for content downloading. %∗
!

also

represents the percentage of content retrieved from cloud if

resources are available. When the value of U is large, a higher

number of requests are associated to the highly popular content

thereby the requests are directed towards ES. Comparing the

two systems, it is evident from the figure that recommendations

improve the percentage of requests that are served locally from

ES and EDs to about 20% and 35% for U equals to 1 and 0.8

respectively. Furthermore, the gain we achieve in downloading

the content locally also represent the reduction we get in the

overall cache misses from the system.

Fig. 4 presents the cache hit ratio for different values of

zipf parameter U. As U decreases, the cache hit ratio becomes

smaller since the distribution of requests is less skewed than

before. Moreover, we present the comparative analysis of the

proposed framework with the previous study and find that

recommendations are able to boost cache hit ratio for up to 37%

when U is 0.8. When the distribution of content is less skewed,

the system faces a higher number of requests for the contents

that are not locally stored and hence system suggests user

with alternate contents. That is the working region where the

beneficial impact of recommendation system is more visible.

Fig. 5 show the average download time acquired assuming a

cloud connection with limited capacity, specifically 10 Mbps.

While losses are decreased with the limited availability of the

cloud link, the delay increases. The figure reveals the reduction

in average downloading time while plugging in the recom-
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Fig. 5: Comparison analysis of average download delay asso-

ciated with proposed system and system without recommenda-

tions under varying zipf distribution parameter U.

mendation system in low bandwidth PLC network. In system

lacking a recommendation system, the delay experienced by

the users tends to increase linearly as the distribution becomes

less skewed through a decrease in the parameter U. In contrast,

the presence of a recommendation system can potentially lower

the delay by suggesting related content that is readily available

locally, thus reducing the need for downloading from cloud

resources.

2) Varying Cache Size

Fig. 6 compares the average downloading cost of proposed

system with the baseline system with varying cache size. In

the baseline case, the result shows that the cost is majorly

coming from downloading the content from the precious cloud

resources. Comparatively, in the proposed system, downloading

cost from the cloud link is prominently reduced as more

number of requests are served through local collaborative

caching. Recommendations have positively effected by reduc-

ing the load on the backhaul link and increasing the efficiency

of the PLC network through the reduction in downloading

delays. The figure reveals an average of 52% reduction in

the downloading cost of content from the cloud link with the

proposed system. The findings also indicate that enlarging the

cache size amplifies its influence on the average download cost

from ES and EDs due to the increased availability of locally

stored content, leading to reduced strain on the cloud link and

a consequent decrease in the average download cost associated

with the cloud link.
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Fig. 6: Performance comparison with varying cache size;

Average Downloading Cost for serving a request through

collaborative caching and partially available cloud link

3) Varying Recommendation accepting parameter (0)

Fig. 7 presents the impact of user probability of choosing

a content from the recommendations. On average, 0 = 0.8 on

Netflix, but it may change on longer periods upon the behaviour

of the user. We study the impact of variation in 0 on cache hit

ratio. We also consider different values of skewness parameter

to find any correlation. The figure shows that a decrease in

the parameter 0 leads to a reduction in the cache hit ratio by

3%. Notably, this decrease is predominantly influenced by the

variation in the parameter U. Conversely, an increase in 0 from

its default value yields a 5% enhancement in the cache hit ratio.
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Fig. 7: Impact of changing recommendation accepting param-

eter 0 on cache hit ratio for (U = 0.8,0.9)

VII. CONCLUSION

Power Line Communication (PLC) has emerged as an efficient

solution utilizing existing power infrastructure to provide con-

nectivity for remote areas. However, PLC’s limited capacity

can impede the provisioning of video services requiring the

download of large data files. Edge caching can alleviate this

issue by pushing content to the network edge or user premises,

thereby reducing delays in retrieving content and relieving

the burden on PLC backhaul links. This paper investigates

the improvement in performance of collaborative caching over

the PLC network by incorporating a recommendation system.

The results evidently reveal the effectiveness of the proposed

approach by decreasing the downloading delays and reducing

the burden on the backhaul link thereby making the PLC

network more efficient.
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