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Abstract

Continual learning for segmentation has recently seen
increasing interest. However, all previous works focus on
narrow semantic segmentation and disregard panoptic seg-
mentation, an important task with real-world impacts. In
this paper, we present the first continual learning model
capable of operating on both semantic and panoptic seg-
mentation. Inspired by recent transformer approaches that
consider segmentation as a mask-classification problem, we
design CoMFormer. Our method carefully exploits the prop-
erties of transformer architectures to learn new classes over
time. Specifically, we propose a novel adaptive distilla-
tion loss along with a mask-based pseudo-labeling tech-
nique to effectively prevent forgetting. To evaluate our ap-
proach, we introduce a novel continual panoptic segmenta-
tion benchmark on the challenging ADE20K dataset. Our
CoMFormer outperforms all the existing baselines by for-
getting less old classes but also learning more effectively
new classes. In addition, we also report an extensive eval-
uation in the large-scale continual semantic segmentation
scenario showing that CoMFormer also significantly out-
performs state-of-the-art methods. 1

1. Introduction
Image segmentation is a fundamental computer vision

problem that enables machines to assign an image’s pix-
els to discrete segments. Multiple segmentation tasks have
been defined depending on the segments definitions. Se-
mantic segmentation clusters pixels by classes, merging in
a single segment pixels belonging to instances of the same
class. Panoptic segmentation assigns to every pixel a se-
mantic class while separating different instances into dif-
ferent segments. This latter kind of segmentation has real-
world impacts in autonomous robots and vehicles [7, 41].

Despite tremendous progress in image segmentation, the
current approaches are trained on a static dataset with a pre-

*Work done during the visiting period at Sorbonne Université.
†Work done at Sorbonne Université, currently affiliated to DeepMind.
1https://github.com/fcdl94/CoMFormer
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Figure 1. Illustration of our model, CoMFormer, operating
in continual segmentation. Relying on the mask classification
paradigm, it is able to cope with both continual semantic and
panoptic segmentation without any modification by predicting
masks for both old (e.g. car in red) and new (e.g. person in green)
classes. The figure reports two classes and no “stuff” (e.g. road,
building) only for illustration purposes.

defined set of classes. Whenever an update of the model is
required to fit new classes, the common solution is to train
a model from scratch on the union of the old and new class
data. A computationally more efficient solution would be
to fine-tune the existing model solely on the new class data.
Unfortunately, this approach would cause a catastrophic
forgetting [21] of the old classes on which the model per-
formance would be extremely degraded.

The problem of updating the knowledge of the model
over time is typically referred as continual learning. It has
been traditionally studied in the context of image classifi-
cation [17, 19, 29, 33, 43, 45] and is gaining attention on the
segmentation task [3, 4, 15, 39, 59] due to the more realis-
tic applications and the additional challenges it introduces,
such as the background shift [4]. However, current state-
of-the-art methods mainly focus on semantic segmentation
and are not designed to work in other segmentation tasks,
strongly limiting their application in the real world.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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In this paper, we design the first method operating in
both continual semantic and panoptic segmentation, as il-
lustrated in Fig. 1. Our method, CoMFormer (Continual
MaskFormer), takes inspiration from recent transformer
architectures [11, 12], approaching segmentation as a mask
classification problem. Instead of predicting a class proba-
bility for each pixel, as in previous semantic segmentation
works [9, 37], it predicts a set of binary masks, each as-
sociated with a single class prediction, effectively address-
ing both segmentation tasks without any modification in the
training architecture and procedure. Differently from previ-
ous works [11, 12], however, CoMFormer forces the output
binary masks to be mutually exclusive to one another: a
pixel can only be predicted by a single binary mask to pre-
vent having several masks classifying the same pixel with
different classes. This behavior is crucial in continual learn-
ing to reduce the interference among old and new classes.

Furthermore, CoMFormer introduces a novel adaptive
distillation loss to alleviate forgetting. It enforces consis-
tency of the model’s classification predictions across learn-
ing steps only when it is useful to remember old classes,
ensuring a better tradeoff between rigidity (not forgetting
old classes) and plasticity (learning efficiently new classes).
Finally, since at each training iteration the dataset reports
annotations only for the current classes, we design a mask-
based pseudo-labeling technique to generate annotations for
the old classes, effectively alleviating forgetting. To reduce
the noise, we consider the prediction confidence and we
avoid interference with ground-truth annotations.

We validate CoMFormer on both continual segmenta-
tion tasks. For panoptic segmentation, we define a new
benchmark relying on the challenging ADE20K where we
demonstrate that CoMFormer largely outperforms all pre-
vious baselines. On semantic segmentation, we show that
CoMFormer outperforms the existing state-of-the-art meth-
ods on every setting of the large-scale ADE20K benchmark.

To sum up, the contributions of this paper are as follows:
• We introduce continual panoptic segmentation which

has real-world impacts in addition to being signifi-
cantly more challenging than previous benchmarks.

• We propose CoMFormer to tackle both continual
panoptic and semantic segmentation. To avoid forget-
ting, we design a novel adaptive distillation and an ef-
ficient mask-based pseudo-labeling strategy.

• Through extensive quantitative and qualitative bench-
marks, we showcase the state-of-the-art performance
of our model on both continual segmentation tasks.

2. Related Works

Semantic and Panoptic Segmentation. The two tasks
have been traditionally treated separately, with specialized
architectures proposed for either one or the other task, with-
out interoperability. Semantic segmentation has been tradi-

tionally addressed as a per-pixel classification task. Fully-
convolutional network [37] dominated the field by aggregat-
ing long-range dependencies in the features map [8, 9, 60]
and exploiting contextual information [22, 24, 57, 58, 61].
Recently, transformers [26, 46, 54] are replacing convo-
lutions by integrating long-range dependencies at every
layer. Panoptic segmentation [28] has been proposed to
unify semantic and instance segmentations. Initially, meth-
ods proposed to combine each task-specific architectures
[10, 27, 32, 42] or defined new specialized architectures and
objective functions for the panoptic task [1, 50, 51], drifting
from a general solution for all the segmentation tasks. Re-
cently, methods addressing segmentation as a mask class-
sification problem [11, 12, 50, 56] have been proposed, in-
troducing a transformer architecture able to solve multiple
tasks at once. MaskFormer [12] was the first to propose
a single architecture to address both panoptic and seman-
tic segmentation. Mask2Former [11] improves it by adopt-
ing multi-scale features, masked attention and optimization
tricks. Concurrently, kMaX-DeepLab [56] extended [50]
proposing to reformulate the cross-attention as a clustering
process. Despite their effectiveness in standard training set-
ting, these methods suffer from catastrophic forgetting. In
this work, we aim to extend their capability and we propose
CoMFormer to learn to segment new classes over time.

Continual Segmentation. Continual learning is a long-
standing field addressing the problem of learning new
knowledge over time while avoiding catastrophic forget-
ting [21, 44, 47]. Traditionally, it has been studied in the
context of image classification [6, 17, 19, 29, 33, 43, 45, 55]
but there is a growing interest in its applications in seg-
mentation [2–5, 15, 16, 38–40, 59]. Continual semantic seg-
mentation introduces additional challenges, as pointed out
by [4]. In particular, considering the task as a per-pixel clas-
sification problem, catastrophic forgetting is exacerbated by
the background shift, where old classes pixels are treated as
background in following training steps. [4] proposed a re-
vision of the standard knowledge distillation framework to
deal with it. [17, 39] introduced a distillation loss preserv-
ing the representation at feature level while [38] proposed
an approach using old classes’ examples to alleviate forget-
ting. Recently, [59] presented a technique that decouples
learning the representation of the new classes while freezing
the representation for the old ones. Differently from previ-
ous work, we extend the benchmarks to solve both semantic
and the more challenging panoptic segmentation task.

Continual Learning with Transformers. Recent pro-
gresses made using tranformers for computer vision [14,
36, 48, 49] attracted the attention of the continual learning
community [19,52,53]. In particular, DyTox [19] proposed
to specialize the architecture on each task using a differ-
ent task-specific token. Learning-to-Prompt [53] stores a
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Figure 2. Overview of CoMFormer. At learning step t, both the current (bottom) and old (top) models output, for each input query, a
pair made of a class probability distribution and a binary mask. While learning the new class (person), we regularize the current model
to prevent forgetting the old classes (car) by: (i) generating pseudo-labels for the old classes present in the image and (ii) by applying an
adaptive distillation loss that reweights the contribution of each output based on the information it carries on the old classes. ψ indicates
the dot product between the mask embeddings Emask and the pixel embeddings Epixel followed by the softmax activation.

pool of prompts that are employed to condition the whole
forward execution of the patch tokens. To the best of our
knowledge, transformers have been evaluated only in con-
tinual learning for image classification [19, 31] and we are
the first to use them in the continual segmentation task.

3. CoMFormer
3.1. Problem Definition

The goal of image segmentation is to learn a model able
to (i) partition the image into a set of N regions repre-
sented by binary masks and (ii) produce a class-probability
distribution associated with each region. The differences
among segmentation tasks rely on the semantics of the
masks: semantic segmentation groups all the pixels of a
class while panoptic segmentation distinguishes different
object instances. In the following, we provide a general
formulation for the two tasks since they only differ in the
construction of the binary masks in the dataset.

Continual segmentation aims to train the model in mul-
tiple learning steps t = 1, . . . , T , introducing at every step
a new set of classes. Formally, during the learning step t
a dataset Dt consisting of a collection of image and label
pairs is provided. The label of each image takes the form
of a set of Ngt ground truth segments zgt{(cgti ,mgt

i )|cgti ∈
Kt,mgt

i ∈ {0, 1}H×W }Ngt

i=1 where cgti is the ground-truth
class and mgt

i is binary mask mgt, Kt is the set of classes
introduced at step t, and H , W are the height and width of
the images. The goal of training step t is to learn a model
able to predict segments for all the seen classes K1:t.

We note that the dataset only contains annotations for the
new classes Kt while not reporting ground-truth segments
for old K1:t−1 or future Kt+1:T classes. Moreover, differ-
ently from previous works [4], old and future class segment

annotations are simply absent during training rather than be-
ing collapsed into an artificial background class.

3.2. CoMFormer Architecture

To solve semantic and panoptic segmentation tasks
within a single method, we take inspiration from Mask-
Former architectures [11, 12] considering segmentation a
mask classification problem. It consists in predicting for
each image a set of N pairs made of a class prediction
and a binary mask. Formally, the output of a CoMFormer
is z = {(pi,mi)}Ni=1, where pi represents a class proba-
bility distribution over the seen classes, i.e. pi ∈ ∆Kt+1

with Kt = |K1:t|, and mi is a binary mask such that
mi ∈ [0, 1]H×W . We note that pi contains an additional
“no object” class (denoted ∅) to indicate that the mask does
not correspond to any of the known K1:t categories.

To obtain such output, the CoMFormer architecture,
showcased in Fig. 2, is made of three components: (i)
a backbone that extracts feature embeddings Efeat, (ii) a
transformer decoder that takes as input N learnable queries
and Efeat to output N per-segment embeddings Q, (iii) a
pixel decoder that takes Efeat as input and extracts per-
pixel embeddings Epixel. The output class probabilities
{pi ∈ ∆Kt+1}Ni=1 are obtained by applying a linear clas-
sifier on Q, which is enlarged as new classes are pre-
sented. We obtain the mask predictions mi combining Q
and Epixel: first Q is passed into a 2-layer MLP to obtain
N mask embeddings Emask and we then compute the dot
product between the i-th mask embedding and the pixel em-
beddings, followed by the softmax activation: mi[h,w] =
softmax(Emask[:, i]

T · Epixel[:, h, w]).
We point out that employing the softmax contrasts

sharply with MaskFormers [11, 12], which use sigmoid ac-
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Figure 3. Illustration of the mask predictions between sig-
moid and softmax. MaskFormer has overlap across masks (e.g.
in Query 1 and 2) predicted either as old or new classes, while
CoMFormer avoids the issue using the softmax activation.

tivation to get the mask predictions. Using the sigmoid acti-
vation would result in the overlap of many masks on a single
pixel, each potentially belonging to a distinct class, as seen
in Fig. 3. This is particularly important in the context of
continual learning, when the model may predict two similar
masks associated with two distinct classes (e.g. cat and dog
classes in Fig. 3) thereby generating interference among old
and new classes and degrading the model’s performance.

3.3. Learning without Forgetting

To learn new classes, a simple solution is to fine-tune the
model on the new dataset. However, because it lacks anno-
tations for old classes, this operation results in catastrophic
forgetting [21]. To alleviate the issue, we introduce two
techniques for avoiding forgetting: an adaptive distillation
loss and a mask-based pseudo-labeling strategy.

Adaptive Distillation Loss. A common strategy to miti-
gate forgetting adopted by continual semantic segmentation
approaches [4, 15, 39] is to distill the knowledge coming
from the old model in the new one, either in form of fea-
tures [15, 39] or as classification probabilities [4]. We take
inspiration from the latter solution and we design a novel
distillation loss tailored to the CoMFormer architecture. In
particular, analyzing the two components constituting the
output space, we find the mask prediction being robust to
forgetting while the classification part is heavily affected
(see Sec. 4.6). For this reason, we focus on the output class
probabilities to design our distillation loss.

An adaptation of standard knowledge distillation works
[4] would force the new model to mimic the old model prob-
abilities over all the N outputs, independently from their
content. Formally, given the set of N probability distribu-
tions {poi }Ni=1 coming from the old model, a standard distil-
lation loss is computed as

LKD = − 1

N

N∑
i=1

Kt−1+1∑
k=1

poi (k) log
p̃i(k)

poi (k)
, (1)

where Kt−1 + 1 is the ∅ class and p̃i(k) represents the
unbiased probability distribution of i-th output for class k:

p̃i(k) =

{∑
j∈Kt pi(j) + pi(∅) if k = ∅,

pi(k) otherwise.
(2)

Note that, similarly to [4], it forces the sum of the model
new class (Kt) and the “no object” class (∅) probabilities
to be similar to the old model ∅ probability.

However, not every output probability brings relevant in-
formation: most of them are predicted as “no object” (∅)
and thus they do not carry enough details to remember the
old classes while reducing the relative importance of the
other outputs probabilities. For this reason, we re-weight
their contribution based on the probability of not being ∅.
Formally, we define our adaptive distillation loss as

LAD(p, po) = −
N∑
i=1

ωi∑N
i=1 ωi

Kt−1+1∑
k=1

poi (k) log
p̃i(k)

poi (k)
,

(3)
where the weighting coefficient is ωi = (1−poi (∅))2. Note
that, with this formulation, we effectively reduce the con-
tributions of outputs that bring small information about the
old classes (poi (∅) ≈ 1), while we increase the contribution
of important ones (where poi (∅) ≈ 0).

Mask-based Pseudo-labeling Strategy. Forgetting is ef-
fectively reduced by the adaptive distillation loss but we are
not, however, taking advantage of the presence of the old
classes that are unlabeled in the dataset. We propose using
the old model predictions to recognize old class segments
and generate pseudo-labels to make efficient use of this in-
formation and improve the knowledge of past classes.

A simple strategy consists in considering the N output
pairs coming from the old model independently and using
all the pairs for which the predicted class is not ∅ as pseudo-
labels. This strategy, however, does not consider two as-
pects: there may be pairs where the class is different from
∅ but (i) the mask substantially overlaps with a ground-truth
segment, or (ii) the mask is noisy and has low confidence.

To overcome these issues, we propose a mask-based
pseudo-labeling strategy that jointly considers the mask and
class prediction confidences to avoid noisy labels and over-
laps with the existing annotations. We define the model
confidence as the multiplication among the class and mask
probabilities. Formally, we compute the confidence for
the i-th output as qi = pmax

i · mo
i ∈ [0, 1]H×W , where

pmax
i = maxK

t−1

k=1 poi (k) and mo
i is the binary mask pre-

dicted by the old model. Note that we do not consider the
∅ class in the max operation. We denote the pseudo-class
cpsi = argmaxK

t−1

k=1 poi (k) and we generate the pseudo-
mask mps

i considering two criteria: (i) there should be no
overlap between the pseudo-mask and the ground-truth seg-
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ments and (ii) to be included in a pseudo-mask, the confi-
dence on a pixel should be maximum over all outputs. For-
mally, denoting the binarization of the predicted mask as
mbin

i = mi > 0.5 and the union of the ground-truth seg-
ments mgt

all =
∑Nps

i=1 mgt
i , we generate the pseudo-mask as

mps
i [h,w] =


mbin

i [h,w] if i = argmaxN
j=1 qj [h,w]

and mgt
all[h,w] = 0,

0 otherwise.

(4)

Indeed, not all pseudo-mask should be included in the
set of pseudo-labels. There may be pseudo-masks where
no pixel is active, i.e. it is all zeros, or where the pseudo-
mask contains only a small fraction of the original mask.
For these reasons, we construct the set of pseudo-labels
zps = {(cpsi ,mps

i )}Nps

i=1 such that we include in zps only
the pseudo-masks that retain at least half of the pixels w.r.t.
the binary mask mbin

i and that have at least one active pixel.
We denote the final annotation set z̄ = {c̄i, m̄i}N̄i=1 as the

union of the ground-truth labels zgt and the pseudo-labels
zps, i.e. z̄ = zgt ∪ zps and N̄ = Ngt +Nps.

Overall training loss. To train CoMFormer, a one-to-one
matching σ between the model predictions z and the anno-
tation set z̄ is required. Following standard practices [1,11],
we employ the Hungarian matching algorithm [30] and we
search for the matching σ that minimize the assignment cost
computed as −pi(c̄j)·Dice(mi, m̄j), where Dice indicates
the Dice coefficient [13]. We assume the size of the predic-
tion set to be larger than the annotations set (i.e. N > N̄ )
and to obtain a one-to-one matching we pad the annotations
with “no object” tokens ∅.

Once the best matching σ has been found, we define the
overall training loss as:

L = LSeg(z, z̄) + λDLAD(p, po), (5)

where λD is a trade-off hyper-parameter and

LSeg(z, z̄) =

N̄∑
j=1

[−α(1− pσ(j)(c̄j))
γ log pσ(j)(c̄j)+

+λmask1c̄j ̸=∅Lmask(mσ(j), m̄j)].

(6)

We note that the first term in LSeg indicates the focal loss
[34], where α and γ are hyper-parameters. Finally, Lmask

is the sum of dice and cross-entropy losses, and λmask is a
hyper-parameter. We note that Lmask is computed only for
valid segments, i.e. where c̄j ̸= ∅.

4. Experiments
4.1. Dataset and Settings

We start from the widely adopted continual semantic
segmentation benchmark defined in [4] and we extend it to

the newly proposed continual panoptic segmentation using
a modified Continuum library [18]. We compare our novel
model on the large-scale ADE20K [62] dataset since it sup-
ports both semantic and panoptic segmentation tasks. This
challenging dataset contains 150 classes, divided into 100
“things” and 50 “stuff” categories. This dataset represents a
wide variety of scenes, both interior and exterior, with im-
ages featuring an average of 9.9 classes, while other datasets
like COCO [35] only have an average of 3.5 classes.

Continual Learning Protocols. Previous continual se-
mantic segmentation works [4, 15] describe a training pro-
tocol to assess the performance on multiple continual learn-
ing steps. In particular, [4] proposed three protocols for
ADE20K with different numbers of tasks: (i) the 100-50
consists of two tasks, the first of 100 and the second of 50
classes; (ii) the 50-50 consists of three tasks of 50 classes;
(iii) the 100-10 consists on 6 tasks, the first on 100 classes
followed by 5 tasks of 10 classes. In addition, we use the
100-5 introduced in [15], consisting of 11 tasks, the first
of 100 classes followed by 10 tasks of 5 classes. To di-
vide the images into different tasks, we follow the splits
provided by [4] for 100-50, 100-10, 50-50 for both seman-
tic and panoptic segmentation. In particular, they ensured
that each image appears only on a unique task. Differently,
for the 100-5 we use the split proposed by [15], where the
same image may appear on multiple tasks. We report the
results of the 50-50 setting for both semantic and panoptic
segmentation in the supplementary material.

Metrics. We compare the different models using the mean
Intersection over Union (mIoU) on semantic segmentation
[20] and Panoptic Quality (PQ) on panoptic segmentation
[28]. PQ is the product of two components: Segmentation
Quality (SQ) which considers the IoU between the correctly
classified segments, and Recognition Quality (RQ) which
only considers the classification accuracy. For both tasks,
we report the metric after the last step T on the first classes
(C1), for the added classes (C2:T ), and for all the classes
(all). We also report the average of the final performance
on all seen classes after each step (avg) following [15].

4.2. Baselines

We benchmark our model against the state-of-the-art
methods: MiB [4], PLOP [15], and RCIL [59]. In semantic
segmentation, we report them with the original DeepLab-v3
segmentation architecture [9]. In addition, for a fair com-
parison, we report MiB and PLOP using the CoMFormer
architecture. In particular, we implement the methods in
two versions: (i) we replace the CoMFormer losses with
a per-pixel cross-entropy loss on the dot product between
mask and class logits and we apply the continual learning
methods on that baseline (we refer to this as Per-Pixel),
and (ii) by applying the distillation losses directly on the
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100-50 (2 tasks) 100-10 (6 tasks) 100-5 (11 tasks)
Method 1-100 101-150 all avg 1-100 101-150 all avg 1-100 101-150 all avg
FT 0.0 25.8 8.6 24.8 0.0 2.9 1.0 7.9 0.0 1.3 0.4 4.6
MiB 35.1 19.3 29.8 35.4 27.1 10.0 21.4 29.1 24.0 6.5 18.1 25.6
PLOP 41.0 26.6 36.2 38.6 30.5 17.5 26.1 32.9 28.1 15.7 24.0 30.5
CoMFormer 41.1 27.7 36.7 38.8 36.0 17.1 29.7 35.3 34.4 15.9 28.2 34.0
Joint 43.2 32.1 39.5 — 43.2 32.1 39.5 — 43.2 32.1 39.5 —

Table 1. Continual Panoptic Segmentation results on ADE20K dataset in PQ considering multiple training protocols.

100-50 (2 tasks) 100-10 (6 tasks) 100-5 (11 tasks)
Backbone Method 1-100 101-150 all avg 1-100 101-150 all avg 1-100 101-150 all avg

DeepLab-v3 [9]
MiB [4] 40.5 17.2 32.8 37.3 38.3 11.3 29.2 35.1 36.0 5.7 26.0 32.7
PLOP [15] 41.9 14.9 32.9 37.4 40.5 14.1 31.6 36.6 39.1 7.8 28.8 35.3
RCIL [59] 42.3 18.8 34.5 — 39.3 17.6 32.1 — 38.5 11.5 29.6 —

Per-Pixel
MiB 40.3 24.0 34.8 37.5 35.1 14.0 28.1 34.0 33.3 15.2 27.3 33.1
PLOP 40.2 20.2 33.5 36.9 32.6 13.7 26.3 32.4 33.3 9.4 25.4 32.8

Mask-based

FT 0.0 26.7 8.9 26.4 0.0 2.3 0.8 8.5 0.0 1.1 0.3 4.2
MiB 37.0 24.1 32.6 38.3 23.5 10.6 26.6 29.6 21.0 6.1 16.1 27.7
PLOP 44.2 26.2 38.2 41.1 34.8 15.9 28.5 35.2 33.6 14.1 27.1 33.6
CoMFormer 44.7 26.2 38.4 41.2 40.6 15.6 32.3 37.4 39.5 13.6 30.9 36.5
Joint 46.9 35.6 43.1 — 46.9 35.6 43.1 — 46.9 35.6 43.1 —

Table 2. Continual Semantic Segmentation results on the ADE20K dataset in mIoU considering multiple training protocols. We report
the numbers published by the original papers on DeepLab-v3 [9]. The remaining results are based on our re-implementation (see Sec. 4.2).

classification head of the CoMFormer architecture (Mask-
based). We note that the first version cannot be applied to
panoptic segmentation, since the task does not support the
use of per-pixel losses. For PLOP, we apply its distillation
loss local-POD on the intermediate features of the segmen-
tation backbone, as in the original paper, and we use the
pseudo-labeling strategy proposed in Sec. 3. RCIL was not
re-implemented since it is not possible to extend their ap-
proach to non-convolutional architectures like ours. We in-
clude a naive finetuning (FT) without any capabilities for
continual learning. Finally, we also report an upper bound
(Joint) that is trained in the traditional segmentation setting.
We made our best effort to find the most suitable hyper-
parameters for all the baselines.

4.3. Implementation Details
Architecture. Following the previous benchmarks [4, 15]
we use as backbone a ResNet101 [23] on semantic segmen-
tation and we propose to use a ResNet50 [23] for panoptic
segmentation. For both tasks, we use the pixel decoder and
the transformer decoder proposed in [11] with 9 layers in
total and N = 100 queries. In addition, we adopt all the
improvements introduced in [11]: masked attention, multi-
scale features, and their optimization improvements. We
report the performance of single-scale inference.

Training parameters. We follow the Mask2Former [11]
hyper-parameters and we use AdamW [25] optimizer with
an initial learning rate of 0.0001 for the first step (t = 0) and
0.00005 in the following (t > 0). A learning rate multiplier

of 0.1 is applied to the backbone and we follow a polyno-
mial learning rate schedule. We use weight decay of 0.05.
We train the model for 160K iterations in the first step and
400 iterations per class in the following (e.g. learning 50
classes we train for 50 × 400 = 20000 iterations). For se-
mantic segmentation, we use a crop size of 512 and a batch
size of 16. For panoptic segmentation, we use a crop size
of 640 and a batch size of 8. For both, we use the standard
random scale jittering between 0.5 and 2.0, random hori-
zontal flipping, random cropping, as well as random color
jittering as data augmentation [12]. We set α = 20, γ = 2,
and λmask = 5.0. λD is set to 1 for 100-50 and to 10 in the
100-10 and 100-5. Finally, following the standard protocol
of continual learning [4, 15] we do not store any image of
previous steps and we do not use rehearsal learning.

4.4. Continual Panoptic Segmentation

Tab. 1 reports the results on the new continual panop-
tic segmentation benchmark. CoMFormer exceeds all the
baselines by a significant margin. Considering the 100-
50, we can see that CoMFormer outperforms MiB on both
old (+6 PQ) and new (+8.4 PQ) classes and PLOP on new
classes (+1.1 PQ). Considering a longer sequence of tasks
(100-10 and 100-5), we can see that the gap between CoM-
Former and the other methods becomes more significant, es-
pecially in the old classes. In 100-10, it surpasses MiB and
PLOP respectively by 8.9 and 5.5 PQ in old classes, while
in the new classes it exceeds MiB by 7.1 and is compara-
ble to PLOP. In the 100-5, it outperforms MiB and PLOP
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MiB PLOP CoMFormer Ground-truth

Figure 4. Qualitative results of CoMFormer v.s. MiB and PLOP on the 100-10 continual panoptic segmentation setting on ADE20K.

on both old (+10.4 and +6.3 PQ) and new classes (+9.4 and
+0.2 PQ). Finally, we note that CoMFormer obtains per-
formance close to the Joint baseline in the 100-50 setting,
suffering a drop of only 2.1 PQ on the old classes and 4.4
PQ on the new ones. In the other settings, the gap is still rel-
evant, indicating that learning from multiple training steps
is still a very challenging task.

In Fig. 4, we report a qualitative comparison with the
baselines in the 100-10 setting using randomly chosen im-
ages. We can see that our method is able to maintain
better the previous knowledge by precisely segmenting all
the classes in the image; for example, w.r.t. to PLOP, our
method correctly segments the chair in the second row and
the boat in the third row. We can note a common error:
models correctly segment but misclassify objects in the im-
age, like the plane classified as car in the first row or the
press classified as a door in the third row.

4.5. Continual Semantic Segmentation

We report the comparison with state-of-the-art methods
in continual semantic segmentation in Tab. 2. CoMFormer
achieves the best results on every setting, surpassing both
methods based on DeepLab-v3 [9] and baselines imple-
mented upon the same architecture. In particular, CoM-

Former outperforms the best state-of-the-art method (RCIL
[59] by 3.9% on the 100-50, by 0.2% on 100-10, and by
1.3% on the 100-5. Moreover, it always improves the per-
formance on the old classes and the avg across different
steps. In addition, CoMFormer exceeds all the baselines.
Comparing it with PLOP (Mask-based), we can see that
it obtains a substantial improvement, especially consider-
ing scenarios with longer training protocols: CoMFormers
achieves 30.9% (32.3%) on the all metrics, while PLOP
only 27.1% (28.5%) on the 100-5 (100-10) setting. Fur-
thermore, the results confirm that improvements are not led
by the newer architecture. Per-Pixel baselines achieve only
similar or even lower performance than their counterparts.
MiB (Per-Pixel), for example, slightly improves the one
based on DeepLab-v3 on the 100-50 (+2.0% on all) and in
the 100-5 (+1.3%) but its performance is slightly worse in
the 100-10 (-1.1%). In addition, Per-Pixel baselines demon-
strate a large performance drop in the old classes, showing
that, without employing a distillation strategy tailored to the
architecture, it is difficult to maintain satisfactory results.

4.6. Ablation Studies
Mask2Former vs CoMFormer. In Tab. 3, we compare
the proposed CoMFormer against Mask2Former [11]. In
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Semantic - mIoU Panoptic - PQ
Method 1-100 101-150 all 1-100 101-150 all

100-50 (2 tasks)
Mask2Former 44.3 26.0 38.1 37.9 24.5 33.4
CoMFormer 44.7 26.2 38.4 41.1 27.7 36.7

100-10 (6 tasks)
Mask2Former 38.7 15.7 31.0 30.2 10.8 23.7
CoMFormer 40.6 15.6 32.3 36.0 17.1 29.7

100-5 (11 tasks)
Mask2Former 32.6 13.7 26.3 25.9 5.6 19.1
CoMFormer 39.5 13.6 30.9 34.4 15.9 28.2

Table 3. Comparison between CoMFormer and Mask2Former
[11] in continual semantic and panoptic segmentation. We apply
to Mask2Former our mask-based pseudo-labeling strategy and the
adaptive distillation loss for a fair comparison.

100-50 (2 tasks) 100-10 (6 tasks)
PS KD AD 1-100 101-150 all 1-100 101-150 all
- - - 0.0 25.8 8.6 0.0 2.9 1.0
- - ✓ 28.4 15.3 24.0 23.0 9.1 18.4
✓ - - 40.7 26.3 35.9 30.1 17.2 25.8
✓ ✓ - 40.5 28.1 36.4 30.2 17.6 26.0
✓ - ✓ 41.1 27.7 36.7 36.0 17.1 29.7

Table 4. Ablation of the different key components of our CoM-
Former architecture. We report the PQ on the 100-50 and 100-10
panoptic settings. PS: Pseudo-labeling; AD: adaptive distillation
Eq. (3); KD: standard distillation Eq. (1)

particular, to fairly compare the two methods, we add our
adaptive distillation loss and the pseudo-labeling strategy to
Mask2Former. Considering semantic segmentation, CoM-
Former achieves better results on the old classes (on av-
erage 3% mIoU), while the two methods obtain compara-
ble results on the new classes. On panoptic segmentation,
CoMFormer exceeds Mask2Former in all the classes with a
considerable gap (6 PQ on both old and new classes on aver-
age). We conclude that a vanilla MaskFormer architecture
is not suited to continual learning because it suffers from
forgetting, while CoMFormer outperforms it in any setting.

Method components. We investigate the benefit of each
method component in Tab. 4, reporting the results in PQ
on the 100-50 and 100-10 settings in panoptic segmenta-
tion. Without applying any regularization technique, the
performance on old classes drops to 0, denoting that it is
important to deal with forgetting. Both the adaptive distil-
lation loss (AD) and the pseudo-labeling strategy (PS) lead
to improvement in the old classes when applied indepen-
dently. However, we obtain the best results when combin-
ing them, especially considering the 100-10 scenario, where
the old classes are improved by 5.8 PQ and the final per-
formances of 3.9 PQ. Finally, the table shows that weight-
ing the queries based on their semantic content is essential
to improve performance: comparing a standard distillation

100-50 (2 tasks) 100-10 (6 tasks)
Method RQ SQ PQ RQ SQ PQ
MiB 36.8 73.0 29.8 26.4 55.5 21.4
PLOP 43.8 79.1 36.2 31.7 61.1 26.1
CoMFormer 44.4 79.6 36.7 36.2 73.4 29.7
Joint 47.6 79.0 39.5 47.6 79.0 39.5

Table 5. Panoptic metrics analysis. We report Recognition Qual-
ity (RQ), Segmentation Quality (SQ), and Panoptic Quality (PQ)
over all the classes after the last step.

(KD Eq. (1)) with our adaptive distillation (AD Eq. (3)), we
largely improve the performance on both settings: +0.3 PQ
in 100-50 and +3.7 PQ in 100-10 considering all classes.

Forgetting in CoMFormer. To investigate the reason
for the forgetting, we considered separately the Recognition
Quality (RQ) and the Segmentation Quality (SQ) in panop-
tic segmentation. RQ measures how well the model is able
to classify segments, while SQ considers the precision of
the segmentation. Note that, as reported in [28], SQ and
RQ are not independent since SQ is computed only on seg-
ments correctly classified. The results on the 100-50 and
100-10 are reported in Tab. 5. The table clearly shows that,
as hypothesized in Sec. 3.3, forgetting happens heavily on
the classification ability while it is less marked on the seg-
mentation ability of the model. CoMFormer, in fact, with-
out providing regularization losses on the mask prediction,
is able to match the segmentation ability of the Joint upper
bound on the 100-50 and it gets close results on the 100-10
(-5.6). In addition, it is evident that classification ability is
heavily affected by forgetting. CoMFormer has a gap with
Joint of 3.2 and 11.4 RQ respectively in the 100-50 and
100-10. We note that, however, other baselines are more
affected by forgetting, showcasing even larger gaps.

5. Conclusion

In this paper, we extend the task of continual learning
beyond semantic segmentation by introducing the challeng-
ing and realistic continual panoptic segmentation setting.
We propose CoMFormer, a strategy to address segmenta-
tion as a mask classification problem exploiting the prop-
erties of transformers to tackle both semantic and panoptic
segmentation tasks. The extensive quantitative results high-
light that CoMFormer outperforms all previous methods,
both in semantic and panoptic segmentation, under a unified
paradigm. In future work, we aim to extend the benchmark
to instance segmentation to show that CoMFormer can be
employed to address any continual segmentation task.
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