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BubblEX: An Explainable Deep Learning
Framework for Point-Cloud Classification

Francesca Matrone , Marina Paolanti, Member, IEEE, Andrea Felicetti, Massimo Martini ,
and Roberto Pierdicca

Abstract—Point-cloud data are nowadays one of the major data
sources for describing our environment. Recently, deep architec-
tures have been proposed as a key step in understanding and
retrieving semantic information. Despite the great contribution
of deep learning in this field, the explainability of these models
for 3-D data is still fairly unexplored. Explainability, identified as
a potential weakness of deep neural networks (DNNs), can help
researchers against skepticism, considering that these models are
far from being self-explanatory. Although literature provides many
examples on the exploitation of explainable artificial intelligence
approaches with 2-D data, only a few studies have attempted to in-
vestigate it for 3-D DNNs. To overcome these limitations, BubblEX
is proposed here, a novel multimodal fusion framework to learn
the 3-D point features. BubblEX framework comprises two stages:
“Visualization Module” for the visualization of features learned
from the network in its hidden layers and “Interpretability Mod-
ule,” which aims at describing how the neighbor points are involved
in the feature extraction. For our experiments, dynamic graph con-
volutional neural network has been used, trained on Modelnet40
dataset. The developed framework extends a method for obtaining
saliency maps from image data, to deal with 3-D point-cloud data,
allowing the analysis, comparison, and contrasting of multiple
features. Besides, it permits the generation of visual explanations
from any DNN-based network for 3-D point-cloud classification
without requiring architectural changes or retraining. Our find-
ings will be extremely useful for both scientists and nonexperts in
understanding and improving future AI-based models.

Index Terms—Artificial intelligence (AI), deep learning, ex-
plainable artificial intelligence (XAI), explainability, point cloud.

I. INTRODUCTION

T ERRESTRIAL and airborne sensors (both image or range
based) are able to produce accurate 3-D point-clouds data,

which represent one of the major sources for describing our
environment [1]. Nowadays, geometrical information is accu-
rate, and, despite still entrusted on the operator, the procedure
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is straightforward and, to some extent, trustworthy. The same
cannot be said for the semantic information linked to the 3-D
data; in other words, supervised learning tasks are far from
being off-the-shelf solutions. Point clouds, as raw data of most
mainstream sensors, have a significant advantage in real-time
scenarios compared to other 3-D data formats and, therefore,
are gaining a lot of attention for research purposes, exhibiting
higher structural complexity than 2-D images. They can be
acquired from LiDAR scanners or RGB-D sensors with a density
that depends on the sensor scanning pattern and the distance
of the surface being scanned from the sensor head. With the
advancement of artificial intelligence (AI), deep neural networks
(DNNs) have been employed for point-cloud classification. For
the last years, we have seen tremendous progress in supervised
learning tasks like segmentation and classification [2], [3]. Re-
searchers have developed expressive handcrafted features that
can be extracted from a local neighborhood of each point, and
they have adapted supervised classification techniques from
machine learning to the processing of point clouds [4]. The con-
sideration of context in the classification process by graphical
models, e.g., conditional random fields, has further improved the
accuracy that can be achieved, in particular for small objects.
Thus, learning-based techniques can be considered promising
and deserves further investigation. Considering the 2-D coun-
terpart (e.g., image analysis [5] or trajectory data [6]), it can
be stated that point-cloud processing is one step behind [7].
Indeed, the extraction of semantic information from images has
been revolutionized by deep learning techniques, in particular by
convolutional neural networks (CNNs), which have been shown
to outperform other techniques. Albeit in the meantime, deep
learning has been adapted for the interpretation and knowledge
extraction of point clouds; the bulk of knowledge in this latter
field is still struggling against a bottleneck. The reasons are
manifold, but the recent literature provides sights and research
directions: 1) images raise a higher attention from a commercial
point of view, and the Big Data players are investing huge
resources in collection information from the whole mankind;
2) dealing with point cloud is more complex, considering that
the image-based technique cannot be exploited for the same task
in 3-D; 3) there are less available datasets of point clouds, given
that the class labeling process is difficult and time demanding.
Besides the above-mentioned reasons, there is one further hidden
motivation that is hampering the research to make the step
forward from feature- to learning-based approaches: skepticism.

AI-based algorithms, especially DNNs, are transforming the
way of approaching real-world tasks done by humans. DNN
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architectures are increasingly being adopted in several domains
from medical diagnosis [8] and retail [9] to autonomous driv-
ing [10] due to their competence to learn relevant abstractions
from data. At first, these models were considered as “black
box” operators, but as their popularity has grown, they need
to be interpretable and explainable [11]–[13]. The perception of
DNNs as “black box” algorithms makes it difficult to ethically
justify their use in high-stake decisions, especially in case of
failure [14]. The adverse of black-boxness is transparency; in
fact, the search for a direct understanding of the mechanism
by which a model works becomes difficult [15]. Consequently,
humans are commonly hesitant to use techniques that are not
straight interpretable, tractable, and trustworthy, given the in-
creasing request for ethical AI [16].

The terms “interpretability” and “explainability” have been
widely discussed in the AI community, mainly for DNN per-
formance and ethics, thus raising important questions: will the
domain experts more heavily weigh AI output with improved
interpretability? Can the adoption of explainable methods in-
crease model performance? These and other similar questions
have been investigated for defining “explainability” and “inter-
pretability” in AI [14]. “Interpretability” refers to understanding
algorithm output for implementation, while “explainability”
concerns techniques applied to explain and improve the AI
system [13]. To address these issues, explainable artificial intel-
ligence (XAI) proposes to make a shift toward more trustworthy
AI. It aims at developing a suite of techniques that produce more
explainable models while keeping high performance levels.

A. Nature and Scope

In recent years, a lot of efforts were devoted to develop XAI
framework for explaining DNN decisions, especially when these
models deal with image data [17]. Several explainability tech-
niques were developed to generate heatmaps of salient regions
and most of them are obtained from the backpropagation of the
gradients, by checking how individual pixel perturbations affect
the decision [18]. Moreover, in the context of XAI, saliency maps
denote the pixels that are deemed important for the decision of
the model under consideration. Features learned from 2-D data
can be visualized and distinguished as images [19].

Although there are many works in the literature on the
exploitation of XAI approaches with 2-D data [20], [21], few
studies have attempted to investigate the explainability of 3-D
DNNs [22]. Currently, DNN models designed for analyzing
point-cloud data remain black boxes due to the lack of research
investigating their inner explainability. Similar to images that
are composed of pixels, point-cloud instances consist of indi-
vidual points as the fundamental unit. In contrast to images,
point position is represented through the coordinates, not com-
pletely in the index of the image. Thereby, the challenges faced
by this study mainly dealt with the sparseness, discreteness,
and disorderliness of the point data. Independently from the
operators chosen and exploited by the different state-of-the-art
DNN models to solve such issues, the proposed methodology
could be applied to any of them; nevertheless, when applying
Grad-CAM to 3-D data, some criticalities faced were the choice

of the best function to flatten the features (minimum, maxi-
mum, average, and median), the combination of features and
gradient (before or after flattening), as well as the choice of a
color scale to enhance the results interpretation. To improve the
distinctiveness of point-cloud DNN frameworks, we, therefore,
propose BubblEX, a new multimodal fusion framework to learn
the 3-D point features. BubblEX framework consists of two
stages: Visualization Module and Interpretability Module. First,
t-distributed stochastic neighbor embedding (t-SNE) [23] and
uniform manifold approximation and projection (UMAP) [24]
are used as they attempt to preserve the clustering structure
by considering a local neighbor [12]. Both t-SNE and UMAP
contain hyperparameters that can impact the structures visible
to the operator. Then, we move one step further to unfold the
black box for the 3-D point-cloud features learning. For this
reason, BubblEX comprises an Interpretability Module, which
describes how the neighbor points are involved in the features
extraction. For the development of this module, we are inspired
by gradient-weighted class activation mapping (Grad-CAM)
approach [25]. The reasons for these improvements lie in two
aspects: The Grad-CAM can be applied to common 3-D DNNs
but fails to sparse tensor convolution. The Grad-CAM demands
a class label to evaluate the category- specified gradient, but
the registration task does not enclose these class labels. For our
experiments, we considered dynamic graph CNN (DGCNN) that
builds dynamic connections among points in their feature level
and updates point features based on their neighboring points in
the feature space [26]. DGCNN for classification of 3-D point
clouds has been trained both on Modelnet40 and ScanObjectNN
datasets. The first is one of the recent available 3-D datasets [27],
developed by the Princeton Vision & Robotics Labs and com-
posed by 12 311 prealigned shapes, made up of 1024 points,
subdivided into 40 categories. Whereas, the second contains
about 15 000 objects, categorized into 15 categories [28].

The key contributions of this article are as follows:
1) the extension of a method developed for obtaining saliency

maps from image data to deal with 3-D point-cloud data;
2) a framework1 for understanding the process of 3-D point-

cloud features learning for multiclass classification tasks;
3) a visual method that enables analyzing, comparing, and

contrasting multiple features;
4) the generation of visual explanations from any DNN-

based network for 3-D point-cloud classification without
requiring architectural changes or retraining.

The article is organized as follows. Section II provides a
description of the approaches that were adopted for the ex-
plainability of 3-D point cloud. Section III describes BubblEX
framework for 3-D point-cloud XAI. In Section IV, an extensive
comparative evaluation of our approach with respect to the state-
of-the-art ModelNet40 and ScanObjectNN datasets is offered, as
well as a detailed analysis of each component of our framework.
Finally, in Sections V and VI, discussions on the obtained results
are drawn, along with the conclusions and the definition of the
future directions for this field of research.

1https://github.com/vrai-group/BubblEX
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II. STATE OF THE ART

Explaining the decisions performed by DNNs require
knowledge of the internal layers of DNNs, missing with
non-AI-experts and end-users who are more focused on getting
accurate and reliable results. Therefore, the ability to interpret
AI decisions are often considered less important of achieving
state-of-the-art performances. Recently, XAI has gained
increasing importance [29], even from governments, particularly
with the European General Data Protection Regulation [30].
In fact, following the guidelines of the European Regulation
on AI2, when designing the application, it is intended to apply
the principle of transparency of the technology used, so as
to make known to those concerned, and compatible with the
European Ethics Guidelines for trustworthy AI, the technology
model applied, the type of information potentially expected and
the predefined regime of risk control and security protection.
Most of the ongoing research on explainability pays attention
to image classification tasks [17]. Current approaches to
explainability of DNN models include the design of a saliency
map, which allows to highlight and identify the valuable areas
of the input space [31]. Moreover, for explaining the decision
made by a DNN for image classification, popular methods are
gradient-based and local surrogate model-based [32].

However, in literature, there are few works that have inves-
tigated the explainability of 3-D DNNs. This section aims at
reviewing the existing XAI methods for point clouds.

One of the first attempts to make AI explainable was
PointHop [33]. In this article, the authors proposed a method
which consisted of two steps: The first one is a local-to-global at-
tribute building through iterative one-hop information exchange,
while the second one is classification and ensembles. They
have explored ensemble methods to improve the classification
performance. Their work addressed the disorderly properties of
point clouds using PointHop units to adapt them to classical
classifiers, which is part of the preprocessing rather than post
hoc explanations.

The concept of saliency map was also adopted for point-cloud
XAI. The construction of point-cloud saliency maps was done
in [34]. The method assigned each point a score reflecting its
contribution to the model-recognition loss. The saliency map
explicitly explained which points are the key for model recog-
nition.

In [35], the authors proposed an alternative evaluation ap-
proach by randomizing the network weights as well as the labels.
They also claimed that a feasible explanation should be sensitive
to the weights of models and the data generating process.

Another approach for explaining the decision of a DNN
when it deals with 3-D data is described in [36]. The authors
proposed a point-cloud applicable explainability method based
on local surrogate model-based approach to demonstrate which
components are responsible to the classification. Moreover, they
quantified the validity of the explanations for point-cloud data
through fidelity and accuracy verification methods instead of a
subjective approach based on human impressions.

2https://eur-lex.europa.eu/resource.html?uri=cellar:e0649735-a372-11eb-
9585-01aa75ed71a1.0001.02/DOC_1&format=PDF

Fig. 1. BubblEX workflow. The features extracted from the trained DNN serve
as input for the Visualization and Interpretability Modules. The output of these
two core parts could help to improve network decisions.

The pioneer study of utilizing explainability approaches to
point clouds remains crucial to understand feature sparsity of
3-D models [37]. Gupta et al. extended the saliency methods by
analyzing the features in point clouds and voxel spaces. They
have shown that edges and corners in 3-D data are considered
as important features while planar surfaces are deemed less
important. Driven by the insight that 3-D data is inherently
sparse, they visualized the features learned by a voxel-based
classification network and show that these features are also
sparse and can be pruned relatively easily, leading to more
efficient neural networks. However, they only demonstrated
sparse explanations that emphasize the importance of points
at edges and corners, which is lack of semantics, though the
evaluation criterion of the explanations was absent. In addition,
the gradient-based methods were not adapted to models without
gradients, such as tree-based models.

Considering the state of the art in this context, BubblEX
framework comprises a visualization step, performed by t-SNE
and UMAP, followed by a recognition step in which the im-
portant features for DNN decisions are highlighted. To assess
relatedness between clusters identified by t-SNE and UMAP es-
sentially means building hierarchy and boundaries between the
clusters and our Interpretability Module inspired by Grad-CAM
can effectively recognize the features used for making decisions.

With respect to the above-mentioned state-of-the-art works,
our approach does not need to iterate through XAI techniques
(like [33]); so it is potentially faster. In addition, we improve the
saliency map approach of [34] adding the third dimension and
pointing out the intruders. Compared to [35], which performs
tests by randomizing the weights of the network, we directly
choose which layer to study (through visualization techniques),
making our approach more punctual, precise, and effective.
Finally, we do not have to train surrogate models like [36], but
we can directly use the original classification approach, without
the need to retrain it.

III. METHODOLOGY

The overall framework of BubblEX for learning 3-D point
features is depicted in Fig. 1. As stated in Section I, BubblEX
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Fig. 2. DGCNN Architecture. Numbers from 1 to 8 show the output layers for features extraction. Point 5 is the one selected for the Interpretation Module, while
Point 8 for the Visualization Module.

framework consists of two stages: Visualization Module and
Interpretability Module. First, a network trained on a dataset of
point clouds is needed to solve a classification task and then
a method for the extraction and visualization of the learned
features by network’s layers is selected. In this phase, the in-
tuition lies on t-SNE [23] and UMAP [24] that are designed to
principally preserve local structure that is to group neighbor-
ing data points together, providing informative visualization of
heterogeneity for the 2-D data. In this article, we adapt them
to the 3-D point clouds. Finally, the third step is fundamental
to understand the decisions taken by the network to classify
the extracted features in a given class. The union of these last
two steps represents the fundamental interpretability core of the
model trained in the initial steps; it allows to understand the
decision errors taken by the network and consequently provides
an idea of how to improve its training phase. We, thus, build
an Interpretability Module, which describes how the neighbor
points are involved in the feature extraction. For the development
of this module, we were inspired by Grad-CAM approach. For
our experiments, we considered DGCNN DNN [26]. DGCNN
for classification of 3-D point clouds has been trained on Mod-
elnet40 and ScanObjectNN datasets.

The proposed visualization approaches can also be useful to
make the architecture of any network more efficient. In fact,
in addition to testing the DGCNN, preliminary tests investi-
gated the PointNet [38] architecture, trained with ModelNet10.
Through the visualization methods, it was found that some layers
could be excluded while maintaining high accuracy. These tests
have not been detailed here as the performance enhancement
was out of the scope of this research.

In the following subsections, we describe each part of our
framework as well as the dataset used for evaluation.

A. Learning Phase

The first step of the approach concerns the training of a neural
network for the task of point-clouds classification. As mentioned

above, we chose the DGCNN as the basis for testing the proposed
XAI approach since it is a well-known neural network and it has
been already trained on the selected dataset [39]. Nevertheless,
the proposed approach can be extended to any other architecture,
being independent from the type of DNN picked out. Further-
more, since the DGCNN was also used by the authors for the
semantic segmentation task [40], it provides the advantage that
this task can also be tested as future works.

This method implements a dynamic graph neural network
based on a particular group of layers, called Edge-Conv. This
novel module captures local geometric structure while main-
taining permutation invariance. It also allows to generate edge
features that describe the relationship between a point and
its neighbors instead of generating points’ feature directly
from embedding. With respect to the standard graph networks,
DGCNN improves the learned graph in each of its levels [26].

In the two proposed modules, methods will be used to extract
and study the features learned from the network layers. In Fig. 2,
it can be noticed that the DGCNN architecture allows extracting
features at global level only in the final layers. In fact, the
proposed approach will exploit the features learned in the last
MLP layer, before the classification layer. If feature extraction
is desired in other intermediate layers, a global pooling layer
should be added at the extraction point. However, this solution
involves two problems that should be avoided: First, it will
modify the architecture of the network; second, this type of layer,
by performing the global pooling operation, will lead to a small
loss of information, intrinsic in the operation carried out.

The analysis of the features can be performed both in the last
layers and in the intermediate layers. For the analysis of the
features, in the intermediate layers, the global pooling operation
is necessary as global pooling layer is yet in the network (there is
no modification of the network). The global pooling operation
reduces information by flattening of activation vector. In our
case, on the edgeconv5 layer, the activation is a vector of size
1024 features × 1024 points. In order to be displayed in the
interpretability module, the feature dimension is flattened with



MATRONE et al.: BUBBLEX: AN EXPLAINABLE DEEP LEARNING FRAMEWORK FOR POINT-CLOUD CLASSIFICATION 6575

Fig. 3. Mesh examples (top) and corresponding subsampled objects (bottom)
of the ModelNet40 dataset.

a global pooling operation as detailed in Section 3.3. The result
is a vector of size 1024 points.

The network has been trained using ModelNet40 dataset split
into 80% for training (9843 objects) and 20% (2468 objects) for
testing phase. Objects of this dataset are randomly sampled with
1024 points from the mesh faces; then their x, y, and z coordinates
are used as input in all experiments of this work. Fig. 3 shows
some point-cloud examples of the ModelNet40 dataset, after the
subsampling phase.

B. Visualization Module

For the visualization of features learned from the network
in its hidden layers, we deal with the large dimensionality
of this data. One of the state-of-the-art techniques for dimen-
sionality reduction is t-SNE [23]: particularly suited for the
visualization of high-dimensional features and datasets. It is
often used in the domain of imagery, but, in recent years, it
has also been successfully applied with other types of data,
such as point clouds [41], [42]. The t-SNE is a probabilistic
technique, contrary to principal component analysis (PCA) that
is a statistical one. It tries to minimize the divergence between
two distributions: the former measures pairwise similarities of
the input data, while the latter calculates pairwise similarities
of the related low-dimensional data in the embedding. The main
problem with this technique is that it can be computationally very
onerous, when there are very high-dimensional data. A solution
is to apply another dimensionality reduction technique before
using t-SNE, i.e., PCA technique, which aims at reducing the
number of dimensions of data preserving most information [43].

In recent years, a new dimensionality reduction technique,
namely UMAP [24], has been introduced. UMAP is a learn-
ing technique for dimension reduction based on Riemannian
geometry and algebraic topology. This approach is more com-
petitive than the t-SNE in terms of dimensionality reduction and
visualization quality since it allows most of the relationships
between the input data to be preserved, while maintaining very
fast processing times.

BubblEX adopts the aforementioned techniques for the visu-
alization and study of the features learned in the intermediate
layers of the DNN for point-clouds classification. This choice
has been made considering that t-SNE and UMAP are proficient
for studying features learned in a classification task. Each object
in the dataset, in fact, is associated with a feature vector extracted

from an intermediate layer. This vector can be given as input to
one of these techniques, which will map it as a point in a 2-D
space. The entire test dataset will be first given as input to the
neural network, then transformed in feature vectors, and, finally,
mapped inside a bidimensional world to be studied.

The main idea of this phase of the framework is to implement
a generalizable method to understand how a generic 3-D object
is transformed by any deep learning approach that aims to solve
a particular task (Fig. 4). It begins with a 3-D object, described
only by a point cloud composed of the points coordinates. The
object is given as input to a DNN, which learns different types
of features in different stages of the architecture. Each layer
can define a certain type of features, which is able to describe
either single points or the whole object. Once the network has
been trained for a particular task, it can be used as a feature
extractor, and it is also possible to choose at which point to
extract the features. In fact, Fig. 4 shows the extraction from two
different layers, which will generate n-dimensional features that
can describe different characteristics of the same object. Finally,
these n-dimensional features are clearly difficult to study, and
for this reason, they are transformed into a 2-D space using the
techniques described in this section. Hence, the initial object
will be mapped as a single point within the graph of the chosen
technique, and the color of the point is given according to which
type of error should be studied, i.e., comparison with ground
truth (GT) or the class predicted by DNN.

The advantage is the ability to transform a 3-D object into any
n-dimensional space in order to learn any complex but useful
feature for the task to be solved, and then return to a simple 2-D
space to investigate its effectiveness.

After selecting the proper visualization technique, a cluster
analysis is carried out on the objects of the dataset mapped in
the 2-D generated graph. This analysis makes it possible to find
all objects misclassified by the network, either due to the learned
features or due to the final classification part. This analysis will
be described in detail in Section IV-A.

C. Interpretability Module—From Learned Features to
Decision Making Operations

After displaying in 2-D space the 3-D misclassified objects,
for each of these “intruders,” the closest objects in the “post
t-SNE” space is selected, based on the Euclidean distance.
This operation allows an in-depth analysis of these samples by
studying the activation in the innermost layers. Specifically, we
analyze activation and Grad-CAM in output from the latest layer,
namely “conv5,” corresponding to the fifth layer n× 1024 in
Fig. 2. This layer has a size of 1024 features × 1024 points.
Furthermore, “conv5” is the last layer from which information
relating to points can be extracted, after which the size of the
points is flattened by the subsequent max pooling and average
pooling layers.

The activation on this layer can be viewed using a point cloud
in which points are colored through a scalar field representing
the intensity of the activation. To this aim, the activation itself (a
matrix of dimension 1024 features × 1024 points) is flattened
to the dimension of the features through the median. In-depth
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Fig. 4. Workflow of spatial transformations of the data flow, from the input point cloud to XAI techniques.

analyses have been carried out for the choice of the median as a
function to flatten the features (Section IV).

After that, the obtained values are linearly normalized be-
tween –1 and 1 based on the highest of the absolute minimum
and maximum values. The result is a vector of size 1024 points
with values between –1 and 1. Specifically, at least one point is
mapped to 1 or –1 as a consequence of the original range.

The Grad-CAM, unlike activation, which is obtained as an
output of an intermediate layer in function of the input, is para-
metric and must be calculated according to a target class. To ob-
tain the Grad-CAM, in the same model and in the same “conv5”
layer, the product between activation and gradient obtained from
the retro-propagation of the output must be calculated (both with
a size of 1024 features×1024 points). To compute the gradient, a
one-hot-encoding signal identifying the target class is multiplied
by the output vector and retro-propagated to the “conv5” layer
in analogy to the retro-propagation of the error during network
training. The product between activation and gradient (always
a matrix of dimension 1024 features × 1024 points) results
accordingly, as already described for the activation, namely
flattened, normalized, and “colored”. An in-depth analysis was
made to choose whether to multiply activation and gradient and
then flatten, or flatten activation and gradient and then multiply
(Section IV-B).

Activation is independent from the target class. The Grad-
CAM modulates the activation with the gradient that is condi-
tioned by the target class. The extraction of the activation and the
gradient do not therefore affect the prediction: their evaluations
can explain the reasons why an input object is correctly or
incorrectly predicted.

IV. RESULTS

This section describes the tests carried out to understand the
potential of feature visualization techniques as explainability
techniques in the 3-D world. In particular, the techniques are

tested using deep learning approaches that exploit raw point
clouds as input. The next subsection presents experiments on one
of the fundamental tasks of this domain, that is, the classification
of point clouds.

A. Visualization Module

The ModelNet40 classes of objects (bathtub, bed, chair, desk,
dresser, monitor, night-stand, sofa, table, toilet, etc.) were split
in the same way as the original paper. The data, provided
as mesh files, were first subsampled to 1024 points for each
object by performing a uniform random sampling. In addition,
data augmentation techniques were performed for jittering and
shuffling the data. The network was trained for 100 epochs, using
the Adam optimizer with a learning rate of 0.001.

The trained network achieved a good performance in object
classification, i.e., 93.27% of accuracy. In the second phase of
the explainability approach, two different locations were chosen
for the extraction of the learned features from the network. As
described in Fig. 2, the extraction points concern the last two
MLP layers. The next-to-last layer, called MLP1, allows 512
features to be extracted, while the last, called MLP2, generates
256 features. These two groups of features represent the seven
and eight extraction points shown in Fig. 2.

The features extracted from this layer were given as input to
the t-SNE and UMAP techniques, in order to map them in a
2-D space and understand if the network is discriminating well
the different classes of the dataset within its architecture. The
results of the feature visualization using the t-SNE technique are
described in Fig. 5.

It can be seen from the results that in the first layer, the network
is starting to discriminate well the various classes, but there are
several misclassifications. It is only thanks to the last layer that
the discrimination is almost optimal, obviously with some small
margin of error since the accuracy of the network never reaches
100%. In fact, note that the labels used in the figure are those of
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Fig. 5. t-SNE technique applied on two different layers of DGCNN. (a) t-SNE on layer MLP1. (b) t-SNE on layer MLP2.

Fig. 6. UMAP technique applied on two different layers of DGCNN. (a) UMAP on MLP1 layer. (b) UMAP on MLP2 layer.

GT, while the points are mapped using the features learned from
the network. These explainability techniques allow to under-
stand, looking at the generated plot, in which way the network
associates the wrong classified objects, and to see which are the
closest objects to them. They also allow to study the potential
of the various intermediate layers, allowing to understand if a
layer is essential for the classification or it could be removed,
improving the performance both in terms of processing time and
accuracy.

On the other side, the results of feature visualization using
the UMAP technique are described in Fig. 6. The enormous
potential of this technique compared to t-SNE is immediately
evident. The results in the two intermediate layers follow the
same trend of the previous results, but this technique allows a
more evident discrimination of the classes and is easier to study.
In fact, the objects of the various classes are distanced in a more
explanatory way, allowing misclassified objects to be studied in
a simpler way.

Once the visualization technique has been chosen, it is nec-
essary to define how to map the objects within the generated
diagram. There are two options, as shown in Fig. 7, and the

choice depends on the type of error to be identified. Fig. 7(a)
shows the mapping of objects according to the GT class. All
clusters are mostly made up of points of the same color, but
some are different. These “intruder” points represent objects
of other classes but which, for some reason, were misleading
to the network. In fact, the network has learned features from
these intruders that are very similar to those of the selected
cluster.

Instead, Fig. 7(b) describes the mapping of the objects ac-
cording to the predicted class. It can be seen that the size of
the clusters is identical to Fig. 7(a), but only the colors of some
points change. The structure is identical since the position of the
points derives from the same visualization technique chosen. In
this case, however, the intruder points represent classification
errors indicating that there is a divergence between the features
learned from the network and the final decision made to classify
those particular objects. In conclusion, the first type of error
concerns the whole process of feature learning, while the second
type describes the discrepancy between the features learned from
the convolutional part of the network and the final decision taken
by the last MLP layers of the approach.
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Fig. 7. T-SNE results on MLP2 layer. (a) T-SNE results labelled by Ground Truth. (b) T-SNE results labelled by Prediction.

Fig. 8. Five clusters isolated by the t-SNE technique and used to test the proposed framework.

1) XAI on Misclassified Objects: The starting point of this
part of the framework is the cluster analysis got from the t-SNE
output, applied to the features of the last part of the DGCNN
network. This layer, named MLP2, allows to learn 256 features.
T-SNE reduces the feature dimension from 256 to 2 components.
The activation map of each object of the test set is then mapped
within the new 2-D space, obtained after this transformation. In
this phase, we chose to study the misclassified objects using the
t-SNE visualization technique, mapping the objects by their GT
label. The choice of t-SNE is motivated by the fact that the results
are visually better studied than UMAP technique. Instead, the
mapping respect GT was chosen because it allows to globally
study the network errors according to the learned features.

As a first step, we need to identify and isolate a cluster
containing at least one misclassified object. That cluster will
consist of almost all objects mapped with the same class and
at least one object of a different class. A cluster can be iso-
lated by using a 2-D bounding box, as shown in Fig. 8. The
proposed framework has been tested by isolating five different
clusters.

The composition of the five isolated clusters is as follows.
1) Cluster 1 contains objects of the Monitor class and two

intruder objects of the TV stand and Curtain classes (an-
alyzed in Section IV-B3).

2) Cluster 2 contains objects of the Mantel class and one
intruder object of the Piano class.
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Fig. 9. TV stand intruder object and its three closest Monitor objects (up) and
the Curtain intruder object and its three closest Monitor objects (bottom).

3) Cluster 3 contains objects of the Bottle class and one in-
truder object of the Vase class (analyzed in Section IV-B3).

4) Cluster 4 contains objects of the Sofa class and two in-
truder objects of the Desk and Bench classes.

5) Cluster 5 contains objects of the Guitar class and two in-
truder objects of the Keyboard and Plant classes (analyzed
in Section IV-B3).

Specifically, for example, Cluster 1 is confined between the
limits 0.9 < x < 1.0 and 0.4 < y < 0.6. This cluster contains
all objects of class Monitor and two intruder objects of class
TV stand and Curtain. By using the Euclidean distance, it is
possible to extrapolate the three closest objects, in order to check
which physical characteristics these objects have in common.
The objective is to understand why the network has grouped this
particular TV stand object and Curtain object with the Monitor
cluster.

Fig. 9 shows the two intruder objects of the cluster described
above. In particular, it shows the intruder object of classes TV
stand and Curtain along with the three Monitor objects closest
to it, in terms of Euclidean distance.

B. Interpretability Module

The implementation of Grad-CAM for this module required
investigations to define the best setting to properly visualize
and interpret the results. For this reason, further analyses were
carried out to study the best function to flatten the size of the
features (Section IV-B1) and the best combination between ac-
tivation and gradient (Section IV-B2). Thanks to these results, it
has been possible to suitably compare and evaluate the outcomes
in Section IV-B3.

1) Choice of the Best Function to Flatten the Size of the
Features: The tested domain functions have been the minimum,
maximum, average (equivalent to the normalized sum), and
median, namely those frequently used in the DNNs (pooling
layer) to flatten the dimensions. A statistical analysis was carried
out for the choice of the best function. Some samples have
been selected, and, for these, the activation and gradient have
been extracted to the “conv5” layer. For activation (matrix 1024
features × 1024 points), the distribution of the values between
the features for each point was evaluated.

For each distribution (each of the 1024 points), the minimum
(blue), maximum (orange), average (green), and median (red)
values are calculated and displayed in Fig. 10.

The graph shows how the maximum function returns values
almost five times (in absolute value) those returned by the min-
imum function. This phenomenon is due to the “LeakyReLU”
activation functions with “negative slope” equal to 0.2. The val-
ues obtained can be summarized in the histograms and displayed
as a point cloud in Fig. 11, in which the points of the object are
colored according to same values.

The choice of the minimum and maximum as functions to
flatten the size of the features was discarded because, very
often, unipolar values are returned, limiting the display range
from (–1 to 0) or (0 to 1) and making unusable at least half
of the shades. The choice of the median, in combination with
the normalization of the values adopted, with respect to the
average, is the one that most frequently returns the widest display
range and, consequently, gives a greater emphasis to the nuances
between the points.

The same analyses have also been made for the gradient (the
latter according to the targets from 0 to 40).

For each distribution (each of the 1024 points), the minimum
(blue), maximum (orange), average (green), and median (red)
values are calculated and summarized in Fig. 12.

From the graphs, it can be seen how the median, compared
to the average, has a lower dispersion of the points around
their central values. These values can be summarized in the
following histograms and displayed as a point cloud, in which
the points of the object are colored according to objects them-
selves (Fig. 13). In this case, by observing the histograms, it is
clear that the functions minimum, maximum, and average often
have a single peak around 0. The median is the only one that
frequently presents significant peaks, and sometimes multiple
ones, centered outside of 0. This feature makes it suitable to be
multiplied with activation to modulate its values.

2) Choice of the Best Combination Between Activation and
Gradient: A further analysis was performed to choose the best
combination of activation and gradient to obtain the Grad-CAM.
Two strategies were analyzed: 1) multiply activation and gradi-
ent and then flatten; 2) flatten both activation and gradient and
then multiply. Fig. 14 shows the results of some tests performed.

The use of the mean, in both combinations, returns an al-
most monochromatic shade (green with isolated red and/or blue
points) of the cloud due to the sparse distribution of the gradient
values around 0. The use of the median for flattening both acti-
vation and gradient before multiplication does not add enough
emphasis; the nuances obtained are almost identical to those of
the activation alone. On the other hand, the use of the median to
flatten the activation and gradient product creates a significant
variation of the shades compared to those of activation alone.

Broadly speaking, the median, among the functions to flatten
the size of the features, seems to give better results than the
others, at least visually, especially in the representation of the
Grad-CAM. It has been verified that the gradient between the
features, at each point, has a very sparse distribution, and, for
this reason, the average value is very susceptible to outliers,
which move it away from the center of the distribution. While
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Fig. 10. Statistics of activation for each point over all the features.

Fig. 11. Histogram and 3-D plot of activation flattened by testing functions. (a) Histogram of minimum statistics of activation. (b) 3D plot of activation flatten by
minimum. (c) Histogram of maximum statistics of activation. (d) 3D plot of activation flatten by maximum. (e) Histogram of mean statistics of activation. (f) 3D
plot of activation flatten by mean. (g) Histogram of median statistics of activation. (h) 3D plot of activation flatten by median.

the median value is more robust, and, consequently, in the
representation with the Grad-CAM, the difference in the nuances
between the points is still appreciable.

3) Ablation Study: Below are represented the activation and
the implemented Grad-CAM of four “intruder” objects, their
closest object, and an object belonging to the cluster to which
the “intruder” should belong. The Grad-CAM was evaluated
only for targets equal to the GT class, post t-SNE membership

cluster, and prediction (only if different from GT and member-
ship cluster). Each example compares an object among those
classified incorrectly (prediction different from the GT). The
same object is then compared to a point cloud with an equal GT
class and to a GT object corresponding to the class predicted by
the object under consideration. So, for each object, activation
map and Grad-CAM for both classes (GT and predicted) are
compared.



MATRONE et al.: BUBBLEX: AN EXPLAINABLE DEEP LEARNING FRAMEWORK FOR POINT-CLOUD CLASSIFICATION 6581

Fig. 12. Statistics of gradient for each point over all the features. Minimum (blue), maximum (orange), average (green), and median (red) values.

Fig. 13. Histogram and 3-D plot of gradient flattened by testing functions. (a) Histogram of minimum statistics of gradient. (b) 3D plot of gradient flatten by
minimum. (c) Histogram of maximum statistics of gradient. (d) 3D plot of gradient flatten by maximum. (e) Histogram of mean statistics of gradient. (f) 3D plot of
gradient flatten by mean. (g) Histogram of median statistics of gradient. (h) 3D plot of gradient flatten by median.

A colormap jet is used to emphasize the intensity of the values,
where blue and red display the influential points, although their
contribution is opposite. In fact, they map –1 and 1, respectively,
while green is close to 0.

From Fig. 15, it can be seen how in the case of the TV stand
as target, the Grad-CAM indicates as points to be considered
(second column) those at the edges of the object, while the
opposite behavior occurs for the target class of the Monitor
(third column), where the central points of the object acquire
greater importance and those at the edges lesser. If we now
consider the second row, we see how the activation map of the
misclassified TV stand is more similar to that of the monitor than
to that of its own target class. It follows that for this object, the

error is probably due to incorrectly learned features. Identical
behavior was found in object 281 (Fig. 16 of the ScanObjectNN
dataset. The intruder object is a display that has been incorrectly
classified as a cabinet. If we consider the activation map, the
one of the intruder object is certainly more similar to that of the
correctly recognized display (ID 309); however, if we consider
the target, it is more similar to that of the cabinet (ID 121) with
the arrangement of the most relevant points mainly concentrated
in the upper left corner of the vertical plane.

Similar reasoning can be made for the following example
(Fig. 17). In fact, in this case, it can be clearly seen that to
discriminate a Curtain (activation map of object 928, first row),
the points that are taken into consideration are those at the top
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Fig. 14. Choice of the best gradient and activation combination. (a) Mean flatten before product. (b) Median flatten before product. (c) Mean flatten after product.
(d) Median flatten after product.

Fig. 15. Case study 1: ModelNet40. TV stand intruder object (second row)
classified as Monitor both in the prediction and in the t-SNE. In brackets is the
number of the object class.

or at the edges, with the central part activated uniformly. The
intruder object (ID 600) is here a Curtain classified as a Stool
in the prediction phase and as a Monitor in the Visualization
Module of the t-SNE (second line). However, the classification
error is due, unlike case study 1, to the geometry of the object
rather than to the type of features learned. In fact, if we analyze
the target classes and the closest objects in Euclidean space (ID
object 2320, fourth row), we can observe how the activation
points of the object 600 are similar to the activation map of the
Stool and the Monitor as well as to their target classes.

A different interpretation must be made for case study 3.
As shown in Fig. 18, the geometries and dimensions of the
objects are very similar and the learned features do not help to
discriminate correctly. In fact, both the vase and the bottle have
as influential points both the top (cap or bottleneck in the case of
the bottle) and the bottom part. In this case, the DNN cannot have
tools for the correct identification of the object, regardless of how

Fig. 16. Case study 1: ScanObjectNN. Display intruder object (second row)
classified as Cabinet in the t-SNE. In brackets is the number of the object class.

it is trained, and only human knowledge, based on context, color
or function can discern.

Anomalous behavior is instead recorded for the intruder ob-
ject Toilet (ID 571) (Fig. 19 of the ScanObjectNN dataset).
This object has been mistakenly classified as a Chair, but if we
analyze its activation maps and the Grad-CAM with the Toilet
target, they turn out to be very similar. The wrong result could,
therefore, be due to an actual error in the network which, due
to the similarity of the geometries, could have considered the
central hole in the point cloud of the Toilet as a simple lack
of data or an occlusion. Finally, case study 4 (Fig. 20) shows
how a discrepancy in the input dataset can be detected thanks
to the t-SNE. The intruder is, in fact, a plant (object ID 1675)
which could have been erroneously flattened, having minimal
differences in the value of the z coordinate. Precisely, for this
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Fig. 17. Case study 2: ModelNet40. Curtain intruder object (second row) classified as Stool in the prediction phase and as Monitor in the t-SNE. In brackets is
the number of the object class.

reason, it is classified as a Guitar, an almost flat object with a
very similar activation map.

Broadly speaking, it can be, therefore, observed that, in most
cases, objects of the same or similar class have analogous shades
between their respective activation maps and Grad-CAM (given
a target). Often for misclassified objects, the Grad-CAM with a

target equal to the predicted class has shades more comparable
to the Grad-CAM (same target class) of the object of the erro-
neously predicted class. On the contrary, the Grad-CAM with a
target equal to the GT class of the wrongly classified object has
shades less similar to the Grad-CAM (same target class) of the
object of the same class.
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Fig. 18. Case study 3: ModelNet40. Vase intruder object (second row) classified as Bottle both in the prediction and in the t-SNE. In brackets is the number of
the object class.

V. DISCUSSIONS

As regards the Visualization Module, it was possible to adapt
the UMAP and t-SNE 2-D techniques also to 3-D data such
as point clouds. In particular, as regards the t-SNE, it displays
clusters based on n-features and then it colors them according to
the prediction or GT. In the first case, if we consider, for example,
a cluster with a certain color (e.g., green, corresponding to
class #1) and we notice that it comprises an object (a point)
with a different color (e.g., blue, corresponding to class #2),
this indicates that the network has predicted another class for
that point, far from the cluster it is inserted in. Nevertheless,
we would not be able to understand whether it is predicted
incorrectly or not (we thus should investigate its GT). The three
cases that therefore arise would allow us to understand.

1) If GT is equal to class #1, while prediction is equal to
class #2, then the network generated features similar to
class #1 but ultimately predicted #2. We can, thus, assume
the features were correctly learned, but the classification
layer of the network was wrong to predict.

2) If both GT and the prediction are equal to class #2, then
the network has correctly predicted the class, but, in a

way or other, its features are very similar to those of class
#1. We can deduce that the features learned are not as
discriminating as we think.

3) If the GT is bigger than class #2, while the prediction
is equal to class #2, then the DNN has learned totally
wrong features; so it should be retrained with differ-
ent parameters or the input dataset could contain some
issues.

If, on the other hand, we do not compare the result to the
GT, we will study the predictions in an unsupervised way. In
fact, if we consider the above described example, it would only
indicate that features very similar to those of class #1 led to
the prediction of another class. So, where does the error of this
prediction lie? Is it the fault of the classification layer or is it
the fault of the clustering made by t-SNE (so perhaps the small
loss of information due to the transition from n-dimensions to
2D)? This question remains still unanswered, but future works
will investigate it.

On the other side, if we just map the t-SNE on the GT (not on
the prediction) and we notice that a point has a different color
than the cluster in which it is inserted, it means that the point
has features very similar to class #1, but then it was predicted as
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Fig. 19. Case study 2: ScanObjectNN. Toilet intruder object (second row)
classified as Chair in the t-SNE. In brackets is the number of the object class.

Fig. 20. Case study 4: ModelNet40. Plant intruder object (second row) cor-
rectly classified in the prediction phase but confused with a Guitar in the t-SNE.
In brackets is the number of the object class.

class #2. So we can quickly interpret that the point constitutes
an error entirely due to the network.

As for the Interpretability Module, the adaptation of Grad-
CAM to the 3-D space and the comparison with the target
class allowed to identify possible different causes for the wrong
prediction of pilot objects. Some errors could be solved with a
simple check of the input dataset or with an adjustment of the
network training parameters. In other cases, however, a limi-
tation of neural networks has been highlighted which, without
human interpretation, are not able to correctly classify objects
that are very similar to each other but belonging to different
classes. In this way, the user is able to understand and investigate

the criticalities of the network, choosing the best solution to
remedy.

VI. CONCLUSION AND FUTURE WORKS

The need to process ever-increasing large amounts of 3-D data
is driving the geoscientific community to provide more accurate,
less uncertain, and physically consistent models to interpret such
complex data. Even if NNs for point-cloud processing achieved,
to some extent, a high degree of attention, few studies are focus-
ing on explainability. In this work, we proposed an explainability
framework for point-cloud classification. The method here pro-
posed is based on t-SNE [23] and UMAP [24] but adapted for
3-D data, preserving the local structure by grouping neighboring
data points. This allows the identification of intruder classes
by clustering the related points; besides, once the misclassified
objects are identified, a gradient-based visualization module [25]
plots, with a very high degree of interpretability, the misleading
feature of such objects, defining a new interpretation method
even for non-AI experts. This latter provided intuitive analyses
for misclassified sample.

A future development of this study is its application to
architectural-urban geospatial datasets such as SynthCity [44],
S3DIS [45], Semantic3D [46], or ArCH [47] to investigate its
behavior with larger objects and with a wider extension. This
analysis could also be associated with a computation of the
Euclidean distance on the point cloud itself to evaluate the
effectiveness of the method and evaluate which objects, even
if distant in the physical space, result close in the feature space,
highlighting the abilities of the network to learn the proper
features.

As for the reliability examination of explainability methods,
most of the works validate the explanation results subjectively
based on human interpretations. Therefore, quantitative evalua-
tions are increasingly recognized as an essential requirement in
the explainable deep learning domain. Some attempts have been
done in the literature to define quantitative evaluation metrics of
XAI [32] but cannot be adopted for BubblEX since it combines
two different modules: visualization and interpretability. We
will further investigate by defining new evaluation metrics used
to compare the performance of our approach with the other
proposed in the literature.
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