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A B S T R A C T

Investigations of parametric scaling of power exhaust in the alternative divertor configuration (ADC) SOLPS-
ITER simulation database of the EU-DEMO are conducted and compared to predictions based on the Lengyel
model. The Lengyel model overpredicts the necessary argon concentrations for LFS divertor detachment by
about a factor of 5–10 relative to the SOLPS-ITER simulations. Therefore, while the Lengyel model predicts
that plasmas with acceptable divertor heat loads in EU-DEMO would exceed the tolerable upstream impurity
concentrations by a large margin, there are several SOLPS-ITER solutions within an acceptable operational
space. The SOLPS-ITER simulations indicate that, unlike assumed by the standard Lengyel model, there are
significant heat dissipation mechanisms other than argon radiation, such as cross-field transport, that reduce the
role of argon radiation by a factor of 2 to 3. Furthermore, the Lengyel model assumes that the radiation front
is powered by parallel heat conduction only, which tends to lead to a narrow radiation front as the radiative
efficiency increases strongly with reducing thermal conductivity. As a result, the radiative volume and total
impurity radiation are suppressed for a given impurity concentration. However, the SOLPS-ITER simulations
indicate that other mechanisms, such as cross-field transport, can compete with parallel heat conduction within
the radiative front and increase the radiative volume. As a result, the standard Lengyel model provides a very
pessimistic estimate for the necessary concentration for impurities with strong radiative capability in low
temperatures around 10 eV, such as argon. However, parametric scaling relations are needed for fast scoping
of the operational space without having to run a complex, numerical code, such as SOLPS-ITER. In these
applications, the Lengyel model might still be useful to provide guidance on the relative scaling of the exhaust
characteristic of the various points in the operational space. The aim of this work is to provide evidence to
avoid overconfidence on these simple model predictions.
1. Introduction

Power exhaust is one of the main challenges faced by reactor-scale
fusion devices. To address the risk that a conventional divertor, as
pursued in ITER, may not necessarily extrapolate to a DEMO reactor,
the EUROfusion consortium has been systematically investigating the
benefits and challenges of alternative divertor configurations (ADC) [1–
8]. This effort has produced a large database of ADC simulations for
the EU-DEMO, conducted with the SOLPS-ITER code package [3–6,9].
While SOLPS-ITER simulations provide state-of-the-art predictions for
the exhaust performances of the various divertor configurations, the
predictions are sufficiently non-linear that it is typically challenging to
infer unambiguous causalities, dependencies, and conclusions about the
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obtained solutions. To address the need for a tractable and easily infer-
able model, several reduced models have been developed for predicting
and analyzing the scrape-off layer (SOL) and divertor performance [10–
17]. Most of these follow the Lengyel model [10], which uses sim-
plifying assumptions about SOL transport to relate the SOL impurity
density, upstream electron density, and the upstream SOL heat flux to
the dissipated power and onset of detached conditions. The primary
assumptions are that static pressure and impurity concentration are
conserved in the investigated flux tube and that heat transport is given
by Spitzer–Härm heat conduction. With these constraints, it is possible
to integrate the total radiated power in the flux tube for a given electron
density, impurity concentration, and upstream heat flux. However,
vailable online 28 January 2023
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while the Lengyel model does provide a convenient tool to estimate
the scaling of the power dissipation by impurity radiation, it neglects a
self-consistent treatment for several important physical processes, such
as cross-field transport, cooling due to interaction with the neutral
population in the divertor, convective energy transport, or changes
of flux expansion within the divertor leg. Multi-fluid SOL simulations
with SOLPS-ITER instead solve conservation equations for particles,
momentum, and energy in a more realistic 2D geometry and can keep
track of these physical processes. Many of these physical processes are
the key features that separate ADCs from conventional configurations,
and, therefore, the simple Lengyel model is not expected to appro-
priately capture the key benefits of ADCs. Despite this, in a previous
study [3], the Lengyel model was observed to qualitatively capture the
impact of increased SOL connection length between the Super-X (SX)
and conventional single-null (SN) configurations on the required argon
concentration in the SOL to achieve detached conditions. Similarly, in
the study by Moulton et al. for the ITER SOLPS-4.3 database [18],
the relative interdependencies between the electron density, parallel
heat flux, and impurity concentration in the outer divertor predicted by
Lengyel model were remarkably accurate [18]. However, the absolute
detachment threshold impurity concentration was overpredicted by
a factor of 4.3 by the Lengyel model relative to that predicted by
SOLPS-4.3.

In this study, parametric scaling of power exhaust in these EU-
DEMO simulations is investigated by comparing the predicted perfor-
mance of the SX and X-divertor (XD) configurations to the conventional
SN configurations. The investigated SOLPS-ITER simulations were con-
ducted with reduced physics models designed to facilitate throughput
for reactor scoping studies [19]. The simplifications include fluid model
for neutrals, omission of cross-field drifts, and bundling of the argon
impurity representation to three fluid species: neutral argon, all ion-
ization levels that are not fully stripped, and fully stripped argon. Due
to this bundling scheme, the argon cooling rates in these SOLPS-ITER
simulations are actually close to the equilibrium values, while in reality
the cooling rates would be enhanced by finite recycling time of argon
impurities. Further information about the setup of the SOLPS-ITER
simulations can be found in the previous publications [3–6]. Since the
simulations apply a simplified physics setup, they should not be inter-
preted as representing any ultimate, high fidelity benchmark. However,
the simulations do encompass a more complete physics model than the
Lengyel model, and this work is focused on investigating the impact of
these additional physics processes on the predictions.

2. Methodology

The analysis in this manuscript is focused on the low field side (LFS)
SOL and divertor. This is the divertor that usually receives the greatest
steady-state heat fluxes, and due to omission of cross-field drifts, the
divertor asymmetries between the high field side (HFS) and LFS are
expected to be underestimated in the simulations investigated in this
study. However, this does not mean that the HFS divertor would not
be important, and in some cases when the LFS divertor dissipation is
enhanced through ADCs, the HFS divertor might become the divertor
that limits the extent of the acceptable operational window.

The investigated database is limited to solutions that are within the
acceptable margin in terms of peak divertor plate heat fluxes below 5
MW/m2 and peak electron temperature, 𝑇e, at the divertor plates below
5 eV. Furthermore, only solutions with separatrix electron density,
𝑛e,SEP, below 5 × 1019 m−3 and separatrix argon concentration, 𝑐Ar,SEP,
elow 2% are included in the analysis. These are somewhat wider
anges than documented as the acceptable operational window in the
eport by Xiang et al. [3]: 𝑛e,SEP below 4.2×1019 m−3, which represents
bout 60% of the Greenwald density limit, and 𝑐Ar,SEP below 1%.
he rationale is to include solutions somewhat outside the operational
indow into the analysis, while still limiting the database sufficiently

o focus the analysis to solutions that would be considered to be within
2

h

he operational space. Furthermore, any plasma solutions with power
rossing the separatrix, 𝑃SEP, below 100 MW are not included in the
nalyzed dataset. The input power in the simulations is 150 MW and
SEP below 100 MW indicates significant radiation inside the separatrix,
hich raises uncertainty about the high confinement mode (H-mode)

elevance of such plasma solutions. While it is possible that these
lasmas would eventually approach an X-point radiator operational
egime, which can retain H-mode like confined plasma properties [20,
nd references therein], the detailed study of these plasma solutions
s not included in this work. Considering the other constraints on
he investigated operational space, this 𝑃SEP constrain only filters out
he XD simulations with argon seeding rate exceeding 3.5 × 1021 s−1.
urthermore, any cases that employ significantly stronger argon puff
han is needed to reach detached conditions are filtered out. This results
n removing all but the lowest density XD solution at argon seeding rate
.5 × 1021 s−1 from the analyzed dataset.
𝑛e,SEP is evaluated at the separatrix at the outer mid-plane (OMP).

Ar is taken as an average between the X-point and the OMP be-
ween the separatrix and the flux surface 1 mm radially away from
he separatrix at the OMP. These definitions are somewhat different
han those used by Moulton et al. [18], where the average impurity
oncentration in the divertor leg was used and the electron density
as taken at the divertor entrance of the analyzed SOL ring. While the

atter approach provides a cleaner comparison to the Lengyel model in
he divertor leg, in this study for EU-DEMO the more experimentally
otivated upstream conditions for 𝑛e,SEP and 𝑐Ar were selected. This

election is also motivated by the need to establish a common set of
pstream boundary conditions for analyzing different ADCs as well
s for conditions ranging all the way to very strong detachment with
emperatures collapsed to low values at the divertor entrance.

The main driving parameter for the SOL plasma is the heat flux
ntering the SOL upstream, 𝑞∥,u. Defining 𝑞∥,u in a systematic fashion
hat allows unambiguous comparison between SOLPS-ITER calculations
nd a simple Lengyel model approach can be challenging. In the work
y Moulton et al. [18], 𝑞∥,u was taken at the LFS divertor entrance
f SOL ring number three from the separatrix, equivalent to about
ne heat flux width. For analysis of a database of ITER simulations,
his is an appropriate choice, since the divertor plasma solutions are
rimarily partially detached, and most of the dissipation occurs below
he divertor entrance. For EU-DEMO database, this assumption does not
old, and 𝑞∥,u at the divertor entrance is expected to vary significantly
etween solutions within the operational window, due to dissipation
bove the X-point. To take this into account, an effective 𝑞∥,u,eff is
alculated by including the power dissipated in the SOL between the
-point and the OMP. This can be obtained by integrating the energy
urrent entering or leaving the flux tube radially between the OMP and
he X-point and poloidally at the OMP. Furthermore, the mapping from
he total poloidal effective energy current for a given flux tube to the
arallel heat flux is conducted by evaluating the flux tube poloidal area
imes the poloidal magnetic field component at the OMP. This avoids
iscretization errors near the X-point that can be quite significant as
he poloidal magnetic field asymptotically approaches zero, while the
agnetic flux within a flux tube should stay constant. The toroidal field
agnitude is taken at the entrance to the divertor, as 𝑞∥,u is linearly
roportional to the magnetic field strength. As a result, even if the total
nergy current would stay constant in a flux tube, the 𝑞∥,u would change
ccording to any changes of 𝐵T. Another approach that could be tried in
uture studies would be to estimate 𝑞∥ with using, for example, equation
12) in [21]. Since this can be estimated for experiments as well, it
ould be interesting to cross-check how well those estimates align with

he 𝑞∥ values extracted from the energy conservation equations in this
tudy.

A further challenge in selecting the appropriate 𝑞∥,u is the radial
ocation for evaluating 𝑞∥,u. The highest 𝑞∥,u occurs typically near the
eparatrix, but these flux tubes also experience significant cross-field

eat transport losses in the divertor, such that usually they are not the
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Fig. 1. (a) Peak of the effective 𝑞∥ at the LFS divertor entrance as a function of OMP separatrix electron density. The symbols and colors are the same as in Fig. 1. (b) Example of
he effective parallel heat flux profile at the LFS divertor entrance (black line) and at the LFS target (red line) in an SX simulation (MDS+ identifier 170182). The radial locations
f 0.2 mm, 1.0 mm, and 3.0 mm from the separatrix at the OMP are illustrated with narrow blue bars. The gray background illustrates the area for which the dissipation integrals
re calculated in Fig. 3. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 1
Connection lengths between the OMP and the LFS target at about 0.2 mm, 1.0 mm,
and 3.0 mm from the separatrix at the OMP for the analyzed configurations. These
flux lines are illustrated relative to the heat flux profile in Fig. 1b.
𝑅OMP − 𝑅SEP (mm) SN (m) SX (m) XD (m)

0.2 152 253 291
1.0 118 201 235
3.0 102 180 205

limiting flux tubes for plate power fluxes. Due to this reason, the ring
number three from the separatrix, equivalent to about one heat flux
width, was chosen in the work by Moulton et al. [18]. However, one of
the key limitations of the simple models is exactly the fact that cross-
field heat losses are often not included systematically, while usually the
maximum upstream heat flux is chosen as the challenge metric in the
simple analysis. Therefore, in this work, the maximum effective 𝑞∥,u at
he divertor entrance is taken as the challenge metric and the discrep-
ncy caused by cross-field transport is analyzed as a shortcoming of the
imple model approach. With this approach, 𝑞∥,u,eff is about 1.0 – 1.6
W/m2 (Fig. 1) . At low density and impurity injection rates, the value

s close to the upper envelope around 1.5–1.6 GW/m2. With increasing
e,SEP, the heat flux is reduced as cross-field heat diffusion flux is
inearly proportional to density (𝑞r, cond = 𝑛𝜒𝜕𝑇 ∕𝜕𝑟). With increasing
Ar, 𝑃SEP is reduced as argon is an efficient radiator in temperatures
elevant for plasmas inside the separatrix, reducing the 𝑞∥,u as well.
hen the divertor collapses to strongly detached conditions, with the

adiative front at the X-point level, the heat flux at the flux tube next
o the separatrix increases again to the level close to 1.6 GW/m2 in
any of the cases due to the strong temperature gradients accelerating
eat flow to the radiative front. This effectively reduces the radial decay
ength of the heat flux. Due to these multiple competing processes, clear
rends are difficult to observe in Fig. 1a that encompasses several fuel
nd impurity gas injection levels. Fig. 1 shows an example 𝑞∥,u,eff profile
ntering the LFS divertor and the 𝑞∥ at the LFS target for an example
X simulation.

A further choice that must be made in the comparison is the selec-
ion of connection length, 𝐿CONN. As the poloidal field approaches zero

at the X-point, the connection length is significantly longer near the
3

separatrix than radially away from the separatrix (Table 1). Between
0.2 mm and 3.0 mm from the separatrix at OMP, 𝐿CONN is reduced by
about 30% (Table 1). 3.0 mm represents about one heat flux width in
these simulations. However, integrating a Lengyel model type equation
systems, one is free to continue the integration up to an arbitrary
𝐿CONN, providing a natural approach to address the impact of 𝐿CONN
uncertainty to the solution.

3. Comparison to the Lengyel model

The Lengyel model overpredicts the necessary argon concentration
for LFS divertor detachment about a factor of 5 – 10 relative to the
SOLPS-ITER simulations (Fig. 2). This is consistent with the previous
study by Moulton et al. for the ITER SOLPS4.3 database, showing
a factor of 4.3 overprediction [18]. Clearly the Lengyel approach
provides a very pessimistic projection to reactor-scale facilities, such
as EU-DEMO. Basically, with the given parameters no acceptable so-
lutions exists within the operational window. This is consistent with
projections provided by the recent power exhaust and detachment
scaling studies by Goldston and Reinke that project to unacceptably
high impurity concentrations for an EU-DEMO type device [16,17].
However, SOLPS-ITER simulations for EU-DEMO, fortunately, predict
significantly lower impurity concentrations to be sufficient for reaching
LFS divertor detachment (Fig. 2).

The upstream heat flux in these Lengyel model calculations is set
to 1.2 GW/m2, representing roughly the lower envelope for bulk of the
scatter in the analyzed dataset (Fig. 1a). Heat flux limit was applied in
the heat conduction calculations with the limit set to 0.2, similar to the
SOLPS-ITER simulations. Target 𝑇𝑒 was set to 2.0 eV. Target 𝑛𝑒 is varied
to scan the density in the SOL. A factor of 2 static pressure drop is
assumed right in front of the target due to the acceleration to sonic flow
at the sheath edge. Sheath heat transmission coefficient was set to 7.0.
The thermal conductivity without the temperature dependence, 𝜅0, was
et to 2600 Wm−1eV−7∕2. The impact of 𝑍eff on thermal conductivity
as neglected. Argon cooling is calculated based on ADAS [22] data
ssuming 𝑛e𝜏 ∼ 1016 m−3s. This assumption is actually enhancing argon
adiation rates relative to the SOLPS-ITER simulations, which due to
he chosen argon bundling scheme show cooling rates close to the
quilibrium values. However, 𝑛e𝜏 ∼ 1016 m−3s is a relatively stan-
ard assumption in Lengyel model type calculations and is, therefore,
hosen here as a representative value for what to expect in a Lengyel
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Fig. 2. Comparison of Lengyel model and SOLPS-ITER predictions for the upstream
argon concentration required for LSF divertor detachment as a function of OMP
separatrix electron density. The width of the Lengyel model bars represent the upper
and lower ranges of the connection lengths between 0.2 and 3.0 mm from the separatrix
at the OMP (Table 1).

model approach. Assuming coronal equilibrium rates would increase
the threshold impurity concentrations in the Lengyel model calculations
by about 50%. The width of the Lengyel model bars represent the
envelope of solutions between 𝐿CONN at 0.2 and 3.0 mm from the
separatrix at the OMP ( Table 1).

In the standard Lengyel model, the only parameter that changes
between the divertor configurations is 𝐿CONN. Based on 𝐿CONN changes
between the configurations, the Lengyel model predicts the SX and
XD configurations to reach detachment at argon concentrations about
55%–60% of those of the SN configuration (Fig. 2). This seems also
qualitatively consistent with the SOLPS-ITER simulations, and it would
be tempting to conclude that the Lengyel model is capturing the key
dependency. However, as will be analyzed in Section 4, given all the
other significant physics and dissipation mechanisms, not included in
the Lengyel model, such a conclusion would be unlikely to be actually
true.

4. Analysis

While the Lengyel model approach assumes that 100% of the dis-
sipation is provided by impurity radiation, the SOLPS-ITER database
shows that in the near-SOL region in the LFS for most of the SN and
XD simulations the fraction is between about 40%–65% (Fig. 3a). Near-
SOL is defined as the area between the separatrix and 3 mm into
the SOL from the separatrix measured at the OMP. This area roughly
represents the distance of one heat flux width in these simulations
(Fig. 1b). Integrating through this region is expected to capture most of
the dissipation processes required for the peak heat flux mitigation in
the divertor as well as to sufficiently average over any details of cross-
field transport between the high power density flux tubes. In the SX
configuration, the role of argon radiation is only between 20%–40% for
most of the simulations (Fig. 3a). These observations indicate that the
detachment threshold 𝑐Ar could in SN and XD cases already be reduced
by about a factor of two from the Lengyel predictions, assuming linear
or nearly linear scaling of exhaust power with 𝑐Ar, and as much as a
factor of 3–4 in SX.

The most significant dissipation process competing with argon radi-
ation in the LFS near-SOL is cross-field transport to private-flux region
4

Fig. 3. (a) Total electron cooling power due to argon in the LFS SOL below the OMP
within 0 to 3 mm from the separatrix at the OMP. (b) Radial transport losses of heat
in the LFS divertor from the LFS SOL region between 0 and 3 mm from the separatrix
at the OMP. 3 mm represents roughly the radial heat flux width in these simulations
(Figs. 1). The values are normalized by the effective heat entering the near-SOL region
upstream between the OMP and the divertor entrance.

(PFR) and to far SOL (Fig. 3b). For the SX configuration, this term is
about a factor of two larger than for the SN and XD configurations.
It seems that as the SX configuration tends to maintain relatively long
connection lengths in the divertor at 𝑇e above 20 eV, the radial heat
diffusion model (𝑞r, cond = 𝑛𝜒𝜕𝑇 ∕𝜕𝑟) is able to dissipate the peak heat
fluxes in the near-SOL. For most of the SX cases in this study, the
connection length for the region of 𝑇e above 20 eV in the flux tube
2 mm from the separatrix at OMP is very close to 110 m in the LFS
divertor leg. For the SN cases, this distance is between 0 and 30 m
and for the XD cases, mostly between 40 to 80 m. Furthermore, due to
the large major radius of the LFS divertor leg in SX, the total surface
area between the divertor leg common SOL and the PFR is significantly
larger, 280 m2, than in the SN, 80 m2, or XD, 130 m2, configurations,
further enhancing the radial transport loss of heat. A further reduction
of the critical argon radiation level for detachment in SX is provided
by the 30% reduction of 𝐵T between the X-point and the target, which
reduces the parallel heat flux and is one of the primary design features
of this configuration.

Obviously, any benefit that SX may obtain from cross-field transport
phenomena depends on the assumption on radial heat diffusivity, which
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is simulated by user prescribed diffusion and conduction coefficients in
SOLPS-ITER. However, as long as the heat transport flux is proportional
to temperature or its gradient, one would expect radial heat transport to
be enhanced by the type of divertor plasma solutions observed in the SX
configuration. The scaling of 𝜒 or a potential convective process with
he divertor conditions and geometry remains, of course, uncertain here
nd may impact this result.

Even though argon radiation does not provide 100% of the dissipa-
ion, the total amount of argon dissipation observed in the SOLPS-ITER
imulations still exceed the amount expected in Lengyel model type
alculations at those concentrations. Clearly, SOLPS-ITER simulations
re indicating more radiative dissipation for a given 𝑐Ar at given
pstream conditions than expected based on Lengyel model calcula-
ions. These differences can be driven either by 𝑐Ar varying poloidally,
nvalidating the poloidally constant assumption in the Lengyel model,
r background plasma evolving poloidally differently than what would
e expected based on conservation of static pressure and heat trans-
orted solely via electron heat conduction. Non-coronal effects are not
xpected to cause the difference here due to the bundling scheme used
n these simulations, as discussed earlier in Section 1.

Divertor enrichment of argon, 𝑐Ar, divertor∕𝑐Ar, upstream, was investi-
ated to address the question on poloidal distribution of 𝑐Ar. 𝑐Ar, divertor
s defined as the integral value within the divertor for the same flux
ubes as the definition of 𝑐Ar, upstream given in Section 2. Within the
nvestigated database, the mean value for the SN simulations is 1.14,
or the SX cases 1.24, and for the XD cases 1.17. If restricting the
nalysis only to simulations with 𝑛e, SEP between 3.0 and 4.0×1019 m−3,

the ratios are 1.17 for SN, 0.77 for SX, and 1.21 for XD. while these
numbers show that there is likely some configuration to configuration
variation in terms of divertor enrichment of radiative impurities, the
values are not sufficiently above 1 to explain the difference to the
predictions provided by the Lengyel model. Therefore, it is more likely
that variations of the background plasma profiles rather than variations
of impurity concentrations is the dominant cause of the difference in
the radiative efficiency between the Lengyel model and the SOLPS-ITER
simulations.

A key assumption in a Lengyel model type analysis is that heat is
transported solely via parallel heat conduction, which scales as 𝑇 5∕2

𝑒 .
As a result, the model tends to generate a narrow radiation front, as
the cooling rates increase strongly at the same time with reducing
thermal conductivity as 𝑇e is reduced. The radiation front is essentially
power starved within a spatially narrow region, restricting the radiative
volume and total radiation for a given 𝑐Ar. In this situation, any
transport mechanism that can keep powering the high radiation zone
can significantly enhance the total radiative volume and power [23].
Parallel convection, cross-field drifts, and cross-field conductive and
convective heat transport can all compete with parallel heat conduction
when 𝑇𝑒 is reduced below 20 eV. While the SOLPS-ITER simulations
investigated in this study do not include cross-field drifts, the other two
transport channels can provide heat transport to the radiative zone.

Comparison of the fraction of argon radiation below a given 𝑇e
between the SOLPS-ITER simulations and the Lengyel model clearly
highlights how the Lengyel model only predicts less than 30% of argon
radiation to occur in 𝑇e below 20 eV, while for SOLPS-ITER the fraction
is more than 85% (Fig. 4). The main reason is that due to the low
heat conductivity at 𝑇𝑒 around 10 eV, the radiative volume in these
low temperatures is negligible in the Lengyel model, while this is the
dominant 𝑇e of the radiation front in the SOLPS-ITER simulations. The
leading mechanism competing with heat conduction in these SOLPS-
ITER simulations is cross-field transport between flux tubes. As the
flux tubes closest to the separatrix cool to low 𝑇e first, heat is radi-
ally transported from the nearby flux tubes. This mechanism provides
thermal stability for the argon radiation front in 𝑇e values where heat
conduction would not be able to compete with argon radiation.

Basically the simulations indicate that the basic assumption of the
5

Lengyel model that the peak radiative power zone is primarily heated
Fig. 4. Fraction of argon radiation below a certain 𝑇𝑒 in the LFS near-SOL in one
of the XD simulations (black) and comparison to Lengyel model predictions (red). The
figures for the other divertor configurations and upstream conditions show very similar
results. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

through parallel electron heat conduction is inaccurate. This is due
to the parallel convection and cross-field transport in the simulations,
which become significant as the impurity radiation zone overlaps with
the spatial region where recycling and fuel re-ionization takes place.
While it would be tempting to assume that the two zones can be
spatially separated, due to the 𝑇𝑒 difference between the primary fuel
re-ionization (𝑇𝑒 < 5 – 10 eV) and peak impurity radiation zones (𝑇𝑒 >
10 eV), actually the simulations indicate that the there is significant
mixing between the two zones, such that parallel convection and cross-
field heat transport between flux surfaces can transport heat to high
radiation, low 𝑇𝑒 zones and enhance the total radiation for a given 𝑐Ar.

5. Conclusions

Investigations of parametric scaling of power exhaust in the ADC
SOLPS-ITER simulation database of the EU-DEMO are conducted and
compared to predictions based on the Lengyel model. The Lengyel
model overpredicts 𝑐Ar for LFS divertor detachment by about a factor of
5 – 10 relative to the SOLPS-ITER simulations. The SOLPS-ITER simu-
lations indicate that, there are significant heat dissipation mechanisms
other than argon radiation in the LFS near-SOL, such as cross-field
transport, that reduce the role of argon radiation by a factor of 2 to
3. Furthermore, the Lengyel model assumes that the radiation front is
powered by parallel heat conduction only, which tends suppress the
radiative volume and total impurity radiation for a given 𝑐Ar. However,
the SOLPS-ITER simulations indicate that other mechanisms, such as
cross-field transport and parallel convection, can compete with parallel
heat conduction within the radiative front in the divertor, enhancing
the total radiative power for a given 𝑐Ar.

A question that emerges is whether these observations are in conflict
with the observations of Moulton et al. [18]. However, there are two ar-
guments which could explain the superficially conflicting observations.
First of all, in the ITER simulations, investigated by Moulton et al. [18],
the primary radiator is neon, for which the cooling rate is not very
significant at 𝑇e as low as 10 eV. Therefore, the heat conduction
assumption is likely to work better when neon is the primary radiator.
Furthermore, the study by Moulton et al. [18] focused on the flux tube

at about one heat flux width from the separatrix, which is likely to
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reduce the role of some of the cross-field heat transport effects observed
in this work. These observations also support the point made in the
abstract that Lengyel model might still be useful to provide guidance
on the relative scaling of the exhaust characteristic of the various points
in the operational space. Even if the scaling provided by the analytical
model is not fully accurate, it might still be sufficiently informative
to direct the limited resources of detailed dissipation calculations to
the most useful points of the operational space. The aim of this work
is to provide evidence to avoid overconfidence on these simple model
predictions. Also the work aims to point that the simple model develop-
ment work should try to move beyond the standard assumption of heat
conduction dominating in the radiation front. However, Spitzer-Härm
heat conduction provides a very convenient analytical form for the
heat transport equation. Adding more complexity to the heat transport
equation, including cross-field heat fluxes, may lead to an analytically
intractable approach. One potential pathway to overcome this chal-
lenge is to use a data-driven approach, based on, for example, databases
of SOLPS-ITER simulations, in the development of the reduced models.
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