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#### Abstract

Solar energy is widely adopted today and produced by photovoltaic or concentrator solar power (CSP). Photovoltaic technology is the most prevalent, thanks to its well-established technology and low costs. CSP technology, on the other hand, has received less attention and interest, as it requires larger investments and a considerable surface. A relevant difficulty connected to the CSP is decoupling solar randomness and energy production. This paper proposes an artificial neural network (ANN) which foresees energy production using a solar parabolic dish installed at Politecnico di Torino (Energy Center Lab). The investigation was performed using a backpropagation ANN. Different learning algorithms were used: Levenberg-Marquardt, Bayesian regularization, resilient backpropagation, and scaled conjugate gradient. Seven atmospheric condition parameters were adopted (humidity, temperature, pressure, wind velocity and direction, solar radiation, and rain), to calculate the receiver temperature as an output. Bayesian regularization was found to be the optimal model for CSP energy production. The results of this investigation suggest that the ANNs are a strong, reliable, and useful tool for predicting temperature in a CSP receiver that can be of great value in the forecasting of energy production. The outcome of this investigation can simplify energy production forecasting using readily available meteorological data.


## 1. Introduction

Today, energy production derives principally from fossil fuels (i.e., oil, natural gas, and coal) and nuclear power. Despite their wide use, they involve major environmental, economic and social issues. Fossil fuels are responsible for the majority of greenhouse gas (GHG) emissions, such as $\mathrm{CO}_{2}$ emissions, determining the increase of the global mean temperature, i.e., the global warming phenomenon [1]. The development of renewable energy is therefore crucial in this process. As the physicist Cesare Marchetti points out, "all historical energy transitions occur with the parallel improvement and diffusion of technological innovations". Furthermore, Marchetti notes that "the introduction of new
primary energies requires 10 to 20 years of observation before understanding the long-term market behaviour" [2]. This energy transition from nonrenewable energy forms to renewable energy technologies is a priority of the European Union (EU) [1]. EU policies are oriented toward renewable energy valorization, promoting environmental sustainability through large investments, including their diffusion and the research of new and efficient technologies. For this purpose, the European Green Deal [3] is aimed at making the continent climate-neutral by 2050.

Among renewable energies, solar energy is divided into Photovoltaic and Concentrator Solar Power (CSP). Photovoltaic solar power is the most prevalent, thanks to a wellestablished technology and a drastic reduction of costs
allowing mass production. CSP, however, requires greater funding and research and needs a considerable amount of surface for its deployment. Nonetheless, the current progress of research into Thermal Energy Storage (TES) systems is a promising development for the improvement of CSP energy production. These storage systems allow the decoupling of solar randomness and intermittency, facilitating the continuous energy production. In CSP plants, energy is generated indirectly by concentrating solar radiation. These plants are built using a variety of components including heliostats, receivers, TES, and a source of energy generation, typically turbines [4]. The power generation process consists of concentrating sunlight onto a receiver that carries a heat transfer medium. This medium is heated to a high temperature and later which later passes into a steam turbine. The most common types of CSP are (i) solar parabolic dish (SPD), (i) parabolic trough collectors (PTC), (iii) solar power tower (SPT), and (iv) linear Fresnel reflectors (LFR).

The adoption of TES (Figure 1) in the CSP plant plays a key role in addressing the duck curve $[5,6]$. The final configuration is determined by the best trade-off between cost and energy production; at the moment, the main costs of the plants come from heliostats and the manufacturing complexity. The challenge to keep low costs and maximize efficiency is tackled with studies in the chemical and engineering field. The latter field of study can be investigated by focusing on the forecasting of thermal and energy production into the receiver.

Artificial Neural Networks [7], developed from human brain patterns, have been successfully applied in many different fields such as medicine, industry, stock markets, biology, and electronic systems. During the last few decades, the increased use of sensors and tools able to gather information (data) from the environment has demonstrated the great advantages and importance of ANNs. ANNs are datadriven, self-adaptive methods that do not require any prior assumptions. The first critical point needed for the correct configuration of an ANN is the determination of the number of neurons. Input and output parameters are given during problem formulation; in contrast, hidden neurons are more complex. A single hidden layer is sufficient to deal with nonlinear functions, while the use of multiple layers can provide greater precision. There is no unambiguous methodology, especially since each problem has its own set of attributes and correlations. In the literature, it is common to find the same problems with different models because of the high variability and the hidden nonlinear relationships between parameters. The second critical point is the activation (transfer) function, which determines the relationship between two adjacent layers and is intended to introduce the degree of nonlinearity [8]. To ensure stability, these functions are bounded, monotonically increasing, and differentiable. The third critical point is the training algorithm. ANNs can also be defined as an unconstrained nonlinear minimization problem whose objective function is, generally, "mean square error." For this purpose, the weights and biases are iteratively modified to minimize the global error. However, it is difficult to find the global minimum that optimises the objective function for nonconvex problems. The fourth


Figure 1: Thermal energy storage tanks.


Figure 2: Solar parabolic dish prototype installed at the Energy Center rooftop.
critical point is the normalisation of the data, whose normalisation range depends largely on the activation function. Finally, the last critical point is performance measurement, the most important parameter of which is prediction accuracy. Therefore, this study makes a major contribution to research on CSP by demonstrating the ANNs used for temperature forecasting using readily available meteorological data.

## 2. Material and Methods

2.1. Solar Parabolic Dish. The solar parabolic dish, in Figure 2, is composed of an aluminium paraboloid that is completely coated by a polymeric film, characterized by a high reflection efficiency; El.Ma. Srl (Riva del Garda, TN, Italy). The plant comprises an automatic solar tracking system with two independent axes to control the azimuth and the elevation. The dish changes its orientation in real-time, and it functions by calculating the hours, the date, latitude,

Table 1: SPD specifics [9].

| Name | Expression | Value | Description |
| :--- | :---: | :---: | :---: |
| $f$ |  | 0.92 m | Focal length |
| $\varphi$ | $45[\mathrm{deg}]$ | 0.7854 rad | Rim angle |
| $d$ | $4 \mathrm{f}(\csc (\varphi)-\cot (\varphi))$ | 1.80 m | Dish diameter |
| $A$ | $\pi d^{2} / 4$ | $2.544 \mathrm{~m}^{2}$ | Dish-projected surface area |
| $P_{\_} \operatorname{sim}$ |  | 0.00465 rad | Maximum solar disc angle |
| $\sigma$ |  | 0.00175 rad | Surface slope error |
| $I_{-} 0$ | $800 \mathrm{~W} / \mathrm{m}^{2}$ | Solar irradiance |  |



Figure 3: BPANN schematics.


Figure 4: (a) ANN 1 HL. (b) ANN 2 HL.
and longitude, with maximum theoretical accuracy $\left(>0.015^{\circ}\right)$. It is possible to steer two different dishes by controlling one axis while the other is kept fixed. All the features are reported in Table 1.
2.2. Temperature Monitoring. A B-type thermocouple (Tersid Srl, Milan, Italy) is placed in the focal point on the receiver. Around the receiver and inside the receiver, other three $N$-type thermocouples (Tersid Srl, Milan, Italy) are inserted. The receiver is an Alumina $\left(\mathrm{Al}_{2} \mathrm{O}_{3}\right)$ tube (Almath


Figure 5: Tansig function.



Figure 6: RPROP working principle.

Crucibles Ltd., Newmarket, UK). Data are sampled every minute on different days from December 2019 to March 2020.
2.3. Weather Station. The station consists of instruments for the measurement of humidity (hygrometer) (\%), temperature (thermometer) $\left({ }^{\circ} \mathrm{C}\right)$, atmospheric pressure (barometer) (mbar), wind speed (anemometer) ( $\mathrm{m} / \mathrm{s}$ ), wind direction $\left({ }^{\circ}\right)$, global solar radiation (pyranometer) $\left(\mathrm{W} / \mathrm{m}^{2}\right)$, and rain (rain gauge) rain (mm) (STR-21G, EKO Instruments Ltd., Den Haag, NL). For reasons of accuracy, temperature and humidity measurements are kept away from direct solar radiation. A personal weather station includes a digital console that provides Excel readings of the collected data acquired every 15 minutes. Input variables were recorded, such as relative humidity $\in[10-95] \%$, temperature $\in[1-23]^{\circ} \mathrm{C}$, atmospheric pressure $\in[840-1010]$ mbar, wind velocity $\in[0-9.5] \mathrm{m} / \mathrm{s}$, wind direction $[0-360]^{\circ}$, and global radiation $[0-710] \mathrm{W} / \mathrm{m}^{2}$. The equipment produced 22166 samples for each parameter during 2019-2020.
2.4. ANNs Configuration. Due to the large number of global variables and hidden relationships, the literature cannot provide any a priori hypothesis as to which model, architecture, or algorithm is best suited for the study. The investigation was conducted through the back propagation artificial neural network (BPANN) by applying four different learning algorithms: Levenberg-Marquardt (LM), Bayesian regularization (BR), resilient back propagation (RPROP), and scaled conjugate gradient (SCG). The net was fed with seven atmospheric parameters (humidity, temperature, pressure, wind velocity, wind direction, global radiation, and rain) detected by a weather station and produced as output the concentrator temperature detected by a B-type thermocouple (Tersid Srl., Italy), Figure 3. The thermocouple recorded temperature in the range $\epsilon[50-660]^{\circ} \mathrm{C}$.

To determine the best model, different architectures were analysed, with one and two hidden layers. In the first case, the hidden neurons ranged from one to twenty. See Figure 4 (a). In the second case, for every hidden neuron in the first layer, there were three times as many in the second hidden layer; see Figure 4(b).

The ANN network was built using MATLAB 2020b with the Deep Learning Toolbox. The evaluation criteria, which were used to rank the prediction accuracy and goodness of the models, were root mean square error (RMSE), mean


Figure 7: Taylor diagram.
absolute error (MAE), mean absolute percentage error (MAPE), mean bias error (MBE), correlation coefficient $(R), R$-squared ( $R^{2}$ ), processing time, and epochs.
2.4.1. Transfer Function and Normalization Interval. For this work, the Tan-Sigmoid activation function was used. It was chosen because it is mathematically equivalent to $\tanh (n)$ but works faster [10]. The function is described in Figure 5.

$$
\begin{equation*}
\operatorname{Tansig}(n)=\frac{2}{1+e^{-2 n}}-1 \tag{1}
\end{equation*}
$$

The normalization of the data in this work was optimized for this function by normalizing it in the range $[-1,+1]$.
2.4.2. Levenberg-Marquardt. LM is an evolution of the Gauss-Newton algorithm. To make sure that the approximated Hessian matrix $J^{T} J$ is invertible a $\mu_{k}$ factor is added:

$$
\begin{equation*}
\Delta w_{k}=-\left[J^{T}\left(w_{k}\right) J\left(w_{k}\right)+\mu_{k} I\right]^{-1} J^{T}\left(w_{k}\right) e\left(w_{k}\right) . \tag{2}
\end{equation*}
$$

By exploiting the direction of the gradient and recalculating the approximate performance index, if a smaller value is obtained, then $\mu_{k}$ is divided by a factor $\theta>1$. Conversely, if the value is not reduced, then $\mu_{k}$ is multiplied by $\theta$. When the combination coefficient $\mu_{k}$ is very small (nearly zero), LM is approaching to the Gauss-Newton algorithm. When the combination coefficient $\mu_{k}$ is very large, it can be


Figure 8: Taylor diagram LM 1 HL.

Table 2: Performance LM 1 HL.

| Model | 15 | 16 | 17 | 18 | 19 | 20 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 86.72 | 76.74 | 80.36 | 77.99 | 75.35 | 79.88 |
| MAE | 65.67 | 57.84 | 58.74 | 57.65 | 55.76 | 59.72 |
| MBE | -1.24 | 1.22 | -0.21 | -2.26 | -0.28 | -1.64 |
| MAPE | 8.33 | 5.87 | 6.95 | 6.97 | 7.02 |  |
| $R$ | 0.80 | 0.85 | 0.83 | 0.85 | 0.86 | 0.84 |
| $R^{2}$ | 0.65 | 0.72 | 0.70 | 0.71 | 0.73 | 0.70 |

interpreted as the learning coefficient in the steepest descent method: $\alpha=1 / \mu[11,12]$.

To develop this work, the data were divided into three sets: training $(70 \%=15516$ samples), validation $(15 \%=3325$ samples), and testing ( $15 \%=3325$ samples). For the onelayer configuration, the activation functions used were the hyperbolic tangent from the inputs to the hidden layer and the pure line from the hidden layer to the outputs. In the configuration with two hidden layers, the sequence used was a hyperbolic-hyperbolic-pure line.
2.4.3. Bayesian Regularization. ANNs are a powerful tool for modelling nonlinear functions, but they can suffer from overfitting or overtraining. It is clear that once a model loses its predictability, it runs into validation and optimization problems. The main advantages of the Bayesian Regulariza-
tion algorithm are the robustness and the unnecessary validation process [13, 14]. Furthermore, their models are difficult to be overtrained due to an objective criterion that disables training. Overfitting is solved by calculating and training on the actual number of parameters which are lower than the number of weights. Essentially, Bayesian Regularization incorporates Occam's razor as it discriminates against complex models. The more complex the system, the faster the number of parameters converges to a constant. The algorithm is based on Bayes' theorem, called the "inverse probability law," and the Gauss-Newton approximation to the Hessian matrix leads to the Levenberg-Marquardt algorithm. The most probable step size is

$$
\begin{equation*}
\alpha_{\mathrm{MP}}=\frac{\gamma}{2 E_{W}\left(w_{\mathrm{MP}}\right)}, \tag{3}
\end{equation*}
$$



Figure 9: Taylor diagram LM 2 HL.

Table 3: Performance LM 2 HL.

| Model | 15 | 16 | 17 | 18 | 20 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 32.63 | 33.16 | 25.28 | 24.32 | 26.99 |
| MAE | 21.50 | 22.57 | 16.25 | 15.64 | 17.62 |
| MBE | -0.70 | 0.15 | -0.22 | -0.05 | -0.65 |
| MAPE | 1.16 | 1.07 | 0.57 | 0.54 | 0.84 |
| $R$ | 0.98 | 0.97 | 0.99 | 0.99 | 0.98 |
| $R^{2}$ | 0.95 | 0.95 | 0.97 | 0.97 | 0.99 |

where $\gamma$ is the effective number of parameters and $E_{W}$ is "the error of the weights."

To develop this work, due to its capacity of nonvalidation, the data were divided into $70 \%=15516$ samples for training and $30 \%=6650$ for testing. For the one-layer configuration, the activation function used was the hyperbolicpure line, while for the second configuration, it was hyperbolic-hyperbolic-pure line.

### 2.4.4. Resilient Propagation. In the RPROP algorithm

 (Figure 6), updates are made only from the signs of partial derivatives, without considering the magnitude. The regulation is made by changing the weights in opposition to thedirection of the derivative until a local minimum is found. The dependence on the sign and not on the magnitude of the derivative allows the network to grow and learn equally [15].

To develop this work, the data were divided into $70 \%$ for training, $15 \%$ for testing, and $15 \%$ for validating. For the one-layer configuration, the activation function used was the sigmoid-pure line, while for the second configuration, it was sigmoid-sigmoid-pure line.
2.4.5. Scaled Conjugate Gradient. The idea of SCG is to combine the Levenberg-Marquardt algorithm, the classical conjugate gradient approach, and the second-order estimation


Figure 10: Taylor diagram BR 1 HL.

Table 4: Performance BR 1 HL.

| Model | 15 | 16 | 17 | 18 | 19 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 88.47 | 78.95 | 84.30 | 82.77 | 77.34 |  |
| MAE | 66.98 | 60.56 | 63.41 | 62.50 | 57.71 | 1.303 |
| MBE | -0.181 | -0.028 | 1.329 | 0.777 | 5.80 |  |
| MAPE | 8.14 | 6.44 | 7.03 | 6.97 | 0.85 |  |
| $R$ | 0.80 | 0.84 | 0.82 | 0.82 | 0.68 |  |
| $R^{2}$ | 0.63 | 0.71 | 0.67 | 0.68 | 0.72 |  |

used by Hestenes who introduced a nonsymmetric approximation by adding $\lambda_{k}[16,17]$.

$$
\begin{equation*}
s_{k}=E^{\prime \prime}\left(w_{k}\right) p_{k}=\frac{E^{\prime}\left(w_{k}+\sigma_{k} p_{k}\right)-E^{\prime}\left(w_{k}\right)}{\sigma_{k}}+\lambda_{k} p_{k} \tag{4}
\end{equation*}
$$

The objective is to find a set of weight vectors for which H becomes positive, defined very close to zero. To develop this work, the data were divided into $70 \%$ for training, $15 \%$ for testing, and $15 \%$ for validating. For the one-layer configuration, the activation function used was the hyperbolic-pure line, while for the second configuration, it was hyperbolic-hyperbolic-pure line.
2.4.6. Taylor Diagram. All analyses were supported by Taylor diagrams which enhance the architecture evolution
trends through graphs. This diagram is used to graphically identify prediction models by considering the RMSE and by quantifying the degree of similarity using a reference model (Figure 7). The diagram is composed of two orthogonal axes, which express the standard deviation and the correlation coefficient expressed in azimuthal position [18].

In this work, both the number of inputs and outputs have been modified to ensure greater loop variability. In particular, the unmodified, "Taylor diagram code" suffers from a finite number of alphabet characters, altough the author incorporated the ability to differentiate between upper and lowercase characters into the code. To solve this problem, a fourth input was added that stores the index of the "four loop," and thus the number of neurons in each loop as a character. The coupling of "for loops" and "taylordiag" makes it easier to identify the respective pattern and ensures


Figure 11: Taylor diagram BR 2 HL.

Table 5: Performance BR 2 HL.

| Model | 15 | 16 | 17 | 18 | 19 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 27.25 | 22.35 | 23.38 | 22.18 | 18.03 |
| MAE | 18.01 | 15.15 | 15.27 | 14.56 | 11.85 |
| MBE | 0.07 | 0.61 | -0.17 | -0.07 | -0.23 |
| MAPE | 0.59 | 0.29 | 0.58 | 0.50 | 0.34 |
| $R$ | 0.98 | 0.99 | 0.99 | 0.99 | 0.99 |
| $R^{2}$ | 0.97 | 0.98 | 0.97 | 0.98 | 0.91 |

greater reliability. To increase the usefulness, three new output colours have been implemented, which will become part of the new input subset of the Taylor diagram.

## 3. Results

3.1. Levenberg-Marquardt. The performance of BPANN with a hidden layer, trained by Levenberg-Marquardt, is described in Figure 8. The Taylor diagram shows that the increase in the number of neurons in the hidden layer is positive for the prediction model. The best result was obtained with the 7-19-1-1 architecture. Due to its higher complexity, the 17 th architecture could be preferred. Despite the good

RMSE performance on the 16th, 18th, and 19th, they can be discarded due to the MBE. The performance of all models is shown in Table 2.

The addition of a hidden layer further improves performance compared to the previous case. The results are shown in Figure 9. This new configuration shows "constant" improvement for all models. From 1 to 10, this is evident, and the step is great. For models 11 to 20, the scaling up is more difficult, and the trend indicates that it is converging. Configurations 7-18-54-1-1, 7-19-57-1-1, and 7-20-60-1-1 are very promising in terms of forecasting capability (Figure 9). As previously reported, the 7-18-54-1-1 architecture is considered the best prediction model among the


Figure 12: Taylor diagram RPROP 1 HL.

Table 6: Performance RPROP 1 HL.

| Model | 15 | 16 | 17 | 18 | 19 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| RMSE | 99.86 | 96.06 | 100.25 | 103.66 | 103.73 |
| MAE | 78.99 | 75.50 | 79.36 | 83.07 | 83.08 |
| MBE | 0.511 | 0.959 | -0.777 | -0.567 | -1.696 |
| MAPE | 10.75 | 9.66 | 11.53 | 11.67 | 0.22 |
| $R$ | 0.73 | 0.75 | 0.73 | 0.70 | 0.70 |
| $R^{2}$ | 0.53 | 0.57 | 0.53 | 0.49 | 0.979 |

Levenberg-Marquardt models due to its complexity; see Table 3 (See Supplementary materials - SM Table 1, SM Table 2). Similar results were obtained by Yaïci et al. It was studied the predictive performance of the solar energy system using an ANN with 20 hidden neurons [19]. At the same time, Mohd-Safar et al. identified LM as the best learning algorithm for weather forecasting in tropical climates [20]. The goodness of these models is reinforced by the study of Farkas and Géczy-Víg, who modelled an ANN on flat-plate solar collectors. In this case, the LM algorithm proved to obtain the most accurate and valid results [21].
3.2. Bayesian Regularization. Bayesian regularization with a hidden layer behaves like LM analysis. The increase in neurons favours the increase in performance which is depicted
in Figure 10. From the Taylor diagram, it is derived that 7-20-1-1 has the best performance, but due to the overestimation, 7-16-1-1 may be preferred. All error performance is shown in Table 4.

Increasing the number of layers improved the prediction capability with this learning method; the cluster of architectures in the Taylor diagram becomes longer and tends towards the observed model (Figure 11). The best-performing architecture among BR 2 HL is 7-19-57-1-1; see Table 5 (See Supplementary materials - SM Table 3, SM Table 4). The goodness of the BR algorithm was demonstrated by Khosravi et al. in their study on wind characteristics in Iran. Among the ANN learning algorithms, the results of BR are the best in terms of RMSE and R, followed by LM, RPROP, and SCG [22]. Yacef et al. studied the prediction of daily global solar irradiation by comparing BR and LM. The former approach


Figure 13: Taylor diagram RPROP 2 HL.

Table 7: Performance RPROP 2 HL.

| Model | 10 | 14 | 15 | 16 | 18 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 77.43 | 76.25 | 79.40 | 78.37 | 76.76 |  |
| MAE | 57.03 | 55.14 | 58.52 | 57.48 | 55.90 |  |
| MBE | 1.65 | 0.10 | -0.06 | 1.05 | 0.26 |  |
| MAPE | 6.13 | 6.38 | 6.79 | 6.67 | 6.41 | 0.85 |
| R | 0.85 | 0.85 | 0.84 | 0.84 | 0.51 |  |
| $R^{2}$ | 0.72 | 0.73 | 0.70 | 0.71 | 0.92 |  |

led to an increase in accuracy, with a decrease in RMSE and MBE [23]. Similar results were obtained from the study by Alomari et al. on energy production in photovoltaic systems. The BR algorithm, with 27 hidden neurons, was the best model that produced the lowest RMSE compared to LM M [24].
3.3. Resilient Propagation. The performance of the BPANN with only one hidden layer, trained with resilient propagation is shown in Figure 12 and Table 6. Compared to previous models, this algorithm does not improve "smoothly" with the number of neurons, but the Taylor diagrams show a high model density. Configuration 7-16-1-1 is the bestperforming.

The BPANN behaviours of two hidden layers, trained by resilient propagation, are highlighted in Figure 13 and
described in Table 7. All the architectures exhibit poorer characteristics than previous multilayer hidden architectures; see Supplementary materials - SM Table 5, SM Table 6.
3.4. Scaled Conjugate Gradient. The performance of the BPANN tests with a single hidden layer, with scaled conjugate gradient, is shown in Figure 14 and Table 8. The performance of SCG is far from the observed model, and the best architecture is represented by 7-8-1-1.

Multilayer architectures are characterized by many "misbehaviors." In fact, $8,11,16$, and 18 architectures have the worst performances among all; see Figure 15. Furthermore, architectures 2 and 5 are scaled compared to their relative single-hidden-layer configurations. The best model, in terms of performance, is represented by 7-19-57-1-1; see Table 9 (see Supplementary materials - SM Table 7, SM Table 8).


Figure 14: Taylor diagram SCG 1 HL.

Table 8: Performance SCG 1 HL.

| Model | 5 | 8 | 12 | 13 | 18 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 110.13 | 106.84 | 107.36 | 110.41 | 108.16 |  |
| MAE | 88.50 | 85.10 | 86.15 | 89.29 | 87.57 | -0.91 |
| MBE | -2.14 | -2.19 | -0.61 | 12.06 | 12.68 |  |
| MAPE | 13.49 | 0.68 | 0.68 | 0.91 |  |  |
| $R$ | 0.66 | 0.46 | 0.46 | 0.65 | 0.67 |  |
| $R^{2}$ | 0.43 |  | 0.43 | 0.14 |  |  |

3.5. Time and Epochs Analyses. These results highlight the better overall performance of BR 2 HL compared to the other learning algorithms, with 7-19-57-1-1 being the best of its architectures. However, these analyses are not weighted in terms of the time and epochs required to achieve the goal. Since single-layer architectures perform poorly, time and epoch analyses were not considered. Figure 16 shows the time, in seconds, of all architectures. In the case of BR 2 HL, the almost exponential dependence between the number of neurons and the time required for processing is evident; this analysis ends with 1500 seconds for the 7-20-60-1-1 architecture. In contrast, for LM 2 HL , the time required for processing was very low for the range of architectures from $7-1-3-1-1$ to $7-16-48-1-1$, the maximum being 84.544 seconds. Starting from the seventeenth architecture, there was an increase in the resources required to complete the
analysis, and the time rose to 277.037 seconds. In terms of time, SCG is the best.

Figure 17 shows the epochs of the multilayered models. There are some concerns regarding BR and, similarly, RPROP. Only in six cases out of twenty did the algorithm not stop due to the epoch constraint, which is set to 1000 by default. The fact that these six cases are in the first ten architectures means that in all subsequent architectures the model could be even more accurate; increasing the number of epochs can, and could, increase the time required for processing. Since the latest models performed very well and the rate of improvement is inversely proportional to complexity, the study was not extended. While SCG stopped only once, LM never stopped due to epoch constraints for any architecture. The result showed that architectures with two hidden layers can outperform their respective layered architectures,

Test BPANN scaled conjugate gradient 2 HL


Figure 15: Taylor diagram SCG 2 HL.
Table 9: Performance SCG 2 HL.

| Model | 2 | 5 | 12 | 13 | 14 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| RMSE | 84.36 | 76.51 | 76.14 | 76.79 | 81.39 | 59.83 |
| MAE | 62.95 | 55.17 | 55.11 | 55.16 | -0.60 |  |
| MBE | -1.11 | -0.39 | 0.45 | -0.53 | 6.93 |  |
| MAPE | 7.81 | 6.05 | 5.80 | 0.08 | 0.83 |  |
| $R$ | 0.82 | 0.85 | 0.85 | 0.85 | 0.9 |  |
| $R^{2}$ | 0.67 | 0.72 | 0.73 | 0.72 | 0.69 |  |



Figure 16: Processing time.


Figure 17: Epochs.
Table 10: BR 7-19-57-1-1 characteristics.

|  |  |  | Bayesian regularization 2 HL | MAPE | $R$ | $R^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $N$ | RMSE | MAE | MBE | 0.99 | 0.99 |  |
| 19 | 18.03 | 11.85 | -0.23 | 0.34 | 0.9 |  |



Figure 18: Regression plot BR 2 HL 7-19-57-1-1.


Figure 19: Testing forecast BR 2 HL 7-19-57-1-1.

Table 11: $b_{1} \in R^{19 \times 1}, b_{2} \in R^{57 \times 1}$, and $b_{3} \in R^{1 \times 1}, b$ terms are defined as biases of the predicted model equation.

| $b_{1}=$ | 1.5773 |
| :---: | :---: |
| $b_{1}=$ | 7.4748 |
| $b_{1}=$ | 0.5720 |
| $b_{1}=$ | -2.6027 |
| $b_{1}=$ | 2.4145 |
| $b_{1}=$ | -0.6941 |
| $b_{1}=$ | 2.9302 |
| $b_{1}=$ | -1.4683 |
| $b_{1}=$ | 0.2512 |
| $b_{1}=$ | 3.3465 |
| $b_{1}=$ | 1.6637 |
| $b_{1}=$ | -0.6885 |
| $b_{1}=$ | -2.2299 |
| $b_{1}=$ | -1.6546 |
| $b_{1}=$ | 2.6345 |
| $b_{1}=$ | -14.8070 |
| $b_{1}=$ | 6.5923 |
| $b_{1}=$ | -0.3518 |
| $b_{1}=$ | 0.5946 |
| $b_{2}=$ | 1.7690 |
| $b_{2}=$ | -1.7807 |
| $b_{2}=$ | -4.2605 |
| $b_{2}=$ | 0.2809 |
| $b_{2}=$ | 3.5743 |
| $b_{2}=$ | 1.4917 |
| $b_{2}=$ | 5.4587 |
| $b_{2}=$ | 2.7441 |
| $b_{2}=$ | 2.0470 |
| $b_{2}=$ | -0.6138 |
| $b_{2}=$ | 0.4630 |
| $b_{2}=$ | 0.0946 |
| $b_{2}=$ | -3.8647 |
| $b_{2}=$ | -0.4668 |
| $b_{2}=$ | 0.5917 |
| $b_{2}=$ | 2.2129 |
| $b_{2}=$ | 0.4894 |
| $b_{2}=$ | 2.5866 |
| $b_{2}=$ | -1.0896 |
| $b_{2}=$ | -0.5213 |
| $b_{2}=$ | 1.7523 |
| $b_{2}=$ | -3.1299 |
| $b_{2}=$ | -4.2745 |
| $b_{2}=$ | 3.3654 |
| $b_{2}=$ | -2.4878 |

Table 11: Continued.

| $b_{2}=$ | 1.9359 |
| :--- | :---: |
| $b_{2}=$ | 1.3570 |
| $b_{2}=$ | -2.2896 |
| $b_{2}=$ | -3.5932 |
| $b_{2}=$ | 0.7066 |
| $b_{2}=$ | 0.9675 |
| $b_{2}=$ | -0.0655 |
| $b_{2}=$ | 0.4406 |
| $b_{2}=$ | 0.2166 |
| $b_{2}=$ | 1.3100 |
| $b_{2}=$ | 1.9875 |
| $b_{2}=$ | -2.0036 |
| $b_{2}=$ | -4.1472 |
| $b_{2}=$ | -1.9795 |
| $b_{2}=$ | 1.3173 |
| $b_{2}=$ | 4.7772 |
| $b_{2}=$ | -2.7572 |
| $b_{2}=$ | -1.7666 |
| $b_{2}=$ | -1.2642 |
| $b_{2}=$ | 0.8795 |
| $b_{2}=$ | -0.7912 |
| $b_{2}=$ | -0.4316 |
| $b_{2}=$ | -1.7747 |
| $b_{2}=$ | 0.4242 |
| $b_{2}=$ | -5.4087 |
| $b_{2}=$ | 0.8790 |
| $b_{2}=$ | -0.5303 |
| $b_{2}=$ | 0.3762 |
| $b_{2}=$ | -0.0253 |
| $b_{2}=$ | 2.7785 |
| $b_{2}=$ | 4.9585 |
| $b_{2}=$ | 0.1278 |
| $b_{3}=$ | 0.5638 |
|  |  |

and among the algorithms, LM and BR are the most promising. The same result was emphasised by Khosravi et al. [22]. Similar results were found by Mohd-Safar et al., whose studies showed that LM MAE and RMSE are the lowest and R the largest; SCG has the fastest time but did not produce good convergence; despite this, BR took the longest time [20]. Mohanraj et al. analysed the performance of a solar heat pump with three different variants of the learning algorithm (LM, SCG, and conjugate Pola-Ribiere gradient (CGP)). The results showed the speed and accuracy of LM with 10 hidden neurons, whose $R^{2}=0.999$ is the maximum and RMS is the minimum [25].
Table 12: $W_{1} \in R^{19 \times 7}$, weights of the predicted model equation.

Table 13: $W_{2} \in R^{57 \times 19}$, weights for the predicted model equation.

|  | . 0168 | 0.4140 | -0.3532 | -0.5557 | 0.2175 | . 6504 | 0.5535 | -0.5932 | -1.7914 | -0.2809 | -1.0476 | -0.9663 | -0.2275 | -0.5451 | -0.44 | 0.7404 | -1.9131 | 0.2849 | 30 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.4326 | -0.2089 | 0.3911 | -0.8038 | -0.8361 | 1.0337 | -0.4212 | -1.2953 | 0.0154 | 1.4186 | -1.8400 | 0.3276 | -1.9609 | 0.7727 | 1.58 | -0.9186 | 0.0448 | -0.9491 | 39 |
|  | 0.125 | 0.2671 | 0.2659 | -0.4313 | -0.903 | 0.5400 | -1.80 | -2.2 | 3.5035 | -1.0 | 1.3024 | 0.6103 | -0.9251 | -1.2170 | 0.8974 | 0.2179 | 0.2808 | 86 | 28 |
|  | -0.7826 | -0.2610 | 0.4796 | 0.3705 | -1.188 | -0.0324 | -0.6355 | 0.8479 | -0.3320 | 1.3312 | 2.3311 | 0.6383 | -1.4132 | -0.6714 | 1.2362 | . 0225 | -0.4015 | -0.8676 | . 1926 |
|  | -2.614 | -0.1196 | -0.3799 | -1.1550 | 0.5026 | 0.3118 | -1.2875 | -1.596 | -3.7943 | -1.4068 | 1.3686 | -1. | -0.8367 | -1.6122 | -3.3363 | 1.1015 | -0.1580 | 1.2083 | 68 |
|  | 0.4703 | -0.7586 | 0.2257 | -0.3098 | -2.748 | -2.3736 | 1.3 | -0.84 | 2.5533 | -2. | 0.3 | 2. | 0.03 | 0.48 | 0.1163 | 0.3891 | 0.4826 | 0.6810 | -1.3415 |
|  | 1.9828 | -6.0102 | -0.8232 | -1.1808 | -0.2196 | -0.7063 | 3.0612 | 1.5394 | 2.4925 | 3.1002 | -4.8986 | 1.1076 | -2.3362 | 1.1664 | 0.5169 | $-1.5356$ | -2.0841 | 1.3952 | -0.3751 |
|  | 0.9942 | -1.8193 | 1.2231 | 0.9582 | -0.4027 | -3.2033 | -1.189 | -1.0 | -6.8952 | -1.8 | 0.8233 | 1.5080 | -1.0 | 2.5937 | 1.1 | -0.2200 | 4.4 | 26 | 25 |
|  | -2.5459 | -1.7032 | -0.1751 | -1.6914 | 0.1540 | -3.9425 | 0.7659 | 2.036 | -1. | -0.0530 | 810 | -0.7033 | -1.2260 | 0.9472 | 0.0 | 0.8877 | 219 | -0.6477 | 40 |
|  | -0.6031 | 0.5698 | 1.1199 | -2.1664 | -3.9791 | -0.1237 | 1.6305 | -0.4237 | 0.7273 | 0.2314 | 1.8237 | 0.3762 | -0.6250 | 1.2275 | 0.9620 | -0.2880 | 0.2472 | 0.9892 | 0.7058 |
|  | -1.350 | -0.2505 | 0.2413 | 1.7678 | 1.7722 | -0.4573 | -2.740 | 1.1 | 3.6584 | -1. | 0.7 | 0.0355 | 0. | -0.3495 | -4.1979 | -2.3853 | -1.0354 | -2.3564 | -0.5167 |
|  | -0.2433 | -0.8004 | -0.1159 | 0.3715 | -0.6283 | -0.2965 | -0.1382 | 1.7107 | -1.1979 | 1.3746 | -0.5526 | -0.1043 | -0.3198 | -0.5590 | 1.0838 | 0.3529 | 0.3714 | 0.9039 | 588 |
|  | -3.6676 | -0.5802 | 1.0388 | -0.6029 | 3.8635 | -2.0932 | -1.6180 | 3.7321 | -2.4577 | -1.8941 | 0.9713 | -0.0581 | 0.1376 | 2.4642 | 0.8205 | -0.0041 | -2.6379 | -1.2614 | 0.2566 |
|  | -1.175 | -0.1294 | -0.0819 | -0.3252 | -3.152 | -1.21 | 0.7808 | -0.76 | 1.1261 | -0.865 | 2.8 | 0. | -2. | -0.0254 | 8 | 25 | -0.8884 | -0.8083 | 2 |
|  | -0.6125 | -1.4275 | 0.4594 | 0.1217 | 0.1143 | -1.8530 | 0.8946 | 0.7503 | 2.1847 | 0.0448 | -0.8978 | 0.5919 | 1.1908 | -0.8123 | -0.4693 | 0.1832 | 0.5579 | 0.498 | -0.6207 |
|  | 1.7824 | 0.7894 | -0.4780 | -0.9057 | -0.0168 | -0.3076 | -2.8106 | 1.0002 | -2.5904 | 1.6533 | -1.1558 | -3.7317 | 0.3282 | 1.7663 | 1.7737 | 2.3604 | 0.0163 | -2.5579 | -1.9850 |
|  | -0.5473 | 0.8841 | 0.5837 | 1.8192 | -2.82 | -2.149 | -0.4010 | -3.350 | 4.3437 | -1.8027 | -0.07 | 0.3 | 0.009 | 0.2 | -1.62 | 2. | 2.0787 | -1.4666 | 0 |
|  | -1.3933 | -2.2767 | -0.3282 | -1.3623 | -0.3048 | 0.3642 | -1.1205 | -3.9855 | 1.2031 | -3.0064 | 8.1735 | -2.4575 | -1.3793 | 2.8204 | -2.3829 | -4.8596 | -2.9874 | 1.2809 | 211 |
|  | -0.8380 | 0.9371 | 1.1913 | -0.6585 | 0.6266 | 3.2205 | -1.6351 | 2.7329 | -0.1919 | 2.6530 | -2.25 | 0.8751 | 1.7806 | 0.2447 | 0.1977 | -1.8644 | 0.5014 | -0.8124 | -1.1403 |
|  | -0.126 | 1.8836 | 0.7803 | 4.1622 | -0.018 | 1.3583 | 2.1018 | 1.964 | -1.970 | 5.2750 | 0.823 | 3.943 | -1.6048 | -0.8608 | 0.685 | -0.7853 | 3.9865 | -0.9929 | 1.3348 |
|  | -0.2345 | -0.1653 | 0.3331 | 0.5339 | -0.2963 | -0.0114 | -0.6097 | -1.0641 | -2.0138 | -1.7050 | 1.0765 | -0.2593 | 0.1493 | -0.1043 | 0.2404 | 0.2427 | -0.0562 | -0.2115 | -0.3679 |
|  | -1.3358 | 0.3177 | -0.2832 | -1.7402 | -2.1827 | 0.3726 | -0.6352 | -0.5277 | 3.0463 | -1.4354 | 3.2703 | 0.5112 | -1.1083 | -1.9693 | 0.7877 | 0.0501 | 0.9947 | -0.8972 | -0.6900 |
|  | -2.3813 | -0.1293 | 0.1362 | 1.9813 | 2.0154 | 4.7665 | -2.7871 | -3.0475 | 0.0255 | -2.3716 | 0.2030 | -1.0438 | -0.6885 | -3.1780 | -0.26 | 2.02 | -0. | 2.0245 | 55 |
|  | -0.8829 | -1.3447 | -0.9976 | 0.7114 | 3.1995 | 1.5412 | -1.0619 | 1.3167 | -2.4182 | 1.8131 | -1.0763 | -1.2405 | 2.4952 | 2.3082 | 0.4093 | -0.3669 | 0.5992 | -0.9744 | 1.4073 |
|  | 1.4073 | -1.1401 | -0.9668 | -0.9986 | -3.2524 | 4.3241 | 0.7001 | -1.0153 | 0.3307 | 2.0750 | 1.3753 | 1.8795 | 3.9929 | -2.0603 | -2.5107 | 1.3070 | -2.5195 | -4.4736 | -2.5499 |
|  | -3.0045 | 1.4507 | -1.3947 | 1.4366 | 4.5749 | -3.7302 | -2.5100 | 0.1528 | -2.2174 | -5.3525 | 0.3405 | -3.4268 | 1.5450 | 2.1560 | -2.53 | -1.4987 | -4.2397 | -0.2893 | -0.9222 |
|  | 0.0159 | 0.0413 | -0.4885 | -0.3342 | 0.1621 | -0.3468 | 0.0869 | 0.4917 | 1.0514 | 2.1936 | -3.0580 | 0.1101 | 1.6100 | 0.7608 | -0.5848 | -0.6881 | 0.9364 | -0.0021 | -0.7921 |
|  | -1.0515 | 0.0654 | 1.0839 | 1.1822 | -2.0568 | -0.3621 | -0.9795 | 2.2976 | -1.2549 | 4.5529 | 1.8581 | -0.5934 | -1.0077 | -1.4949 | 0.5451 | 1.0427 | 1.2031 | -2.6123 | -1.8019 |
|  | 1.5227 | 3.3232 | -2.1833 | 1.2320 | 0.1076 | 1.1691 | -0.2649 | 5.8914 | -5.2274 | 3.3581 | -4.3760 | 1.7830 | 1.5918 | -5.6726 | -4.4818 | 3.7556 | 0.3148 | -4.0406 | -3.0927 |
|  | -1.0234 | 0.8861 | -0.6917 | 0.1789 | -0.3973 | -1.0169 | 0.4403 | 0.4594 | 1.3790 | 0.1959 | 0.4392 | 0.6709 | 0.7218 | -1.4981 | -0.2463 | -1.3566 | -0.4633 | 0.6545 | 0.3963 |
|  | -0.5652 | 0.9266 | 0.7718 | 1.5945 | 0.4159 | 0.4716 | -2.6171 | 0.2475 | -1.1889 | 1.8005 | 1.5389 | -1.5818 | 1.0619 | -1.2730 | -1.3348 | 1.6514 | 0.1631 | 1.2942 | 0.7376 |
|  | 0.5688 | 1.3907 | 0.2839 | 1.3321 | -5.0574 | 1.9015 | 5.4786 | -1.2557 | 2.8199 | 6.5256 | -2.8765 | 5.5191 | 2.4833 | -3.4771 | -1.0902 | 2.5094 | -2.8715 | -1.7362 | -1.9350 |
|  | 0.2033 | 0.1652 | -0.5072 | 1.6118 | -0.0381 | -0.5772 | -1.1560 | 0.1457 | 1.4834 | -1.0933 | -0.1617 | -0.9478 | -1.2269 | $-0.5117$ | -0.0715 | 0.2800 | -0.2193 | 0.5563 | -1.4567 |
|  | 0.7726 | -0.7926 | 0.5121 | 1.2432 | 0.3664 | -0.6800 | -0.1229 | 2.1811 | 1.2446 | 3.1700 | -0.7849 | 1.2659 | 1.1898 | 0.1760 | -0.5708 | -0.0019 | -0.1779 | 0.9623 | -0.2580 |
|  | -1.7014 | 0.4158 | 0.7782 | -1.8518 | -0.2551 | 0.5341 | -0.6500 | -0.8954 | -1.1211 | 0.2288 | 0.2415 | -2.3754 | -0.2243 | 3.4489 | 1.1693 | -0.2288 | 0.5946 | -1.5956 | 1.9967 |
|  | -0.2403 | -0.8284 | -0.2994 | 0.0270 | 1.3816 | -1.6452 | -1.0083 | 1.2967 | -2.1815 | -1.0353 | 1.9453 | -1.9094 | -1.0873 | 1.8549 | -0.7359 | -0.9067 | -1.0516 | 0.4269 | -0.0115 |

Table 13: Continued.

| 1.4473 | -0.7397 | 0.3808 | 0.1537 | 0.7274 | 0.3812 | 1.4698 | 0.6821 | 3.4593 | 2.2430 | -0.2633 | 1.3422 | -0.8858 | 0.5291 | -0.4942 | 0.4676 | -0.4358 | -1.2007 | -0.6293 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.8298 | 0.0327 | -0.0960 | -1.0777 | -0.9536 | 0.6070 | 0.1209 | 0.8530 | 1.9108 | 2.2611 | -0.7547 | 0.8309 | -0.3810 | -0.0030 | 0.3955 | 1.2611 | 0.8981 | $-1.0447$ | -1.4159 |
| 2.7936 | 1.6524 | -0.5077 | 1.2506 | 1.5363 | -0.9614 | 2.9642 | 1.0246 | 2.3236 | 2.2652 | -6.6984 | -3.6712 | -0.8126 | 0.3013 | 541 | -3.8854 | -2.6627 | -2.8622 | 4 |
| 0.8325 | -0.2126 | 0.3173 | 0.2192 | 0.1496 | -0.5524 | -0.1819 | 0.0912 | -1.8885 | -1.3193 | -0.1640 | -0.2860 | 0.8535 | 0.3955 | -0.7556 | 0.1250 | -0.1914 | 0.5026 | -0.5328 |
| -1.3107 | -0.3907 | 0.5646 | 1.8559 | -0.8059 | -0.4035 | -1.6580 | 0.5570 | -0.4382 | -1.8594 | 2.2731 | -2.1882 | -0.4269 | 0.8391 | -1.1130 | -0.1107 | -1.6199 | 1.3435 | -0.6898 |
| 0.6969 | 3.1759 | 3.2817 | 3.0322 | -0.3005 | -0.0509 | 2.6469 | 2.9025 | 1.2605 | 0.7214 | -0.9130 | 4.7002 | -3.6298 | -1.2404 | 2.4243 | 2.4930 | 2.3479 | 0.7810 | 96 |
| -1.1004 | -0.9012 | -1.1213 | 2.1821 | -1.6955 | -4.7675 | -0.5873 | -2.4139 | 5.0740 | 3.6351 | 0.4272 | 5.4270 | 0.5835 | -0.4069 | 7.1185 | -1.0113 | -4.7735 | 5.5810 | 0.9407 |
| 0.6803 | -0.4332 | -0.3080 | -0.5657 | -0.2322 | -1.3854 | 0.5734 | -0.9791 | -1.7111 | -0.5925 | 0.7224 | -0.0660 | -0.7014 | -0.1277 | 2.9791 | 1.3803 | 2.1918 | 0.9728 | . 2682 |
| 0.2923 | $-2.3181$ | 0.4758 | 0.4044 | 0.4313 | 0.4892 | $-2.2870$ | 0.9068 | -4.9332 | -1.9418 | -0.9573 | 0.9550 | -1.6582 | 1.0108 | -0.9365 | -0.2901 | -0.6203 | 0.3984 | -1.0142 |
| 0.8669 | -0.4570 | -0.4521 | 0.9631 | 1.0082 | -1.4420 | 2.2242 | -0.8262 | 3.8123 | -0.6417 | -3.5136 | 3.8432 | -0.8229 | -0.0714 | -2.6244 | -3.0792 | -1.9054 | 2.8074 | 1.7360 |
| 0.4694 | -0.8667 | 0.1151 | 1.3131 | 1.3520 | -0.0883 | -0.3677 | -0.4558 | -3.0970 | -3.1137 | 0.2734 | -0.1598 | -2.1642 | -1.2929 | -0.8428 | -0.6573 | -0.0301 | 0.3601 | -0.7000 |
| -0.1348 | -2.3396 | 2.0569 | -0.7088 | -1.5451 | 3.2002 | 0.0944 | 0.9042 | -4.6800 | $-0.3526$ | -0.4449 | 0.7095 | 0.4076 | 0.9495 | -1.8529 | 1.0335 | 1.7668 | 0.9173 | 0.5535 |
| 0.7098 | 1.5243 | 0.9695 | -1.1645 | -0.4052 | 3.9846 | 1.3344 | 1.8393 | -0.6159 | 6.0364 | -1.0713 | -1.2417 | -1.9463 | 1.0520 | -3.7077 | -0.9103 | 2.4292 | 1.5591 | -0.5403 |
| 2.3576 | 2.0471 | -0.3406 | -3.1745 | -0.8598 | 1.0529 | 3.2710 | -5.1546 | 5.4920 | -2.5020 | -4.2358 | 1.3779 | 0.0882 | 2.1637 | -4.3613 | $-1.2483$ | -1.2896 | -0.0435 | -2.2588 |
| 0.5298 | -4.0350 | 0.5041 | 0.7594 | $-2.5770$ | 2.7239 | -2.5603 | 2.9772 | -3.8390 | -0.6936 | -1.5151 | 2.1665 | 0.5058 | 0.6825 | -1.4740 | -1.5218 | -0.9341 | 1.5030 | -0.9018 |
| -1.0421 | 0.7063 | 0.2716 | -0.1186 | -0.4279 | -1.5958 | 0.5868 | 0.5903 | -0.1871 | -2.3816 | 2.0184 | 2.2139 | -1.0105 | -1.0584 | 0.6481 | 0.4687 | 1.0695 | 1.1100 | -0.3824 |
| -0.2142 | 0.8994 | -0.1355 | 1.1732 | 0.6988 | -3.3044 | -0.3298 | -0.0428 | 2.4912 | 1.1782 | 2.5396 | -0.4322 | 0.4746 | -1.3273 | 1.0951 | 2.3455 | -0.4579 | -0.2421 | 0.2651 |
| -1.7375 | 2.3267 | -0.8081 | -0.7328 | -0.7258 | 4.3565 | 3.0734 | -0.2573 | -0.8064 | 1.8401 | -3.0427 | 0.1507 | 2.9394 | 5.5655 | 2.4423 | -1.2723 | -2.7698 | -0.3814 | -0.5938 |
| 1.4150 | -0.5144 | -0.8362 | -0.6018 | 0.0339 | 0.2788 | 1.1008 | -2.1024 | -1.8093 | -4.5134 | -1.5886 | 0.1370 | 1.2274 | 1.1173 | 1.1843 | -2.3924 | 1.8965 | 2.0941 | 1.8026 |
| 1.1592 | -0.4719 | -0.6174 | 0.3825 | -0.6526 | 0.4155 | -0.9561 | -0.1309 | -3.8899 | -0.2579 | $-0.8846$ | -0.4400 | 2.2838 | -0.2623 | 0.4106 | 0.9669 | 1.1975 | -1.2530 | -2.3579 |
| 1.1580 | -1.4048 | -0.4371 | 0.8888 | 2.0079 | -1.8055 | 0.0434 | -0.9633 | 3.0032 | -1.7062 | -0.3537 | 1.0365 | -1.0484 | -0.6052 | 0.4301 | 1.1528 | 0.5745 | 0.3506 | $-0.5284$ |

Table 14: $W_{3} \in R^{1 \times 57}$, weights for the predicted model equation.

| Transpose of $W_{3}=$ | -2.7564 |
| :--- | :--- |

-1.3198
1.5241
3.0179
0.7209
-1.4235
-0.8323

## -1.0301

## -0.5666

Table 14: Continued.

|  | 0.4834 |
| :---: | :---: |
| 0.5783 |  |
| 1.3497 |  |
| 1.6008 |  |
| 0.3719 |  |
| 1.1295 |  |
| 1.2485 |  |
| -3.0930 |  |
| -8.3841 |  |

Despite the training speed of LM 7-18-1-1, the best model to consider is BR 7-19-57-1-1 due to its accuracy; see Table 10. Figure 18 shows the regression, and Figure 19 shows the prediction capability of the architecture.

## 4. Conclusion

This paper is aimed at providing an accurate artificial neural network model for power generation in terms of temperature prediction in a solar disc concentrator. Due to the large number of global variables and hidden relationships, the literature is unable to provide an a priori hypothesis on which model, architecture, or algorithm is best suited for the study. A back-propagation neural network was used with different learning methods such as Levenberg-Marquardt, Bayesian regularisation, residual backpropagation, and scaled conjugate gradient. To obtain a more conclusive result, different forms of architecture were considered, from one to two hidden layers and one to twenty hidden neurons. The results showed that increasing these two numbers can improve the overall accuracy of all architectures. This behaviour is reflected in Taylor diagrams, where single-layer architectures are very close to each other and far from the observed pattern. In contrast, bilayer architectures extend further and can get closer to the target. The proposed ANNs were trained with seven meteorological parameters: humidity, air temperature, pressure, wind speed and direction, global radiation and precipitation; all these meteorological parameters were taken from the Energy Center in Turin, Italy. The analysis of the most promising architecture was conducted by observing established protocols and proper procedures in the training, validation, and testing phases and normalising the data. To ensure the transparency of the prediction framework, RMSE, MAE, MBE, MAPE, $R$ and $R^{2}$ errors, algorithm stopping criteria, time, and epochs were taken into account. The two most promising architectures are, respectively, BR $2 \mathrm{HL}, 7-19-57-1-1$, and LM $2 \mathrm{HL}, 7-18$ -54-1-1. Despite the large amount of time needed for training, BR 2 HL has been demonstrated to be the most accurate model. The testing phase is characterized by $\mathrm{RMSE} \cong 18.034$, $\mathrm{MAE} \cong 11.845, \mathrm{MBE} \cong-0.232, \mathrm{MAPE} \cong 0.337 \%, \mathrm{R} \cong 0.992$, and $\mathrm{R}^{2} \cong 0.985$. The overall results have suggested that artificial neural networks are a strong, reliable, and important tool for prediction, and they may help researchers forecast trends in their studies in many different fields. For the study
of the solar dish concentrator located at the Energy Center, BR 2 HL using the 7-19-57-1-1 architecture is the best prediction model that may be used for conducting a limited number of experiments, under specific input conditions. The resulting equation to estimate the temperature at the focal point is the following:

$$
\begin{equation*}
T_{\text {out }}=W_{3} *\left(\operatorname{tansig}\left(W_{2} * \operatorname{tansig}\left(W_{1} * \text { Input }+b_{1}\right)+b_{2}\right)+b_{3},\right. \tag{5}
\end{equation*}
$$

where $W_{1} \in R^{19 \times 7}, \quad W_{2} \in R^{57 \times 19}, \quad W_{3} \in R^{1 \times 57}, \quad b_{1} \in R^{19 \times 1}$, $b_{2} \in R^{57 \times 1}$, and $b_{3} \in R^{1 \times 1}$. Their values can be found in Tables 11-14.

## Acronyms

ANN: Artificial neural network
BPANN: Back propagation neural network
BR: Bayesian regularization
CSP: Concentrator solar power
EU: European union
GHG: Greenhouse gas
HL: Hidden layer
LFR: Linear fresnel reflectors
LM: Levenberg-Marquardt
MAE: Mean absolute error
MAPE: Mean absolute percentage error
MBE: Mean bias error
PTC: Parabolic trough collectors
PV: Photovoltaic
R: Correlation coefficient
$\mathrm{R}^{2}: \quad R$-Squared
RMSE: Root mean square errors
RPROP: Resilient propagation
SCG: Scaled conjugate gradient
SE: Solar energy
SPD: Solar parabolic dish
SPT: Solar parabolic tower.

## Nomenclature

$E^{\prime}: \quad$ 1st derivative global error function
$\mu_{k}$ : Combination coefficient
$p_{k}$ : Conjugate system/search direction
$d$ : Dish diameter
A: Dish projected surface area
$\gamma$ : Effective number of parameters
$E_{W}$ : Error of the weights
$\sigma_{k}: \quad$ Factor $0<\sigma \_k \ll 1$
$f: \quad$ Focal length
$J: \quad$ Hessian matrix
I: Identity matrix
$P_{\text {sim }}$ : Maximum solar disc angle
$w_{\mathrm{MP}}$ : Minimum point of the posterior density
$s_{k}$ : Objective function
$\varphi: \quad$ Rim angle
$\lambda_{k}: \quad$ Scaling factor
$I_{0}$ : Solar irradiance
$e\left(w_{k}\right)$ : Square function
$\alpha_{M P}: \quad$ Step size
$\sigma$ : $\quad$ Surface slope error
$w_{k}$ : Weight.
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## Supplementary Materials

This article is enriched with supplementary material. The file contains a total of eight tables with all the performance of each training algorithm used in this article. In detail, it contains all RMSE, MAE, MBE, MAPE, $R$, and $R^{2}$ for all the three subsets training, validation, and testing coupled with all the different architectures single/double HL, one to twenty hidden neurons. The tables are listed as follows: SM Table 1: LevenbergMarquardt performance with one hidden layer, 1st to 20th architecture, subsets training, validation, and testing. SM Table 2: Levenberg-Marquardt performance with two hidden layers, 1st to 20th architecture, subsets training, validation, and testing. SM Table 3: Bayesian Regularization performance with one hidden layer, 1st to 20th architecture, subsets training, validation, and testing. SM Table 4: Bayesian regularization performance with two hidden layers, 1st to 20th architecture, subsets training, validation, and testing. SM Table 5: resilient propagation performance with one hidden layer, 1st to 20th architecture, subsets training, validation, and testing. SM Table 6: resilient propagation performance with two hidden layers, 1st to 20th architecture, subsets training, validation, and testing. SM Table 7: scaled conjugate gradient performance with one hidden layer, 1st to 20th architecture, subsets training, validation, and testing. SM Table 8: scaled conjugate gradient performance with two hidden layers, 1st to 20th architecture, subsets training, validation, and testing. (Supplementary Materials)
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