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Abstract—In this paper we present a new regularized electric flux volume integral equation (D-VIE) for modeling high-contrast conductive dielectric objects in a broad frequency range. This new formulation is particularly suitable for modeling biological tissues at low frequencies, as it is required by brain epileptogenic area imaging, but also at higher ones, as it is required by several applications including, but not limited to, deep brain stimulation (DBS). When modeling inhomogeneous objects with high complex permittivities at low frequencies, the traditional D-VIE is ill-conditioned and suffers from numerical instabilities that result in slower convergence and in less accurate solutions. In this work we address these shortcomings by leveraging a new set of volume quasi-Helmholtz projectors. Their scaling by the material permittivity matrix allows for the re-balancing of the equation when applied to inhomogeneous scatterers and thereby makes the proposed method accurate and stable even for high complex permittivity objects until arbitrarily low frequencies. Numerical results, canonical and realistic, corroborate the theory and confirm the stability and the accuracy of this new method both in the quasi-static regime and at higher frequencies.

Index Terms—Volume integral equations, preconditioning, high-contrast (HC) conductive media, bio-electromagnetism.

I. INTRODUCTION

The electromagnetic modeling of human tissues has numerous applications that include brain source localization [1], dosimetry [2], deep brain stimulation (DBS) [3], transcranial magnetic stimulation (TMS) [4], electric impedance tomography [5], and hyperthermic cancer therapy [6]. All these procedures require an accurate modeling of the interactions between electromagnetic fields and the human body. Depending on the application, numerical solvers can be either full-wave solvers directly derived from Maxwell’s equations or static solvers based on Poisson’s equation, which are only valid in the quasi-static regime [7]. While static solvers are sufficient to model resistive effects occurring in biological tissues, full-wave solvers are required when capacitive, inductive, and propagation effects should also be taken into consideration [7], [8]. For instance, full-wave models are needed when the source has a larger spectral content (e.g. the electrical current injected by an electrode in neurostimulation [9], [10]). For this application, the modeling should be done at various frequencies and, hence, the solver used should be able to perform accurately at arbitrary frequency.

Two main families of numerical solvers are widely employed for frequency domain bio-electromagnetic modeling: integral equation (IE) and differential equation solvers. In particular, integral equation solvers can be either surfacic (SIE) or volumic (VIE) depending on the nature of the tissue to model [11]. Although these solvers give rise to dense matrices, the higher computational cost incurred can be significantly reduced using acceleration techniques such as the fast multipole method (FMM) [12] or the adaptive cross approximation (ACA) [13]. Moreover, since IE formulations automatically enforce radiation conditions, no discretization is required outside the object. Unfortunately, however, bio-electromagnetic modeling is a challenging task for solvers based on integral equations because of the high complex permittivity contrast between the different tissues and their background [14]. Indeed, both a high-contrast object and/or a low operating frequency introduce a severe ill-conditioning in the discretized IE operator, which yields a slower convergence and a loss of accuracy in the solution [15]. These two phenomena are often referred to as the low-frequency (LF) and the high-contrast (HC) breakdowns respectively [16]–[19]. In addition to the conditioning issue, the ill-scaling between the different components of the solution of the discretized system causes the latter to have fewer digits of accuracy due to finite machine precision [20]. The high-contrast and low-frequency breakdowns in piecewise homogeneous scatterers have been cured in surface integral equations [18], [21], [22]. While these stabilized surface formulations have numerous advantages, they are limited to piecewise homogeneous models of biological tissues. Volume integral equations, instead, can model objects with a high degree of inhomogeneity. Unfortunately, as their surface counterparts, they suffer from the HC breakdown [19], [23]–[28] and fail to converge rapidly in applications with high-permittivity contrast scatterers. Another limitation of traditional VIE is that, even though they are immune from the low-frequency breakdown in purely dielectric objects [29], a frequency ill-scaling between the different parts of the VIE can occur when the object under study has a complex permittivity which depends on the frequency [30]. Therefore, in these cases, the LF breakdown can be considered an intrinsic part of the HC breakdown in the VIE. These limitations prevent the standard volume formulations to perform well in realistic biomedical applications where the modeling of high-contrast conductive tissues from the quasi-static regime to the microwave regime is required.

Regularization techniques have been introduced for solving the LF and the HC problems in the electric current VIE (J-
VIE), the electric field VIE (E-VIE), and the electric flux VIE (D-VIE). The LF breakdown has been cured in the J-VIE for anisotropic and inhomogeneous scatterers using a Loop-Star-Facet decomposition for re-scaling properly the unknown [31]. However, solving this problem using a Helmholtz discretization deteriorates the dense discretization behavior of the VIE, i.e., it causes the conditioning of the system matrix to deteriorate when the average edge length \( h \) of the VIE, i.e., it causes the conditioning of the system matrix to deteriorate when the average edge length \( h \) of the VIE decreases [32]. Instead, the quasi-Helmholtz projectors [15] allow for the removal of the ill-scaling in the formulation while keeping its dense mesh behavior unchanged. These projectors have been adapted to the J-VIE and used for curing the HC limitations of this equation for isotropic inhomogeneous scatterers [33]. Another approach to solve the HC problem is presented in [25], where the E-VIE is regularized using symbol calculus and the Calderón identities. Its application to the J-VIE is discussed in [34].

While they are free from the HC breakdown, the two above-mentioned methods do not consider the numerical stability of the J-VIE or the E-VIE at low frequencies when modeling lossy dielectric objects, which is an important feature for a solver operating in low-frequency biomedical applications. Regarding the D-VIE, an effective solution to both the LF and HC breakdowns has been proposed in [35], [36] where an additional surface integral equation is used to adjust the background permittivity and lower the dielectric contrast. This technique is quite effective when the main problem is the contrast between the background and the object but it does not remove directly the internal contrasts between the different media within the simulated object, and an ill-conditioning thus remains for inhomogeneous objects.

The contribution of this paper is twofold, on the one hand we propose a new set of quasi-Helmholtz projectors that, differently from those proposed in the past, are the first of their kind to be oblique and to be particularly suited to manipulate the solenoidal and non-solenoidal parts the D-VIE. On the other hand, we leverage these new projectors to obtain a new regularized D-VIE which is immune from both ill-conditioning and the loss of accuracy occurring at low frequencies and in high-contrast objects. More specifically, the new projectors, built from a weighted graph Laplacian matrix, when combined with the appropriate re-scaling, allow for the re-balancing the D-VIE in both the LF and HC regimes. The regularized D-VIE obtained is free from both the HC and the LF breakdowns and exhibits a solution that is valid until arbitrarily low frequencies, unlike standard full-wave solvers. This versatility makes it an appropriate formulation for biomedical applications where solvers that can operate in a broad frequency range and in high-contrast objects are required. The reader should however note that, although in our numerical validations we focus on biomedical applications and brain modeling in particular, the solver we propose is a completely general purpose one and several other application scenarios such as the modeling of lossy interconnects in printed circuit boards [30] could benefit from its use. Very preliminary results of this work have been presented in the conference contribution [37].

This paper is organized as follows: in Section II we set the background and notation, including the definition of the D-VIE along with its discrete Helmholtz decomposition. The low-frequency and high-contrast behaviors of the D-VIE are analyzed in Section III. These analyses are followed by the presentation of a new set of quasi-Helmholtz projectors in Section IV which is then employed in Section V to regularize the D-VIE at low frequencies and for high-contrast lossy scatterers. Bounds for the condition number of this new regularized formulation are derived in Section VI. Section VII is dedicated to the computational considerations and the introduction of another effective scheme for regularizing the D-VIE and Section VIII presents numerical examples demonstrating the stability and accuracy of these new formulations in a broad frequency range and for high-contrast media. Finally, for the sake of readability, we have omitted some of the mathematical technicalities in the main text. However, the interested reader will find them in the Appendices.

II. NOTATION AND BACKGROUND

Let \( \Omega \subset \mathbb{R}^3 \) be a simply connected object composed of a lossy dielectric and illuminated by a time-harmonic incident electric field \( E_i \) in a background of permittivity \( \epsilon_0 \) and permeability \( \mu_0 \). The scatterer is characterized by its complex isotropic relative permittivity \( \epsilon_r(r) = \epsilon_r'(r) - j \sigma(r)/\omega \epsilon_0 \) where \( r \in \Omega, \epsilon_r'(r) \) is the relative permittivity, \( \sigma(r) \) is the conductivity, and \( \omega \) is the angular frequency of \( E_i \). The permeability of the scatterer is further assumed to be the permeability of vacuum \( \mu_0 \). Leveraging the volume equivalence principle, the scatterer can be substituted by a volume current density distribution \( J(r) = j \omega \kappa(r) D(r) \) where \( \kappa(r) = (\epsilon(r) - \epsilon_0)/\epsilon(r) \) is the dielectric contrast and \( D \) is the electric flux density. The D-VIE which relates \( E_i \) and \( D \) is expressed as [38]

\[
\frac{D(r)}{\epsilon(r)} - \frac{k_0^2}{\epsilon_0} (\nabla A) (r) - \frac{1}{\epsilon_0} (\nabla B) (r) = E_i (r), \quad r \in \Omega, \tag{1}
\]

where the vector potential \( A \) and the scalar potential \( B \) are defined as

\[
(\nabla A) (r) = \int_{\Omega} G_0(\mathbf{r}, \mathbf{r'}) \kappa(\mathbf{r'}) D(\mathbf{r'}) \, d\mathbf{v'}, \tag{2}
\]

\[
(\nabla B) (r) = \nabla \int_{\Omega} G_0(\mathbf{r}, \mathbf{r'}) \nabla' \cdot (\kappa(\mathbf{r'}) D(\mathbf{r'})) \, d\mathbf{v'}, \tag{3}
\]
in which \( G_0(r, r') = \exp(-jk_0|r-r'|)/|r-r'| \) is the free space 3D Green’s function and \( k_0 = \omega/c_0 \) is the wavenumber of \( E_i \) in free space.

In general, the electric field radiated by an electric current distribution \( J_i \), which is commonly used to model the brain’s electric activity, is

\[
E_i(r) = (T_{0j}^L J_i)(r) + (T_{0j}^S J_i)(r),
\]

where \( T_{ij}^L J_i = -jk_0n_0 \int G_0(r, r') \nabla J_i(r') dv' \) and \( T_{ij}^S J_i = n_0/k_0^2 \int G_0(r, r') \nabla J_i(r') dv' \).

Equation (1) is numerically solved by applying a Galerkin approach on a tetrahedral discretization of the geometry. Because the unknown \( D \) must exhibit a material discontinuity through its tetrahedral discretization, it is discretized and the regularization of the D-VIE. Such a separation can be performed using a Loop-Star decomposition on the discretized divergence conforming functions, the electric flux can be expressed as

\[
\mathbf{f}_n(r) = \begin{cases} 
\frac{1}{3V_n} (r - r_n^+), & r \in T_n^+ \\
\frac{1}{3V_n} (r - r_n^-), & r \in T_n^- 
\end{cases},
\]

where we have used the notations of Fig. 1 and where \( V_n^\pm \) is the volume of the tetrahedron \( T_n^\pm \). Using these functions, the unknown electric flux can be expanded as

\[
D(r) \approx \sum_{n=1}^{N_F} (\mathbf{f}_n(r) + \mathbf{f}_n(r) - \mathbf{f}_n(r')), \quad \mathbf{f}_n(r) = (\mathbf{f}_m, \mathbf{f}_n, \epsilon)\Omega, \tag{6}
\]

\[
\mathbf{Z} \alpha = (\mathbf{G}_e + \mathbf{Z}_x + \mathbf{Z}_v) \alpha = \mathbf{v}, \quad \mathbf{G}_e = \left( \sum_{n=1}^{N_F} (\mathbf{f}_n, \mathbf{f}_n, \epsilon)\Omega \right), \tag{7}
\]

\[
\mathbf{Z} \mathbf{x}_{mn} = -k_0^2 \epsilon_0^{-1} (\mathbf{f}_m, \mathbf{T}_n \mathbf{f}_n)|\Omega|, \tag{8}
\]

\[
\mathbf{Z}_v \mathbf{x}_{mn} = -\epsilon_0^{-1} (\mathbf{f}_m, \mathbf{T}_n \mathbf{f}_n)|\Omega|, \tag{9}
\]

and \( \mathbf{v} = (\mathbf{f}_m, \mathbf{E})|\Omega| \) with \( \langle \mathbf{a}, \mathbf{b} \rangle_{|\Omega|} = \int_{\Omega} \mathbf{a} \cdot \mathbf{b} dv \).

In the following, for the sake of completeness, we briefly review some results on the discrete Helmholtz decomposition of the electric flux in the D-VIE. After being expanded with divergence conforming functions, the electric flux can be further decomposed into a linear combination of solenoidal (i.e., divergence free) and non-solenoidal (i.e., non-divergence free) components [24]. This decomposition is crucial because the solenoidal and non-solenoidal components of the D-VIE behave differently with respect to the frequency or the permittivity, hence they will have to be separated in the analysis and the regularization of the D-VIE. Such a separation can be performed using a Loop-Star decomposition on the discretized D-VIE, similarly to what is done in surface formulations [17]. The unknown \( \alpha \) in (6) can thus be decomposed into a sum of its Loop (solenoidal) and Star (non-solenoidal) components such that \( \alpha = \mathbf{A} + \mathbf{S} \mathbf{x} \) [24] where \( \mathbf{A} \in \mathbb{R}^{N_F \times N_T} \) is the loop-to-SWG transformation matrix, \( \mathbf{S} \in \mathbb{R}^{N_F \times N_S} \) is the star-to-SWG transformation matrix, and \( \mathbf{x} \) is the expansion coefficients of the unknown in the solenoidal basis.

The dimensions \( N_L \) and \( N_S \) are the numbers of independent loops and stars in the discretized geometry, respectively. In a tetrahedral discretization of a simply connected object, the number of stars and loops are [24], [40], [41]

\[
N_S = N_T + N_{eF}; \quad N_L = N_{iE} - N_{iV} \tag{10}
\]

where \( N_T, N_{eF}, N_{iE}, \) and \( N_{iV} \) are the number of tetrahedra, external faces, internal edges, and internal vertices, respectively. The mapping \( \mathbf{S}_v \in \mathbb{R}^{N_S \times N_T} \) relates the stars and the SWG functions as

\[
[\mathbf{S}_v]_{mn} = \begin{cases} 
1 & \text{if tetrahedron } n \text{ is tetrahedron } T_m^+ \\
-1 & \text{if tetrahedron } n \text{ is tetrahedron } T_m^- \\
0 & \text{otherwise},
\end{cases}
\]

where \( T_m^+ \) and \( T_m^- \) represent the two tetrahedra on which the basis function \( f_m \) is defined (see Fig. 1). For half basis functions, only the entries corresponding to tetrahedron \( T_m^+ \) are filled in \( \mathbf{S}_v \). Since these specific basis functions also model surface charges at the boundary of the object, another transformation matrix \( \mathbf{S}_e \in \mathbb{R}^{N_T \times N_{eF}} \) needs to be filled for these basis functions

\[
[\mathbf{S}_e]_{mn} = \begin{cases} 
-1 & \text{if face } n \text{ is face } \Gamma_m \\
0 & \text{otherwise},
\end{cases}
\]

Note here that, by convention, the half basis function \( f_m \) is always supported by tetrahedron \( T_m^+ \). The transformation matrix from star-to-SWG is then defined as \( \mathbf{S} = [\mathbf{S}_v \mathbf{S}_e] \).

After eliminating one column from \( \mathbf{S} \) (zero total charge in \( \Omega \)) we obtain the full-column-rank matrix \( \mathbf{S}_L \). The Loop functions are defined on the edges of the mesh as linear combinations of SWG basis functions [40]. Although schemes for the creation of an independent set of loops in a tetrahedral mesh exist [40], [42], we do not build them explicitly here, they are only introduced for supporting the discussion. For the purpose of this paper, we will employ the properties \( \mathbf{A}^T \mathbf{S}_L = 0 \) and \( \mathbf{S}_L^T \mathbf{A} = 0 \), that \( \mathbf{A} \) and \( \mathbf{S}_L \) satisfy by construction (refer to [43] and references therein).

### III. LOW-FREQUENCY AND HIGH-CONTRAST ANALYSES OF THE D-VIE

In this section we will first present an analysis of the low-frequency problems of the D-VIE. This will then be followed by an analysis of the high-contrast problems of the D-VIE. Leveraging these analyses and the nature of the criticalities observed, a cure for both problems will then be presented in Section V.

#### A. Low-frequency Analysis of the D-VIE

We analyze here the low-frequency behavior of the D-VIE when modeling lossy dielectric objects surrounded by free space. At low frequencies VIEs are subject to the low-frequency breakdown due to the frequency dependence of the complex permittivity of the object [30]. In this subsection we will confirm this with an analysis coherent with our framework that will then be used in the next section to construct the new formulation we propose in this work. Here we will also show that for the discretized D-VIE, the equation ill-scaling not only causes the ill-conditioning of the associated linear system matrix, but also the loss of significant digits in the solution coefficients. Our strategy will be to expose the low-frequency behavior of the D-VIE through a suitably normalized Loop-Star decomposition.

We propose here a new generalization of the Loop-Star decomposition, that differently from the standard decompo-
its boundary (contributions in the object and the surfacic contributions on the outward unit normal of the triangle of which pertains to \( \partial \Omega \); instead \( \Phi_{\omega,1e} \) includes the purely surfacic contributions internal to the object (at the interface \( \Gamma_n \) between two tetrahedra \( T_n^- \) and \( T_n^+ \) of different material contrasts \( \kappa_n^- \) and \( \kappa_n^+ \))

\[
[\Phi_{\omega,1e}]_{mn} = \epsilon_0^{1/2} \cdot \int_{\Omega} \nabla \cdot f_m(r) \int_{\Gamma_n} G_0(r, r') \delta \kappa_n n_m \cdot f_n(r') \, ds' \, dv - \int_{\Omega} \nabla \cdot f_m(r) \int_{\partial \Omega} G_0(r, r') \delta \kappa_m n_m \cdot f_n(r') \, ds' \, dv - \int_{\Omega} \hat{n}_m \cdot f_m(r) \int_{\Omega} G_0(r, r') \delta \kappa_n n_m \cdot f_n(r') \, dv \cdot ds + \int_{\Omega} \hat{n}_m \cdot f_m(r) \int_{\partial \Omega} G_0(r, r') \delta \kappa_m n_m \cdot f_n(r') \, ds' \, dv \right],
\]

with \( \kappa_n^+ \) being the dielectric contrast in tetrahedron \( T_n^+ \) and \( \hat{n}_n \) the outward unit normal of the triangle of \( T_n^+ \) which pertains to \( \partial \Omega \); instead \( \Phi_{\omega,1e} \) includes the purely surfacic contributions internal to the object (at the interface \( \Gamma_n \) between two tetrahedra \( T_n^- \) and \( T_n^+ \) of different material contrasts \( \kappa_n^- \) and \( \kappa_n^+ \))

\[
[\Phi_{\omega,1e}]_{mn} = \epsilon_0^{1/2} \cdot \int_{\Omega} \nabla \cdot f_m(r) \int_{\Gamma_n} G_0(r, r') \delta \kappa_n n_m \cdot f_n(r') \, ds' \, dv - \int_{\partial \Omega} \hat{n}_m \cdot f_m(r) \int_{\Gamma_n} G_0(r, r') \delta \kappa_m n_m \cdot f_n(r') \, ds' \, dv - \int_{\Omega} \nabla \cdot f_m(r) \int_{\Omega} G_0(r, r') \delta \kappa_n n_m \cdot f_n(r') \, dv \cdot ds + \int_{\partial \Omega} \hat{n}_m \cdot f_m(r) \int_{\Omega} G_0(r, r') \delta \kappa_m n_m \cdot f_n(r') \, ds' \, dv \right],
\]

where \( \hat{n}_m \) is the outward unit normal of the triangle \( T_m \) on \( \partial \Omega \) and \( \kappa_m \) the dielectric contrast in \( T_m \).
that $\mathbf{Z}_{\Delta \Sigma}$ is ill-conditioned for $\omega \rightarrow 0$. Since $\mathbf{B}_{\Delta \Sigma}^{\mathbf{v}}$ is a well-conditioned matrix (refer to Appendix B), the ill-conditioning of $\mathbf{Z}_{\Delta \Sigma}$ implies the ill-conditioning of $\mathbf{Z}$ for $\omega \rightarrow 0$. Besides the conditioning of the system matrix, it is also important to determine whether or not the solution coefficients and the right hand side vectors are preserved in the static limit. We first provide the scalings of the right hand side for plane wave and dipole excitations, which are frequently employed in bioelectromagnetic applications. For a plane wave excitation, the Loop and Star components of the right hand side $\mathbf{v}_{PW}$ have the following scalings when $\omega \rightarrow 0$

\[
\mathbb{R}(\mathbf{B}_{\Delta \Sigma}^{\mathbf{v}}_{\Delta \Sigma}^T \mathbf{v}_{PW}) = \begin{bmatrix} \mathcal{O}(\omega^2) \\ \mathcal{O}(1) \end{bmatrix} ; \mathbb{I}(\mathbf{B}_{\Delta \Sigma}^{\mathbf{v}}_{\Delta \Sigma}^T \mathbf{v}_{PW}) = \begin{bmatrix} \mathcal{O}(\omega) \\ \mathcal{O}(\omega^2) \end{bmatrix},
\]

in which $[\mathbf{v}_{PW}]_m = \int_\Omega \int_{\Delta \Sigma} \mathbf{f}(r) \cdot \mathbf{E}_0 \exp(-jk \cdot r) \, dv$ with $\mathbf{E}_0$ being the polarization of the plane wave and $k$ its wave vector. Note that the right hand side in the D-VIE for a plane wave excitation scales similarly to the plane wave right hand side of the surface electric field integral equation [20]. To derive the frequency dependence of the Loop-Star decomposition of a dipole excitation, we start from the expression of the field it radiates (4) in which $\mathbf{J}_i(r, r_0) = j\omega \delta(r - r_0)\mathbf{p}$ is the current dipole with $\delta, \mathbf{p}$, and $r_0$ being the Dirac delta function, the dipole moment, and the dipole position, respectively. We then test (4) with \{f_m\} to obtain the discretized right hand side

\[
[\mathbf{v}_{dip}]_m = [\mathbf{v}_\Lambda]_m + [\mathbf{v}_\Phi]_m = \frac{k^2}{\epsilon_0} \mathbf{p} \cdot \int_\Omega \int_{\Delta \Sigma} \mathbf{f}(r) \mathbf{G}_0(r, r_0) \, dv - \frac{1}{\epsilon_0} \int_\Omega \int_{\Delta \Sigma} \mathbf{v} \cdot \mathbf{f}(r) \mathbf{p} \cdot \nabla \mathbf{G}_0(r, r_0) \, dv.
\]

From the Taylor expansion of $\mathbf{G}_0$ and its gradient, we obtain that $\mathbb{R}(\mathbf{G}_0(r, r_0)) = \mathcal{O}(1)$, $\mathbb{I}(\mathbf{G}_0(r, r_0)) = \mathcal{O}(\omega)$, $\mathbb{R}(\nabla \mathbf{G}_0(r, r_0)) = \mathcal{O}(1)$, and $\mathbb{I}(\nabla \mathbf{G}_0(r, r_0)) = \mathcal{O}(\omega^3)$ at low frequencies. This yields the following frequency dependencies for the real and imaginary parts of the Loop-Star decomposition of $\mathbf{v}_\Lambda$ and $\mathbf{v}_\Phi$

\[
\mathbb{R}(\mathbf{\Lambda}^T \mathbf{v}_\Lambda) = \mathcal{O}(\omega^2), \mathbb{I}(\mathbf{\Lambda}^T \mathbf{v}_\Lambda) = \mathcal{O}(\omega^3), \quad \mathbb{R}(\mathbf{\Sigma}^T \mathbf{v}_\Lambda) = \mathcal{O}(1), \mathbb{I}(\mathbf{\Sigma}^T \mathbf{v}_\Lambda) = \mathcal{O}(\omega^2),
\]

\[
\mathbb{R}(\mathbf{\Sigma}^T \mathbf{v}_\Phi) = \mathcal{O}(1), \mathbb{I}(\mathbf{\Sigma}^T \mathbf{v}_\Phi) = \mathcal{O}(\omega),
\]

\[
\mathbb{R}(\mathbf{\Phi}^T \mathbf{v}_\Phi) = \mathcal{O}(1), \mathbb{I}(\mathbf{\Phi}^T \mathbf{v}_\Phi) = \mathcal{O}(\omega),
\]

from which we obtain the scalings of $[\mathbf{v}_{dip}]_m$ at low frequencies

\[
\mathbb{R}(\mathbf{B}_{\Delta \Sigma}^{\mathbf{v}}_{\Delta \Sigma}^T \mathbf{v}_{dip}) = \begin{bmatrix} \mathcal{O}(\omega^2) \\ \mathcal{O}(1) \end{bmatrix} ; \mathbb{I}(\mathbf{B}_{\Delta \Sigma}^{\mathbf{v}}_{\Delta \Sigma}^T \mathbf{v}_{dip}) = \begin{bmatrix} \mathcal{O}(\omega^3) \\ \mathcal{O}(\omega^2) \end{bmatrix}.
\]

This concludes the scaling analysis of the right hand side for plane wave and dipole excitations. The scalings obtained are summarized in Table Ia, in which $\mathbf{v}_\Lambda$ denotes the Loop part of the right hand side vector and $\mathbf{v}_\Sigma$ its Star part. In the Loop-Star D-VIE, all the terms in (39) are preserved since they are stored separately. However, in the standard D-VIE, the terms recovered correspond only to the dominant terms (real and imaginary) in (39), all the other terms are lost due to finite precision arithmetic. To identify the impact of this loss on the solution coefficients, we subsequently retrieve the scalings of $\alpha_{\Delta \Sigma}$ for plane wave and dipole excitations. This requires the knowledge of the frequency scalings of the inverse of $\mathbf{Z}_{\Delta \Sigma}$, which are derived by inverting (18) using Schur complement formulas [44]

\[
\mathbb{R}(\mathbf{Z}_{\Delta \Sigma}^{-1}) = \begin{bmatrix} \mathcal{O}(1) & \mathcal{O}(\omega^2) \\ \mathcal{O}(1) & \mathcal{O}(1) \end{bmatrix}, \quad \mathbb{I}(\mathbf{Z}_{\Delta \Sigma}^{-1}) = \begin{bmatrix} \mathcal{O}(1/\omega) & \mathcal{O}(\omega) \\ \mathcal{O}(\omega) & \mathcal{O}(1) \end{bmatrix}.
\]

Finally by multiplying the scaling matrix of $\mathbf{Z}_{\Delta \Sigma}^{-1}$ ((40) and (41)) and the scaling vector of $\mathbf{B}_{\Delta \Sigma}^{\mathbf{v}}_{\Delta \Sigma}^T \mathbf{v}$ ((33) for the plane wave or (39) for the dipole), we obtain the following scalings of $\alpha_{\Delta \Sigma}$ for plane wave and dipole excitations, respectively. At low frequencies, the real (or imaginary) part of the Loop and Star components of the solution coefficients in (42) have the same frequency scalings, hence all the components of the solution for a plane wave excitation are preserved in this regime. However, the real part of the Loop component of the solution for a dipole excitation in (43) becomes much smaller than the real part of its Star component at low frequencies and is lost due to finite precision arithmetic. In the scope of this paper, the D-VIE is applied in scenarios where the electric field inside the object is required. Since there is a simple scalar relation between the unknown of the D-VIE (i.e. the electric flux) and the electric field, the re-amplification of a lost (Loop or Star) part is not possible, and thus it is not required to preserve the components of the solution lost due to finite precision at low frequencies.

Nevertheless, a possible loss of accuracy in the solution occurs when a term of the right hand side, which is lost at low frequencies, contributes to one of the dominant terms of the solution. In Table Ia, the terms contributing to the solution for both types of excitation are provided. For the dipole and the plane wave, the real part of the Loop component of the right

<table>
<thead>
<tr>
<th>Source</th>
<th>Real (\Re)</th>
<th>Imaginary (\Im)</th>
<th>Terms recovered</th>
<th>Terms required for a correct solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plane Wave</td>
<td>(\omega^2, \omega)</td>
<td>(1, \omega)</td>
<td>\Re(\mathbf{v})</td>
<td>\Im(\mathbf{v})</td>
</tr>
<tr>
<td>Dipole</td>
<td>(\omega^2, \omega^5)</td>
<td>(1, \omega^3)</td>
<td>\Re(\mathbf{v})</td>
<td>\Im(\mathbf{v})</td>
</tr>
</tbody>
</table>

\[
\alpha_{\Delta \Sigma}^\text{PW} = \begin{bmatrix} \mathcal{O}(1) \\ \mathcal{O}(\omega) \end{bmatrix}, \alpha_{\Delta \Sigma}^\text{D} = \begin{bmatrix} \mathcal{O}(\omega^2) \\ \mathcal{O}(1) \end{bmatrix},
\]

\[
\mathbb{R}(\mathbf{\alpha}_{\Delta \Sigma}^\text{PW}) = \begin{bmatrix} \mathcal{O}(1) \\ \mathcal{O}(\omega) \end{bmatrix}, \mathbb{I}(\mathbf{\alpha}_{\Delta \Sigma}^\text{PW}) = \begin{bmatrix} \mathcal{O}(\omega) \\ \mathcal{O}(\omega^2) \end{bmatrix}.
\]

\[
\mathbb{R}(\mathbf{\alpha}_{\Delta \Sigma}^\text{D}) = \begin{bmatrix} \mathcal{O}(\omega^2) \\ \mathcal{O}(1) \end{bmatrix}, \mathbb{I}(\mathbf{\alpha}_{\Delta \Sigma}^\text{D}) = \begin{bmatrix} \mathcal{O}(\omega) \\ \mathcal{O}(\omega^2) \end{bmatrix}.
\]

\[
\mathbb{R}(\mathbf{\alpha}_{\Delta \Sigma}^\text{PW}) = \begin{bmatrix} \mathcal{O}(1) \\ \mathcal{O}(\omega) \end{bmatrix}, \mathbb{I}(\mathbf{\alpha}_{\Delta \Sigma}^\text{D}) = \begin{bmatrix} \mathcal{O}(\omega) \\ \mathcal{O}(\omega^2) \end{bmatrix}.
\]
hand side is lost due to finite precision while it is supposed to contribute to the dominant terms of the solution. For this reason, there is a loss of accuracy in the solution at low frequencies with plane wave and dipole excitations.

B. High-Contrast Analysis of the D-VIE

In the following we analyze the high-contrast behavior of the D-VIE for complex permittivity objects with dominant imaginary part \((\sigma/\omega\varepsilon_0)\gg 1\) at low frequencies. In this regime, the dielectric contrast \(\kappa\) between the object and the background is approximately 1 and the Green’s function \(G_0\) can be bounded from above by a frequency-independent term.

In our theoretical treatment, the scatterer \(\Omega\) is supposed to be a piecewise homogeneous object composed of a region \(\Omega_M\), which has the maximum conductivity \(\sigma_{\text{max}}\) of \(\Omega\) (associated to the complex permittivity \(\varepsilon_{\text{max}}\)) while the conductivity is bounded in its complementary domain \(\Omega_\Omega\). In the following, the boundary between \(\Omega_M\) and the rest of the object is denoted by \(\partial\Omega_M\) and the maximum conductivity ratio is defined as \(r_\sigma = \sigma_{\text{max}}/\sigma_{\text{min}}\) with \(\sigma_{\text{min}}\) being the minimum conductivity in \(\Omega\). The following high-contrast analysis will be performed for \(r_\sigma\) going toward infinity with \(\sigma_{\text{min}}\) fixed. Note that this scenario represents the high internal contrast occurring in lossy dielectric objects in several application scenarios.

Similarly to the low-frequency breakdown, the HC problem originates from the solenoidal part of \(\mathbf{Z}\) that is ill-scaled due to the permittivity scaling of the Gram matrix \(\mathbf{G}_e\). While the approach carried out in the low-frequency analysis only required the determination of the frequency scaling of \(\|\mathbf{G}_e\|\), some additional considerations on the material dependence of the minimum singular value of the Gram matrix are needed in the HC analysis. To this aim, we leverage the block structure of \(\mathbf{G}_e\) for the above-mentioned scatterer. The entries of \(\mathbf{G}_e\) can be written as \(\mathbf{G}_{e\text{mn}} = \int_{T_n^+} f_m^+ e^{-1} f_n^- d\mathbf{v} + \int_{T_n^-} f_m^- e^{-1} f_n^+ d\mathbf{v}\), with \(T_n^+\) being the tetrahedra on which \(f_m^+\) is defined. In the case of a half basis function, only \(T_n^+\) is required. From this definition, we can build the following block matrix

\[
\mathbf{G}_e = \begin{bmatrix} \mathbf{G}_m & \mathbf{B}_m \mathbf{G}_r \\ \mathbf{B}_m^T & \mathbf{G}_r \end{bmatrix},
\]

in which

\[
\mathbf{G}_m = \mathbf{G}_e[a_1, \ldots, a_{N_{FM}}; a_1, \ldots, a_{N_{FM}}],
\]

\[
\mathbf{B}_m = \mathbf{G}_e[a_{N_{FM}+1}, \ldots, a_{N_{FM}}; a_1, \ldots, a_{N_{FM}}],
\]

\[
\mathbf{G}_r = \mathbf{G}_e[a_{N_{FM}+1}, \ldots, a_{N_F}; a_{N_{FM}+1}, \ldots, a_{N_F}],
\]

with \(\{a_1, \ldots, a_{N_{FM}}\}\) being the indices of the rows (and columns) of \(\mathbf{G}_e\) corresponding to the \(N_{FM}\) SWG basis functions that have both of their supporting tetrahedra in \(\Omega_M\) and \(\{a_{N_{FM}+1}, \ldots, a_{N_F}\}\) being the \(N_F - N_{FM}\) indices of the remaining SWG basis functions.

Using the block structure given in (44) and the fact \(\Re(1/\varepsilon_{\text{max}}) = \mathcal{O}(r_\sigma^{-1})\), \(\Im(1/\varepsilon_{\text{max}}) = \mathcal{O}(r_\sigma^{-1})\), \(\mathbf{G}_r = \mathcal{O}(1/\varepsilon_{\text{max}})\) (bounded complex permittivity), \(\mathbf{B}_m = \mathcal{O}(1/\varepsilon_{\text{max}})\), and \(\mathbf{G}_m = \mathcal{O}(1/\varepsilon_{\text{max}})\) when \(r_\sigma \to \infty\), we obtain the following scalings for the blocks of \(\mathbf{G}_e\) when the contrast goes to infinity

\[
\Re(\mathbf{G}_e) \approx \begin{bmatrix} \mathcal{O}(1/r_\sigma^2) & \mathcal{O}(1/r_\sigma^2) \\ \mathcal{O}(1/r_\sigma^2) & \mathcal{O}(1) \end{bmatrix},
\]

\[
\Im(\mathbf{G}_e) \approx \begin{bmatrix} \mathcal{O}(1/r_\sigma) & \mathcal{O}(1/r_\sigma) \\ \mathcal{O}(1/r_\sigma) & \mathcal{O}(1) \end{bmatrix},
\]

which, according to the Gershgorin circle theorem, show that \(\mathbf{G}_e\) suffers from ill-conditioning in objects with high internal contrast. This HC problem in the Gram matrix can be a source of ill-conditioning in the discretized D-VIE, and hence should be considered when regularizing the D-VIE for high-contrast.

IV. OBlique QUASI-HELmholtz PROJECTORS

Just like the orthogonal quasi-Helmholtz projectors [15], [32] arise from the inversion of the standard Loop-Star decomposition, the oblique Loop-Star decomposition introduced in equation (13) can give rise to an entire new family of projectors that, in general, will not be orthogonal, but oblique. So starting from the decomposition described in (13) (omitting the normalization which is not required for the following and using \(\tilde{\mathbf{Z}}\) instead of \(\mathbf{Z}\)), we write the solution coefficient vector as

\[
\alpha = \tilde{\mathbf{A}} + \mathbf{A} \Sigma \tilde{\mathbf{s}},
\]

in which as before \(\mathbf{A}\) is an invertible symmetric matrix. Note that (50) is a valid Helmholtz decomposition, as demonstrated in Appendix A. We can now obtain a new set of projectors by solving for \(\tilde{\mathbf{A}}\) and for \(\mathbf{A} \Sigma \tilde{\mathbf{s}}\) separately. To this end, we first multiply (50) by \(\Lambda^T\mathbf{A}^{-1}\) and \(\Sigma^T\), and we obtain the following equations

\[
\Lambda^T \mathbf{A}^{-1} \alpha = \Lambda^T \mathbf{A}^{-1} \tilde{\mathbf{A}}; \quad \Sigma^T \alpha = \Sigma^T \mathbf{A} \Sigma \tilde{\mathbf{s}},
\]

in which we used the properties that \(\Lambda^T \mathbf{A}^{-1} \mathbf{A} \Sigma = 0\) and \(\Sigma^T \Lambda = 0\). From (51), we can now express the coefficients of the oblique Loop and Star basis functions from the coefficients of the original basis functions

\[
\tilde{\mathbf{I}} = (\Lambda^T \mathbf{A}^{-1} \mathbf{A})^{-1} \Lambda^T \mathbf{A}^{-1} \alpha; \quad \tilde{\mathbf{s}} = (\Sigma^T \mathbf{A} \Sigma)^{-1} \Sigma^T \alpha,
\]

where \(+\) is the Moore-Penrose pseudo inverse, which is required in (52) due to the one-dimensional null space of \(\Sigma^T \mathbf{A} \Sigma\). The next step is to obtain the solenoidal and nonsolenoidal parts of \(\alpha\) in terms of \(\alpha\) itself by applying \(\Lambda\) and \(\Sigma\) to the equations in (52)

\[
\tilde{\mathbf{I}} = \Lambda (\Lambda^T \mathbf{A}^{-1} \Lambda)^{-1} \Lambda^T \mathbf{A}^{-1} \alpha, \quad \tilde{\mathbf{s}} = (\Sigma^T \mathbf{A} \Sigma)^{-1} \Sigma^T \alpha,
\]

What we have obtained is a family of two complementary oblique projectors

\[
\mathbf{P}_{\mathbf{A}_1}^\Lambda = \Lambda (\Lambda^T \mathbf{A}^{-1} \Lambda)^{-1} \Lambda^T \mathbf{A}^{-1},
\]

\[
\mathbf{P}_{\mathbf{A}_1}^\Sigma = (\Sigma^T \mathbf{A} \Sigma)^{-1} \Sigma^T,
\]

which are the oblique quasi-Helmholtz projectors we propose in this work. From (50), (53), and (54) it follows that \(\alpha = (\mathbf{P}_{\mathbf{A}_1}^\Lambda + \mathbf{P}_{\mathbf{A}_1}^\Sigma) \alpha\) and this proves the complementarity property \(\mathbf{P}_{\mathbf{A}_1}^\Lambda + \mathbf{P}_{\mathbf{A}_1}^\Sigma = \mathbf{I}\). These new projectors are, in general, not symmetric and their transposes will be denoted by \(\mathbf{P}_{\mathbf{A}_1}^{\Lambda T}\) and \(\mathbf{P}_{\mathbf{A}_1}^{\Sigma T}\).
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When $A = I$, we obtain the standard Loop-Star decomposition and the associated projectors are the standard quasi-Helmholtz projectors [15]. The above formulas define in general oblique projectors for all formulations where a valid Loop-Star decomposition can be defined, be it 2D, 3D surface, or 3D volume. For specializing to the volume equation of interest in this work, however, we set $A = G_c^{-1}$ and we obtain the scaled projectors $P_G^A$ and $P_G^{A^T}$ defined as

$$P_G^A = G_c^{-1} \Sigma \left( \Sigma^T G_c^{-1} \Sigma \right)^+ \Sigma^T,$$

$$P_G^{A^T} = I - P_G^A = \Lambda \left( \Lambda^T G_c A \right)^{-1} \Lambda^T G_c ,$$

for which the associated cancellation become

$$P_G^{A^T} P_G^A = G_c P_G^A ; P_G^{A^T} G_c P_G^A = 0,$$

$$P_G^{A^T} P_G^{A^T} = 0 ; P_G^{A^T} G_c P_G^{A^T} = G_c P_G^A .$$

Moreover, when applying $P_G^A$ to the scalar potential matrices, we obtain the relations $P_G^A G_c^{-1} Z_{\phi,11} = 0, P_G^A G_c^{-1} Z_{\phi,1e} = 0$, and $Z_{\phi,11} P_G^A = 0$.

V. THE NEW REGULARIZED VOLUME INTEGRAL EQUATION

To find the correct parameters of a regularizer for the D-VIE based on the new oblique quasi-Helmholtz projectors just introduced, we will employ an approach often and successfully used with projectors at low-frequency: first a regularization is obtained by determining the parameters of a, impractical-to-implement but theoretically useful, normalized Loop-Star decomposition; then the same coefficients are used for linearly combining solenoidal and non-solenoidal projectors. In the present context, however, we not only have to regularize the low-frequency breakdown, but also the high-contrast breakdown. Thus, after finding the frequency-regularizing coefficients with a normalized Loop-Star analysis we will propose a formulation that also solves the high-contrast breakdown by using an ansatz whose effectiveness will then be proved in the following section.

Consider the following normalized and re-scaled Loop-Star decomposition of the D-VIE

$$\tilde{Z}_{L \Sigma} \alpha_{L \Sigma} = \begin{bmatrix} C_1^A & C_2^A \\ C_3^A & C_4^A \end{bmatrix} \begin{bmatrix} C_1^A & C_2^A \\ C_3^A & C_4^A \end{bmatrix}^T \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix},$$

in which the coefficients $C_1, C_2, C_3$ and $C_4$ have to be determined to make the Loop and Star parts of the preconditioned matrix ($\tilde{Z}_{L \Sigma}$) and its right hand side $\tilde{v}$ free from ill-conditioning and loss of accuracy. Since the numerical loss comes from the right hand side and not from the solution directly, we can set $C_3$ and $C_4$ to 1 and attempt to leverage the two remaining coefficients to regularize the rest of the equation. Therefore, we now need to determine $C_1$ and $C_2$ for $\tilde{Z}_{L \Sigma}$ to be well-conditioned and to avoid numerical loss. It will be now shown that, by choosing

$$C_1 \propto 1/(\omega e_0) ; C_2 \propto 1,$$

the matrix becomes well-conditioned and the right hand side is no longer subject to numerical loss of accuracy in the dominant terms of the solution for both plane wave and dipole excitations. In fact, the resulting Loop-Star matrix $\tilde{Z}_{L \Sigma}$ in this case has the following frequency scalings

$$\Re \left( \tilde{Z}_{L \Sigma} \right)_{\omega \rightarrow 0} = \begin{bmatrix} O(1) & O(\omega^2) \\ O(\omega^2) & O(1) \end{bmatrix},$$

$$\Im \left( \tilde{Z}_{L \Sigma} \right)_{\omega \rightarrow 0} = \begin{bmatrix} O(\omega) & O(\omega) \\ O(\omega) & O(\omega) \end{bmatrix},$$

from which it is evident that, while the diagonal blocks of (65) scale as $O(1)$, all the other blocks get to zero at low frequencies, thus it results that $\tilde{Z}_{L \Sigma}$ is well-conditioned. The preconditioned right hand side on the other hand scales as

$$\Re \left( \tilde{B}_{L \Sigma}^G \right)_{\omega \rightarrow 0} = \begin{bmatrix} O(1) & O(\omega) \\ O(\omega) & O(1) \end{bmatrix} ,$$

$$\Im \left( \tilde{B}_{L \Sigma}^G \right)_{\omega \rightarrow 0} = \begin{bmatrix} O(\omega) & O(\omega) \\ O(\omega) & O(\omega) \end{bmatrix} ,$$

for plane wave and dipole excitations, respectively. From Table 1b, it results that all the terms of the right hand side vectors for the plane wave and the dipole contributing to the dominants parts of the solutions are preserved at low frequencies. Therefore, the Loop-Star coefficients $C_1, C_2, C_3$, and $C_4$ would cure both matrix ill-conditioning and right hand side cancellations.

From this analysis we learn the following guidelines to produce an ansatz for the D-VIE regularizer: (i) the regularization should be a left preconditioner only, (ii) a frequency scaling proportional to $\omega^{-1}$ should be applied to the solenoidal part $P_G^A$, (iii) a clear source of high-contrast breakdown originates from the ($\epsilon$-dependent) Gram matrix. By noticing that the Gram matrix $G_c$ is asymptotically proportional to $\omega$, guidelines (i)-(iii) are satisfied if the solenoidal part is multiplied by $G_c^{-1}$. Otherwise stated, the regularizer we propose is defined as

$$L_{G_c} = \gamma_\Lambda P_G^A G_c^{-1} + \gamma_{\Sigma} P_G^{A^T} G_c^{-1} ,$$

in which the proportionality factors $\gamma_\Lambda = 1/\|P_G^A\|$ and $\gamma_{\Sigma} = 1/\|P_G^{A^T}\| Z_{\phi,1e} P_G^A \|Z_{\phi,1e}\|$ are chosen to ensure that both solenoidal and non-solenoidal parts contribute with unitary weight to the final operator. Note that since the solenoidal part is re-scaled by $G_c^{-1}$, the non-solenoidal part is re-scaled by the $\epsilon$-dependent Gram matrix $G_c^{-1}$ for the sake of consistency. The final formulation reads

$$L_{G_c} \gamma_\Lambda = L_{G_c} \gamma_\Lambda v .$$

Although (70) cures the low-frequency breakdown of the D-VIE by construction, it is only an ansatz regarding the cure of the HC breakdown. However, in the next section, we will prove also the effectiveness of the formulation for the HC breakdown.

VI. THEORETICAL FRAMEWORK AND CONDITIONING BOUNDS

As already delineated in the previous section, given that $\gamma_\Lambda P_G^A G_c^{-1} = O(1/\omega)$ and that $\gamma_{\Sigma} P_G^{A^T} G_c^{-1} = O(1)$, the low-frequency stability (in the limit $\omega \rightarrow 0$) follows from (64)-(66). Let’s now focus on the high-contrast regime studying the behavior of the new preconditioned operator $M = L_{G_c} Z$ in
(70) for high conductivity ratio. Using equations (61) and (62), the resulting pre-conditioned matrix $M$ can be decomposed as

$$M = L_G Z = \gamma_A P_A^T G_e \gamma - \gamma_S P_S G_e \gamma_G G_e T$$

(71)

$$+ \gamma_A P_A^T G_e - \gamma_Z A_e + \gamma_S P_S G_e - \gamma_Z A_e \gamma_Z A_e$$

$$+ \gamma_S P_S G_e - \gamma_Z A_e + \gamma_S P_S G_e - \gamma_Z A_e \gamma_Z A_e$$

To investigate the conditioning of $M$, we leverage the following auxiliary normalized Loop-Star decomposition matrices

$$Q_L = [Q_{AL}, Q_{EL}]$$

and $Q_R = [Q_{AR}, Q_{ER}]$ such that

$$[Q_{AL}, Q_{EL}] = [G, \Lambda, T G_e A, \Lambda]^{-\frac{1}{2}},$$

$$[Q_{AR}, Q_{ER}] = [G_R, \Lambda, T G_e \Lambda, \Lambda]^{-\frac{1}{2}}.$$ (72)

From these identities, we finally obtain

$$\text{cond}(M) \leq \text{cond}(Q_L) \text{cond}(Q_R).$$ (81)

In Appendix B we show that, in an object with $\sigma/\omega \epsilon > 1$, the condition number of $Q_L$ ($A \approx G_e^{-1}$) can be bounded as

$$\text{cond}(Q_L) \leq \left(1 + \sqrt{1 - ||P_S G_e||^{-2}} \right)^{\frac{1}{2}}.$$ (82)

Then, using the fact $||P_S G_e|| = O(1)$ when $r_x \rightarrow \infty$ for the geometry defined above (see Appendix D), we finally obtain that the condition number of $Q_L$ is bounded. Similarly, the condition number of $Q_R$ can be shown to be bounded.

Subsequently, we investigate the conditioning of $M_B$. To this end, $M_B$ is first split into two matrices

$$M_B = M_D + M_O = \left( \begin{array}{cc} M_{AA} & 0 \\ 0 & M_{SS} \end{array} \right) + \left( \begin{array}{cc} 0 & M_{AS} \\ M_{SA} & 0 \end{array} \right),$$

representing its diagonal blocks and its off-diagonal blocks, respectively. To avoid that the off-diagonal blocks of $M_O$ render $M_B$ singular, the following inequality should hold true

$$s_{\text{min}}(M_D) \leq \alpha s_{\text{min}}(M_O),$$ (84)

in which $s_{\text{min}}(M_D)$ is the minimum singular value of $M_D$ and the scalar $\alpha (0 < \alpha < 1)$ determines how strictly the inequality should be respected. Using the fact that $||M_D|| = s_{\text{min}}(M_{AA}), s_{\text{min}}(M_{SS})$, the inequality (84) becomes

$$s_{\text{min}}(M_D) \leq \alpha s_{\text{min}}(M_{AA}), s_{\text{min}}(M_{SS}).$$ (85)

To know under which condition (85) is satisfied, bounds for $\text{cond}(M), |\text{cond}(M)|$, $s_{\text{min}}(M_{AA})$, and $s_{\text{min}}(M_{SS})$ are investigated next. The following result, proven in Appendix F, is employed to determine a lower bound for the minimum singular value of a sum of matrices

$$s_{\text{min}}(A + B) \geq ||A||_{\text{cond}}(A) - 1 - \text{cond}(A) ||B||_{\text{cond}}(A),$$ (86)

where $A$ is an invertible matrix and $||B||_{\text{cond}}(A)$ is the condition number of $A$. Before employing this identity on the diagonal blocks of $M_D$, we introduce the following matrices

$$A_\Lambda = \gamma_A Q_{AL} T Q_{AR},$$ (87)

$$B_\Lambda = \gamma_A Q_{AL} T G_e - 1 Z A_e Q_{AR},$$ (88)

$$A_\Sigma = \gamma_A Q_{EL} T G_e - 1 Z a Q_{ER},$$ (89)

$$B_\Sigma = \gamma_A Q_{EL} T G_e - 1 Z a Q_{ER}.$$ (90)

which represent the terms in the diagonal blocks of $M_D$ (77) and (80). Then, using the fact that $A_\Lambda$ and $A_\Sigma$ are invertible $(G$ and $Z_\Lambda$ being non-singular) and restricting ourselves to the case in which

$$s_{\text{min}}(A_\Lambda) > ||A||_\Sigma > ||B||_\Sigma,$$ (91)

the minimum singular values of $M_{AA}$ and $M_{SS}$ can be bounded as

$$s_{\text{min}}(M_{AA}) \geq f(A_\Lambda) s_{\text{min}}(A_\Lambda) - ||B||_\Sigma s_{\text{min}}(A_\Sigma),$$ (92)

$$s_{\text{min}}(M_{SS}) \geq f(A_\Sigma) s_{\text{min}}(A_\Sigma) - ||B||_\Sigma s_{\text{min}}(A_\Lambda),$$ (93)

in which $f(A) = ||A||_\Sigma (\text{cond}(A) - 1)/(\text{cond}(A)^2)$. Next, it is shown in Appendix E that the minimum and maximum singular values of the scaled Gram matrix $G_e (s_{\text{min}}(G_e)$ and $||G_e||$, respectively) can be bounded as $s_{\text{min}}(G_e) = ||G_e||^{-1} \geq s_{\text{min}}(G) \omega/\sigma_{\text{max}}$ and $||G_e|| \leq ||G|| \omega/\sigma_{\text{min}}$. Using these bounds and the fact that $Z_\Lambda$ is only frequency-dependent when $\omega \rightarrow 1$ (high-contrast regime), we can extract the conductivity and frequency dependence from $B_\Lambda$ and $B_\Sigma$ in (92) and (93). The norm of the matrix $B_\Lambda$ can be bounded as

$$||B_\Lambda|| \leq \gamma_A ||Q_{AL} T G_e - 1 Z a Q_{AR}||$$

(94)

$$\leq \gamma_A \kappa_0^2 \sigma_{\text{max}} ||G_e|| ||Z_\Lambda^1 Q_{AR}||,$$

where $Z_\Lambda = k_0^2 Z_\Lambda^1$. Then, $||B_\Sigma||$ can be bounded from above as

$$||B_\Sigma|| \leq \gamma_S \left( ||Q_{EL} T G_e - 1 Z a Q_{ER}|| + ||Q_{EL} T G_e - 1 Z a Q_{ER}|| \right)$$

$$\leq \gamma_S \left( ||Q_{EL} T G_e - 1 ||G_e|| \omega/\sigma_{\text{min}} + k_0^2 ||Q_{EL} T G_e - 1 Z_\Lambda^1 Q_{ER}|| \right).$$ (95)

Leveraging (94), (95), (92), and (93), and the fact that the inequalities $||U|| \leq c (c \in \mathbb{R}_+), s \geq (a - ||U||)/(a + ||U||) (a \in \mathbb{R}_+)$, and $||U|| < a$ imply $s \geq (a - c)/(a + c)$, the following lower bounds for the minimum singular values of $M_{AA}$ and $M_{SS}$.
which are a function of \( r_\sigma \) and \( \omega \), are obtained
\[
s_{\text{min}}(M_{\Lambda\Lambda}) \geq f(A_\Lambda) \frac{s_{\text{min}}(A_\Lambda) - r_\sigma \omega T_\Lambda}{s_{\text{min}}(A_\Lambda) + r_\sigma \omega T_\Lambda}, \tag{96}
\]
\[
s_{\text{min}}(M_{\Sigma\Sigma}) \geq f(A_\Sigma) \frac{s_{\text{min}}(A_\Sigma) - \omega^2 T_\Sigma \Lambda - \omega^2 T_\Sigma \Phi}{s_{\text{min}}(A_\Sigma) + \omega^2 T_\Sigma \Lambda + \omega^2 T_\Sigma \Phi}, \tag{97}
\]
in which
\[
\tau_A = \gamma_A \sigma_{\text{min}}/c_0^2 \|G^{-1}\|_2 \|Z^1_A Q_{\Lambda R}\|_1, \tag{98}
\]
\[
\tau_{\Sigma A} = \gamma_\Sigma/c_0^2 \|Q_{\Sigma L}^T G^{-1} Z^1_\Sigma Q_{\Phi R}\|_1, \tag{99}
\]
\[
\tau_{\Sigma \Lambda} = \gamma_\Sigma/c_0^2 \|Q_{\Sigma L}^T G^{-1} Z^1_\Sigma Q_{\Phi R}\|_1, \tag{100}
\]
are parameters that do not depend of \( \omega \) and \( r_\sigma \) (\( \kappa \approx 1 \) in this regime). Provided that (91) holds, we thus obtain lower bounds for the minimum singular values of \( M_{\Lambda\Lambda} \) and \( M_{\Sigma\Sigma} \) ((96) and (97)) which translates into the non-singularity of \( M_D \) in (83). In that case, identity (86) can be applied to (83) to find a lower bound for the minimum singular value of \( M_B \).

Before applying (86), we also need to enforce that the norms of \( M_{\Lambda\Sigma} \) and \( M_{\Sigma \Lambda} \) and the minimum singular values of \( M_{\Lambda\Lambda} \) and \( M_{\Sigma\Sigma} \) respect inequality (85). Using a similar approach as before, the off-diagonal blocks \( M_{\Lambda\Sigma} \) and \( M_{\Sigma \Lambda} \) can be bounded as
\[
\|M_{\Lambda\Sigma}\| \leq r_\sigma \omega T_{\Sigma \Lambda \Phi}, \tag{101}
\]
\[
\|M_{\Sigma \Lambda}\| \leq \omega T_{\Sigma \Lambda \Phi} + \omega^2 T_{\Sigma \Lambda \Phi}, \tag{102}
\]
\[
\tau_{\Sigma \Lambda \Phi} = \gamma_A \sigma_{\text{min}}/c_0^2 \|G^{-1}\|_2 \|Z^1_\Lambda Q_{\Phi R}\|_1, \tag{103}
\]
\[
\tau_{\Sigma \Lambda \Phi} = \gamma_\Sigma/c_0^2 \|Q_{\Sigma L}^T G^{-1} Z^1_\Sigma Q_{\Phi R}\|_1, \tag{104}
\]
\[
\tau_{\Sigma \Lambda \Phi} = \gamma_\Sigma/c_0^2 \|Q_{\Sigma L}^T G^{-1} Z^1_\Sigma Q_{\Phi R}\|_1, \tag{105}
\]
such that
\[
\|Z_{\Phi,1e}\| \leq \omega/\sigma_{\text{min}} \|Z^1_{\Phi,1e}\|, \tag{106}
\]
in which \( Z^1_{\Phi,1e} \) is a permittivity-independent matrix that follows the relation
\[
Z_{\Phi,1e} = Z^1_{\Phi,1e} \tau_{\Phi \delta} \text{ with } \tau_{\Phi \delta} \text{ being a diagonal matrix filled as } [\tau_{\Phi \delta}]_{nn} = c_0^{-1} \delta_{nn}. \tag{107}
\]
This last inequality can be obtained by observing that \( \|\tau_{\Phi \delta}\| \leq \omega/\sigma_{\text{min}} \).

Finally, we can enforce the conditions (85) and (91) using the bounds derived in (94), (95), (96), (97), (101), and (102). These conditions being enforced, the resulting condition number of \( M_B \) can be bounded from above as
\[
\text{cond}(M_B) \leq \frac{\max\{s_{\text{min}}(M_{\Lambda\Lambda}), s_{\text{min}}(M_{\Sigma\Sigma})\}}{s_{\text{min}}(M_{\Lambda\Lambda}), s_{\text{min}}(M_{\Sigma\Sigma})} 1 + \alpha, \tag{108}
\]
in which the decomposition (83), the second part of Appendix B, and the condition (85) were employed. An upper bound for the condition number of \( M \) can then be obtained from (106) using (81).

The variables in these bounds are the frequency and the maximum conductivity ratio \( r_\sigma \), which are dictated by the electromagnetic problem to solve, and the parameter \( \alpha \) that should be chosen depending on the range of validity requirement. The values of \( \omega \), \( r_\sigma \), and \( \alpha \) for which the bounds above-mentioned are respected define the range in which the formulation is well behaving. Note that the parameter \( \alpha \) allows tuning simultaneously the bound for the condition number of \( M \) and the range of values of \( \omega \) and \( r_\sigma \) for which the conditions are met, e.g., a low value of \( \alpha \) results in a smaller upper bound for the condition number in (106) but it also makes the condition (85) harder to respect.

The bounds previously derived establish that, in the static limit, the conditions (85) and (91) are met regardless of the maximum conductivity ratio \( r_\sigma \) and of the parameter \( \alpha \) \((0 < \alpha < 1)\) and the upper bound for the condition number of \( M_B \) given in (106) also becomes independent of \( r_\sigma \) and \( \alpha \). Moreover, the condition number of \( M_B \) is bounded when \( r_\sigma \to \infty \), it results from (81) that in the static limit the condition number of \( M \) is bounded as the maximum conductivity ratio increases. Away from that limit, \( M \) will still be properly conditioned as long as the bounds above-mentioned are enforced. To show the proper behavior of this formulation beyond the static limit, some values of \( r_\sigma \) and the frequency for which the bounds are respected are given in the numerical results section. Finally, the reader should note that at high-frequency, when low-frequency regularization is not required, the standard D-VIE can be used without changing the implementation by simply setting the coefficients and matrices multiplying the projectors in (69) to 1 and \( I \), respectively.

VII. IMPLEMENTATION RELATED DETAILS

This section presents the details related to the implementation of the proposed preconditioner. Starting from an existing D-VIE, the quasi-Helmholtz projectors must be computed efficiently not to deteriorate the overall complexity of the solver. The main difficulty to build the projectors resides in the inversion of the stiffness matrix \( \Sigma^T G_e^{-1} \Sigma \), which has a condition number that grows when the discretization of the geometry is refined. To remedy this issue, this operation can be done leveraging the algebraic multigrid (AMG) method as preconditioner [45] together with an iterative solver. Besides, since the Gram matrix \( G_e \) is sparse and symmetric, its direct inverse can be obtained in an efficient manner using a multifrontal solver [46].

In addition to this, however, we have found also a very effective strategy that does not require the inversion of \( G_e \), resulting in less computational and implementation efforts. In fact, we observed numerically that using the real part or the imaginary part of the diagonal of the Gram matrix in the stiffness matrix also makes the formulation stable. The set of projectors in this case is defined as follows
\[
P_D^\Sigma = D^{-1} \Sigma (\Sigma^T D^{-1} \Sigma)^T, \tag{109}
\]
\[
P^\Lambda = I - P_D^\Sigma - \Lambda (\Lambda^T D \Lambda)^{-1} \Lambda^T D, \tag{110}
\]
where \( D \in \mathbb{C}^{N_F \times N_F} \) is a diagonal matrix constructed as
\[
D = \begin{cases} \Re(D_G) & \text{if } \|\Re(D_G^{-1})\| < \|\Im(D_G^{-1})\| \\ j\Im(D_G) & \text{if } \|\Re(D_G^{-1})\| > \|\Im(D_G^{-1})\| \end{cases}, \tag{111}
\]
with \( D_G \) being a diagonal matrix filled with the diagonal of \( G_e \). Similarly as in (70), the preconditioned D-VIE with \( P_D^\Sigma \) and \( P^\Lambda \) reads
\[
L_D Z \chi = L_D \nu, \tag{112}
\]
with
\[
L_D = \frac{P_D^\Sigma D^{-1} G_e P^\Lambda P_D^\Sigma D^{-1}}{\|P_D^\Sigma D^{-1} G_e P^\Lambda P_D^\Sigma D^{-1}\|_2}, \tag{113}
\]
and \( D_0 \) is a diagonal matrix filled with the diagonal of \( G_e \).

This new preconditioner gives rise to a slightly higher condition number than with the preconditioner obtained from \( G_e \) and the theoretical analysis presented in Section VI does not apply to it, however it has been numerically verified that this preconditioner also makes the D-VIE stable in a broad frequency range and for high permittivity objects, as illustrated in next section. Moreover the stiffness matrix \( \Sigma^T D^{-1} \Sigma \), which
is also a weighted graph Laplacian matrix, can be inverted efficiently for dense volumic structures using an aggregation-based AMG method from [47], [48] together with a conjugate gradient (CG) algorithm.

VIII. NUMERICAL RESULTS

To further corroborate the theoretical developments, the new formulation has been tested in several scenarios. Both regularization with projectors scaled with the full Gram matrix (equation (70), referred in the following as “Regularized D-VIE $G_r$”) and with projectors scaled with the diagonal matrix $D$ (equation (110), referred in the following as “Regularized D-VIE $D_r$”) will be considered. These two regularized formulations will be of course compared to the standard D-VIE but also, for the sake of completeness, to a Loop-Star D-VIE which can be obtained by selecting $A = I$ in (13) and rescaling the solenoidal and non-solenoidal parts of $B^{3}_{S,E}$ by the coefficients introduced in (64), respectively. Note that this Loop-Star decomposition is the direct extension of the decomposition employed for surface formulations [15].

In the first test, the geometry used is composed of 3 homogeneous concentric spheres (i.e. three layer head model) with radii 87 mm, 92 mm, and 100 mm and respective normalized conductivities $\sigma_1 = 1$, $\sigma_2 = 1/15$, and $\sigma_3 = 1$, which represent the conductivities of brain, skull, and scalp in the quasi-static regime [49]. First, we verify the conditioning of the system matrices of the two regularized D-VIE, the Loop-Star D-VIE, and the standard D-VIE as a function of the frequency (Fig. 3a). The condition number of the standard D-VIE grows as the frequency decreases while the condition number of the two regularized D-VIE and the Loop-Star D-VIE remains constant until very low frequencies, which confirms the curative effects of our preconditioners. It should also be noted that, although both are constant, the condition number of the formulations we propose here is much lower than the condition number of the Loop-Star scheme, as expected.

Subsequently, a second numerical example tests the range of validity of the bounds for the “regularized D-VIE $G_r$” as a function of the maximum conductivity ratio $r_\sigma$ and the frequency (Fig. 2a). The geometry used in this example is the three layer spherical model above-mentioned with $\sigma_2 = 1/50$ and $\sigma_1 = \sigma_3 = r_\sigma\sigma_2$. Note that this scenario represents the high brain-to-skel contrast problem, which is a well-known limitation for both static and full-wave bioelectromagnetic solvers [50], [51]. The range shown in Fig. 2a (colored region) corresponds to the frequency and $r_\sigma$ for which the bounds provided in Section VI are respected. Note that the parameter $\alpha$ used in condition (85) is set to 0.3. The operating frequency and maximum conductivity ratio in EEG source localization and three other applications of interest, deep brain stimulation (DBS) [10], transcranial magnetic stimulation (TMS) [52], and kilohertz electrical stimulation (KES) [53] are indicated on top of the map. Fig. 2a also shows the upper bound for the condition number of $M$ as a function of the frequency and $r_\sigma$ whose expression is given in (106). In the range of validity of the formulation, the condition number is bounded by 140, which is reasonably low. Moreover, Fig. 2b shows the condition number of the “regularized D-VIE $G_r$” obtained numerically for the values of frequency and $r_\sigma$ that are in the ranges shown with the violet and orange dashed lines in Fig. 2a, respectively. The theoretical upper bound for the condition number of $M$ as a function of these values is also shown in Fig. 2b. As expected, the condition number remains below the upper bound derived in Section VI. In Fig. 2b one can notice that the condition number remains low even when the theoretical bound does not apply.

Another numerical example illustrating the proper behavior of the regularized D-VIE formulations is provided next. In this case, the complex permittivities in the 3 layers correspond to the permittivities in the brain, the skull cortical bone, and the skin [54], which are a function of the frequency. Fig. 3c shows that while the Loop-Star D-VIE and the standard D-VIE are poorly conditioned due to the low-frequency breakdown and/or the high internal contrast problem, the “regularized D-VIE $G_r$” and the “regularized D-VIE $D_r$” remain stable. Note that the realistic permittivities employed here do not always have their imaginary part that is dominant as it was assumed in the theoretical treatment (Section VI), nevertheless, the proposed formulations result stable in this realistic scenario too.

The dense discretization conditioning of the two new D-VIE is verified by increasing the discretization of a homogeneous sphere of radius 1 m, relative permittivity 15, and normalized conductivity 1 (Fig. 3b). Both the traditional and the regularized D-VIE do not experience a dense mesh instability, which shows that our preconditioners do not introduce a new breakdown, unlike the D-VIE preconditioned with a standard Loop-Star decomposition, which has its condition number that grows unbounded when the discretization of the geometry is refined.

To complement our stability experiments we verify the correctness of the new formulation against references in the quasi-static regime and at higher frequencies. First, we establish the correctness of the formulation in an electroencephalography (EEG) setting by comparing the potential radiated by an electric point dipole on the surface of a conductive object since they are considered good models for focal brain activity [55]. The electric point dipole source has a moment of $[0\ 0\ 1]$ and an eccentricity of 43% in a 3-layer sphere with the aforementioned conductivities. The frequency used in the simulation is $10^{-4}$Hz, although neurons operate at a frequency between 0.1 Hz and 100 Hz. The reason behind this choice is to show that the formulation does not suffer from a loss of significant digits at very low frequencies unlike standard full-wave solvers. As shown in Fig. 4, the relative error between the potential obtained on the surface of the mesh with the regularized D-VIE $D$ and the reference potential decreases when increasing the number of unknowns. This confirms the applicability of the new D-VIE in a typical biomedical setting.

While the new formulations have been verified to be stable and correct at low frequencies, it is also important to evaluate the computational overhead of the new formulations with respect to the standard D-VIE. Table II summarizes the setup time, the time required for one iteration, the total number of iterations, and the total time required to reach a tolerance on the solution of $10^{-4}$ for the simulation of a 3-layer sphere.
Fig. 2: (a) Region map showing the range (colored region) of frequency and maximum conductivity ratio \( r_\sigma \) for which this new formulation is proven to be stable. The colorbar represents the theoretical upper bound for the condition number. The ranges of operation of several bioelectromagnetic applications are shown on the map. (b) Condition number (CN) of the preconditioned matrix \( \mathbf{M} \) numerically obtained and upper bound for the condition number of \( \mathbf{M} \) theoretically obtained as a function of the frequency and the maximum conductivity ratio.
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Fig. 3: Conditioning of the the standard D-VIE, the Loop-Star D-VIE, and the two proposed D-VIE computed on a 3-layer conductive sphere (a) in the low frequency regime. (b) in the dense discretization regime. (c) as a function of the frequency using frequency-dependent complex permittivities corresponding to the permittivities of the brain, the skull cortical bone, and the skin in the 3 layers of the spherical model.

![Graph showing frequency vs. condition number](image)

TABLE II: Comparison of the setup time and the rate of convergence between the new formulations and the standard D-VIE.

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Setup Time</th>
<th>Time per Iteration</th>
<th># of Iterations</th>
<th>Total Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard D-VIE</td>
<td>1594 s</td>
<td>36 ms</td>
<td>4447</td>
<td>1754 s</td>
</tr>
<tr>
<td>Regularized D-VIE G(_{\epsilon})</td>
<td>1603 s</td>
<td>1.38 s</td>
<td>11</td>
<td>1618 s</td>
</tr>
<tr>
<td>Regularized D-VIE D</td>
<td>1596 s</td>
<td>151 ms</td>
<td>23</td>
<td>1600 s</td>
</tr>
</tbody>
</table>

with maximum conductivity ratio \( r_\sigma = 50 \), discretized with 1120 tetrahedra, and excited by an electric dipole radiating at 10 kHz. It can be observed that the considerably higher rates of convergence of the new formulations offset the computational overhead caused by the preconditioners.

At higher frequencies, we use the previous 3-layer sphere with the relative permittivities \( \epsilon_{r,1} = 70 \), \( \epsilon_{r,2} = 15 \), and \( \epsilon_{r,3} = 65 \) and conductivities \( \sigma_1 = 0.55 \), \( \sigma_2 = 0.75 \), and \( \sigma_3 = 1.42 \). These values match the relative permittivities and conductivities of the brain, skull, and skin at \( f = 100 \text{ MHz} \) [14]. The excitation is a plane wave and the reference solution is obtained analytically from the Mie series. This numerical test results in a relative error with respect to the reference below 0.1 %, which shows that the regularization does not deteriorate the solution accuracy at higher frequencies.
Fig. 4: Relative error of the potential obtained on the surface of the mesh with respect to the reference potential as a function of the number of unknowns (number of SWG functions).

Now that the correctness and stability of the proposed formulation have been verified in canonical settings, we verify its applicability to challenging, realistic bio-electromagnetic compatible scenarios. To assess the low- and high-frequency versatility of the new formulation we study its applicability to the bio-electromagnetic modeling of the human head. The head geometry used for these simulations (see Fig. 5a), which has an inhomogeneous complex permittivity profile, has been obtained from the segmentation of an MRI image of 166 × 209 × 223 voxels in Brain2Mesh [56], subsequently discretized into 353,441 tetrahedra. The frequency-dependent complex permittivities of the 5 different biological tissues (gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), skull cortical bone, and scalp) have been extracted from [54].

At low frequencies, the formulation is applied to the problem of brain source localization which aims at retrieving the neural activity from the potential recordings on the scalp measured by EEG. This inverse problem has numerous applications ranging from epilepsy diagnostic [57] to brain computer interface [58]. Solving the inverse problem – the mapping from EEG scalp measurement to the current distribution inside the head – requires solving the forward problem multiple times, which is the mapping from individual current sources to scalp potentials. In the distributed approach, the individual current sources are placed on a grid covering the parts of interest in the brain. In Fig. 5c, we show the potential “radiated” on the scalp by a single intracranial current source oscillating at \( f = 100 \text{ Hz} \). The scalp potential, measured at 65 electrodes, is compared to a reference solution obtained from a FEM solver. The relative error obtained at each electrode remains below 2\% (Fig. 5c), which confirms the use of the regularized D-VIE to solve the forward problem in EEG source reconstruction.

At higher frequencies, the new formulation can be applied in the field of radiation dosimetry in the brain. It consists in the quantification of the specific absorption rate (SAR) radiated by a given source in human tissues [59]. In this scenario, we use the same head geometry as for the EEG source localization. The head is illuminated by an electric dipole placed at 30 cm from its right side, with dipole moment of \( 0 \ 0 \ 1 \) m A·s, and oscillating at \( f = 100 \text{ MHz} \). The brain is divided into voxels of side length 2 cm. The SAR is computed in each voxel \( n \) as \( \sigma_n |E_n|^2/2\rho_n \), where \( |E_n| \) is the norm of the electric field averaged over the voxel \( n \) and \( \rho_n \), its mass density in kg m\(^{-3}\).

The SAR obtained with the proposed D-VIE is consistent with the reference solution, which is obtained with a FEM solver (Fig. 5b).

IX. CONCLUSION

We introduced a novel volume integral equation for modeling dielectric and conductive materials with high-contrast in a broad frequency range. The new D-VIE scheme leverages scaled volume quasi-Helmholtz projectors to cure both its high-contrast and low-frequency ill-conditioning without deteriorating its dense discretization behavior. The scaling of the oblique quasi-Helmholtz projectors allows us to re-scale the equation when applied to inhomogeneous objects with high complex permittivities. Numerical examples illustrate the stability and accuracy of this new method. The preconditioned D-VIE shows good accuracy in the biomedical applications presented in this paper, both in the quasi-static regime and at higher frequencies.
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APPENDIX A

VALIDITY OF THE SCALED LOOP-STAR DECOMPOSITION

In this appendix, it is shown that any SWG coefficient vector \( \alpha \) can be decomposed with the scaled Loop-Star decomposition

\[
\alpha = \mathbf{A} \mathbf{\bar{S}} \mathbf{s} + \mathbf{\Lambda} \mathbf{\bar{I}} \tag{112}
\]

where \( \mathbf{A} \in \mathbb{C}^{N_F \times N_F} \) is an invertible complex symmetric matrix with one of the (potentially many different) square root matrices denoted by \( \mathbf{A}^{\frac{1}{2}} \) and \( \mathbf{I} \) and \( \mathbf{s} \) are the coefficient vectors of the solenoidal and non-solenoidal basis functions in this new decomposition. Without loss of generality, we show in the following that \( \alpha \) can be (uniquely) decomposed as follows

\[
\alpha = \mathbf{A} \mathbf{\bar{S}} \mathbf{s} + \mathbf{\Lambda} \mathbf{\bar{I}} \tag{113}
\]

in which we recall that \( \mathbf{\bar{S}} \) is obtained by removing one column (i.e. one star function) from \( \mathbf{S} \) and we introduce \( \mathbf{s} \), the coefficient vector of the Star part in this decomposition.

To prove (113), we first show that \( \mathbf{A}^{-\frac{1}{2}} \alpha \) can be orthogonally decomposed as

\[
\mathbf{A}^{-\frac{1}{2}} \alpha = \mathbf{A}^{-\frac{1}{2}} \mathbf{\Lambda} \mathbf{\bar{I}} + \mathbf{A}^{-\frac{1}{2}} \mathbf{\bar{S}} \mathbf{s}, \tag{114}
\]

the existence (and unicity) of which is equivalent to the existence (and unicity) of (113) since \( \mathbf{A}^{\frac{1}{2}} \) is invertible. Since \( \left( \mathbf{A}^{-\frac{1}{2}} \mathbf{L} \mathbf{A}^{-\frac{1}{2}} \right)^{T} = \mathbf{A}^{-\frac{1}{2}} \mathbf{L} \mathbf{A}^{-\frac{1}{2}} = \mathbf{0} \), the decomposition is an orthogonal one and these two scaled transformation matrices have linearly independent column vectors. Then we need to show that the rank of the sum of \( \mathbf{A}^{-\frac{1}{2}} \mathbf{\Lambda} \) and \( \mathbf{A}^{-\frac{1}{2}} \mathbf{\bar{S}} \) is equal to the number of SWG basis functions \( N_F \). Since \( \text{rank}(\mathbf{A}^{-\frac{1}{2}} \mathbf{\Lambda}) = \text{rank}(\mathbf{\Lambda}) \) (\( \mathbf{A}^{-\frac{1}{2}} \) is invertible), \( \text{rank}(\mathbf{A}^{-\frac{1}{2}} \mathbf{\bar{S}}) = \text{rank}(\mathbf{\bar{S}}) \), \( \text{rank}(\left[ \mathbf{\bar{S}} \ \mathbf{\Lambda} \right]) = N_F \), and \( \mathbf{A}^{-\frac{1}{2}} \mathbf{\Lambda} \) and \( \mathbf{A}^{-\frac{1}{2}} \mathbf{\bar{S}} \) have their column vectors linearly independent, we have

\[
\text{rank} \left( \mathbf{A}^{-\frac{1}{2}} \mathbf{\bar{S}} \ \mathbf{A}^{-\frac{1}{2}} \mathbf{\Lambda} \right) = \text{rank}(\mathbf{A}^{-\frac{1}{2}} \mathbf{\bar{S}}) + \text{rank}(\mathbf{A}^{-\frac{1}{2}} \mathbf{\Lambda}) = \text{rank}(\mathbf{\bar{S}}) + \text{rank}(\mathbf{\Lambda}) = N_F, \tag{115}
\]
Then, using the fact that \( \hat{\Sigma}^T \hat{\Sigma} = I \) and \( \bar{\Sigma}^T \bar{\Sigma} = I \) yields the inequalities 
\[
\| P^N P^R \| = \| \Lambda^T \Sigma \Sigma^T \| \leq \| \hat{\Lambda} \hat{\Sigma} \| \text{ and } \\
\| \Lambda^T \Sigma \| = \| \Lambda^T \Lambda \Sigma \Sigma^T \Sigma \| = \| \Lambda^T \Sigma \Sigma^T \Sigma \| \leq \| P^N P^R \| ,
\]
which show that \( \| P^N P^R \| = \| \hat{\Lambda} \hat{\Sigma} \| . \) From (119), it follows
\[
\cos \theta = \| \hat{\Lambda} \hat{\Sigma} \|. 
\]
(120)
Then, recalling the fact that \( R \) and \( N \) are complementary subspaces in \( \mathbb{C}^{N_p} \) (see Appendix A), we have \( \cos \theta < 1 \) [60], [61]. Finally, leveraging (120), it results that \( B_{\Lambda \Sigma}^{-1} \) is non-singular.

Next, we derive an upper bound for the condition numbers of \( M_{LS} \) and \( B_{\Lambda \Sigma}^{-1} \). The sine of \( \theta \) can be defined as \( \sin(\theta) = \| P_{A^{-1}} \|^{-1} \) [60], [61]. Using this identity, we get \( \| \Omega \| = \cos \arcsin (1/\| P_{A^{-1}} \|) = \sqrt{1 - \| P_{A^{-1}} \|^{-2}} \). Noticing that \( M_{LS} \) is a sum of an identity matrix and a matrix with off-diagonal blocks in which we recall that \( \| \Omega \| < 1 \), we obtain
\[
\text{cond} (M_{LS}) \leq \left( \frac{1 + \| \Omega \|}{1 - \| \Omega \|} \right)^{1/2} = \frac{1 + \sqrt{1 - \| P_{A^{-1}} \|^{-2}}}{1 - \sqrt{1 - \| P_{A^{-1}} \|^{-2}}} , 
\]
(121)
which results in the following bound for \( B_{\Lambda \Sigma}^{-1} \)
\[
\text{cond} (B_{\Lambda \Sigma}^{-1}) = \sqrt{\text{cond} (M_{LS})} \leq \left( \frac{1 + \sqrt{1 - \| P_{A^{-1}} \|^{-2}}}{1 - \sqrt{1 - \| P_{A^{-1}} \|^{-2}}} \right)^{1/2} . 
\]
(122)

Note that \( A \) could also be a non-singular imaginary symmetric matrix. The procedure to derive (122) would remain the same except that the imaginary unit should be extracted from \( A \) in the derivations. In Section VI, the Loop-Star decomposition matrix \( B_{\Lambda \Sigma} = Q_L \) is employed (\( A = G_e^{-1} \)). Using the fact that the imaginary part \( \sigma / (\omega 
\epsilon_c) \) is dominant in the regime investigated, we can assume that \( G_e \approx j \Im (G_e) \) and hence the upper bound for the condition number given in (122) can be applied to \( Q_L \).
APPENDIX C

LOOPS FUNCTIONS ON THE BOUNDARY OF THE OBJECT

We show in this appendix that $Z_{\phi,11}A = 0$. To this aim, we first decompose $Z_{\phi,11}$ as $Z_{\phi,11} = Z_{\phi,11}^{\text{full}} + Z_{\phi,11}^{\text{bf}}$ where
\[
\left[Z_{\phi,11}^{\text{full}}\right]_{mn} = 
\begin{cases} 
\varepsilon_0 \int_{\Omega} \nabla \cdot f_m(r) \int_{\Omega} G_0(r,r') \kappa(r') \nabla \cdot f_n(r') \, dv' 
\end{cases} 
\]
and $Z_{\phi,11}^{\text{bf}} = 0$ if $f_n$ is a full SWG basis function; instead
\[
\left[Z_{\phi,11}^{\text{bf}}\right]_{mn} = \begin{cases} 
\varepsilon_0 \int_{\Omega} \nabla \cdot f_m(r) \int_{\Omega} G_0(r,r') \kappa(r') \nabla \cdot f_n(r') \, dv' 
\end{cases} 
\]
and $Z_{\phi,11}^{\text{bf}} = 0$ if $f_n$ is a half SWG basis function.

The property $Z_{\phi,11}^{\text{full}} A = 0$ can be verified trivially. However, we need a further analysis to show that $Z_{\phi,11}^{\text{bf}} A = 0$. Instead of directly proving that $Z_{\phi,11}^{\text{bf}} A = 0$, we will show that $Z_{\phi,11}^{\text{bf}} P_{A-1}^{\Lambda} = 0$, which implies that $Z_{\phi,11}^{\text{bf}} A = 0$ ($\Lambda$ being a full-column-rank matrix and $(\Lambda^T G_c A)^{-1} \Lambda^T G_c \neq 0$).

Recalling that the basis functions in $Z_{\phi,11}^{\text{bf}}$ can be reordered such that $Z_{\phi,11}^{\text{bf}} = [0 \ H]$ in which $H \in \mathbb{C}^{N_{\text{bf}} \times N_{\text{bf}}}$ contains all the matrix entries defined in (124) (i.e., columns of $Z_{\phi,11}^{\text{bf}}$ that are not zero) and that $\Sigma^T$ can be rearranged as $[0 \ 1]$ following its definition in (12), we can expand $Z_{\phi,11}^{\text{bf}} P_{A-1}^{\Lambda}$ as
\[
Z_{\phi,11}^{\text{bf}} P_{A-1}^{\Lambda} = \begin{bmatrix} [0 \ H] \end{bmatrix} \begin{bmatrix} [1 \ 0] \\ [0 \ 1] \\ -H \Sigma^T \end{bmatrix} P_{A-1}^{\Lambda} = \begin{bmatrix} [0 \ H] \end{bmatrix} \begin{bmatrix} [1 \ 0] \\ [0 \ 1] \\ -H \Sigma^T \end{bmatrix} P_{A-1}^{\Lambda} \quad (125)
\]

Therefore, $\Sigma^T P_{A-1}^{\Lambda} = 0$ leads to $Z_{\phi,11}^{\text{bf}} P_{A-1}^{\Lambda} = 0$. Given that the expansion of $\Sigma^T P_{A-1}^{\Lambda}$ results in $\Sigma^T P_{A-1}^{\Lambda} = \Sigma^T (I - P_{\Sigma^T})$,
\[
\Sigma^T = \Sigma^T - \Sigma^T \Sigma \Sigma^T = 0,
\]
and that the property $\Sigma^T P_{A-1}^{\Lambda} = [\Sigma_t \Sigma_s]^{T} P_{A-1}^{\Lambda} = 0$ implies that $\Sigma_s P_{A-1}^{\Lambda} = 0$ since $\Sigma_s^T$ is of the form $[0 \ 1]$, we obtain that $\Sigma^T P_{A-1}^{\Lambda} = 0$. Finally, leveraging (125), it results that $Z_{\phi,11}^{\text{bf}} P_{A-1}^{\Lambda} = 0$, which in turn gives $Z_{\phi,11}^{\text{bf}} A = 0$.

APPENDIX D

NORMS OF $P_{G_c}^A$ AND $P_{G_c}^E$ WHEN THE CONDUCTIVITY CONTRAST GOES TO INFINITY

In this appendix, we prove that the norms of the scaled projectors $P_{G_c}^A$ and $P_{G_c}^E$ introduced in (60) and (59) scale as $O(1)$ when $r_\sigma \to \infty$. To this aim, we leverage the block structure of $G_c$, which is provided in (44), to derive the high-contrast behavior of $P_{G_c}^A = \Lambda (\Lambda^T G_c A)^{-1} \Lambda^T G_c$.

First, we decompose $\Lambda$ into six blocks
\[
\Lambda = \begin{bmatrix} \Lambda_M & \Lambda_{IM} & 0 \\ \Lambda_{IR} & \Lambda_R & \Lambda_R \end{bmatrix}, \quad (127)
\]

\[
\Lambda_M = \Lambda[a_{11}, \ldots, a_{N_{FM}}; b_1, \ldots, b_{N_{LM}}], \quad (128)
\]

\[
\Lambda_R = \Lambda[a_{N_{FM}+1}, \ldots, a_{N_{FM}+N_{NL,LR}}; b_{N_{LM}+1}, \ldots, b_{N_{LM}}], \quad (129)
\]

\[
\Lambda_{IM} = \Lambda[a_{N_{FM}+1}, \ldots, a_{N_{FM}+N_{NL,LR}}; b_{N_{LM}+1}, \ldots, b_{N_{LM}}], \quad (130)
\]

\[
\Lambda_{IR} = \Lambda[a_{11}, \ldots, a_{N_{FM}}; b_{1}, \ldots, b_{N_{LM}}], \quad (131)
\]

with $\{b_1, \ldots, b_{N_{LM}}\}$, $\{b_{N_{LM}+1}, \ldots, b_{N_{LM}}\}$, and $\{b_{N_{LM}+1}, \ldots, b_{N_{LM}+N_{NL,LR}}\}$ being the indices of the columns of $\Lambda$ corresponding to the $N_{LM}$, $N_{NL,LR}$ and $N_L - N_{LM} - N_{NL,LR}$ Loop functions made of SWG functions having their support defined in $\Omega_M$, in $\Omega_\Omega_M$, and in both $\Omega_\Omega_M$ and $\Omega_M$, respectively.

From the structure of $\Lambda$ in (127) and the structure of $G_c$ in (44), we can decompose the product $\Lambda^T G_c$ as a 3-by-2 block matrix
\[
\Lambda^T G_c = \begin{bmatrix} \Lambda_M^T G_{TM} + \Lambda_{IM}^T G_{BM} + \Lambda_{IR}^T G_{RM} + \Lambda_{IR}^T G_{GR} \\ \Lambda_{IR}^T G_{BM} + \Lambda_R^T G_{RM} + \Lambda_R^T G_{GR} \end{bmatrix}. \quad (132)
\]

Then, from the knowledge of the high conductivity ratio behavior of the imaginary part of $G_c$ in (49), we obtain that
\[
\Lambda^T G_c = \begin{bmatrix} O(1/r_\sigma) & O(1/r_\sigma) \\ O(1/r_\sigma) & O(1/r_\sigma) \end{bmatrix}, \quad (133)
\]

and similarly, we obtain the following behavior for $\Lambda^T G_c A$ when $r_\sigma \to \infty$
\[
\Lambda^T G_c A = \begin{bmatrix} O(1/r_\sigma) & O(1/r_\sigma) & O(1) \\ O(1/r_\sigma) & O(1/r_\sigma) & O(1) \end{bmatrix}. \quad (134)
\]

Subsequently, since $\Lambda^T G_c A$ is invertible, we can apply the Schur complement formulas to the blocks delineated in (134) to retrieve the high-contrast behavior for $(\Lambda^T G_c A)^{-1}$
\[
(\Lambda^T G_c A)^{-1} = \begin{bmatrix} O(1/r_\sigma) & O(1/r_\sigma) & O(1) \\ O(1/r_\sigma) & O(1/r_\sigma) & O(1) \end{bmatrix}. \quad (135)
\]

Finally, by combining (135) and (133), we obtain
\[
(\Lambda^T G_c A)^{-1} \Lambda^T G_c A \to \infty \begin{bmatrix} O(1/r_\sigma) & O(1/r_\sigma) & O(1) \\ O(1/r_\sigma) & O(1/r_\sigma) & O(1) \end{bmatrix} \quad (136)
\]
in which none of the blocks is diverging when the maximum conductivity ratio goes to infinity. Therefore, we obtain that $\|P_{G_c}^A\| = O(1)$ when $r_\sigma \to \infty$. Note that the result proven here also applies to $P_{G_c}^E$ since $\|P_{G_c}^E\| = \|P_{G_c}^A\|$.

APPENDIX E

UPPER AND LOWER BOUNDS FOR THE SINGULAR VALUES OF $G_c$

In the following, the permittivity in $\Omega$ is assumed to be purely imaginary. In that case, we can assume that $G_c \approx j\Im(G_c)$ with $\Im(G_c)$ being symmetric positive-definite. The minimum and maximum purely imaginary permittivity in
the object then read $\epsilon_{\min} = \|\sigma_{\min}/\omega$ and $\epsilon_{\max} = \|\sigma_{\max}/\omega$, respectively. Regarding the minimum singular value of $G_e$, starting from the expression of the diagonal operator of the D-VIE, $(x, x) = (x, \epsilon(x) = (x, x)/\Omega$, we define the following quantity

$$l_{\min} = \min_{x \in L^2(\Omega)} \langle (x, x)/\Omega \rangle, \quad (137)$$

in which we took the imaginary part of $\epsilon$, which is purely imaginary, to handle only real eigenvalues in the following. From (137), it follows that $l_{\min}$ can be bounded from below as $l_{\min} \geq 1/3(\epsilon_{\max})$. Next, $x$ can be approximated as $x_h$, a linear combination of $N_p$ SWG basis functions, such that $x_h(r) = \sum_{i=1}^{N_p} [x_i] f_i(r)$ in which $x \in \mathbb{R}^{N_p}$ is a coefficient vector. From the definition of $x_h$, it follows that

$$\langle (x_h, x_h)/\Omega \rangle = x^T \Omega^* (G_e) x. \quad (138)$$

Then, by normalizing (138) with $\langle (x_h, x_h)/\Omega \rangle = x^T \Omega^* (G_e) x$, leveraging the Courant–Fischer–Weyl min-max principle, it results that

$$\frac{x^T \Omega^* (G_e) x}{x^T \Omega^* x} \geq \frac{x^T (G_e) x}{x^T x} \geq \lambda_{\min}(G) \geq \frac{1}{3(\epsilon_{\max})}. \quad (139)$$

Note that $x^T (G_e) x/x^T x$ is the generalized Rayleigh quotient associated to the generalized eigenvalue problem $\Omega (G_e) x = \lambda x$ in which $\lambda = \lambda_G$ are the generalized eigenvalues of $\Omega (G_e)$ and $G$. The next step is to find a bound for $\lambda_{\min}(\Omega (G_e)) = \min(\lambda)$ (eigenvalues associated to the eigenvalue problem $\Omega (G_e) x = \lambda x$) from (139). Using the fact that $\lambda_{\min}(G) = \min_{x \in \mathbb{R}^{N_p}} (x^T (G_e) x/x^T x)$ (i.e. Rayleigh principle) allows rewriting (139) as

$$\frac{x^T \Omega^* (G_e) x}{x^T x} \geq \lambda_{\min}(G) \frac{x^T \Omega^* (G_e) x}{x^T x} \geq \lambda_{\min}(G) \frac{1}{\|G\| \epsilon_{\max}} \geq \frac{3}{\|G\| \epsilon_{\max}} \quad \text{and} \quad (140)$$

and thus $\lambda_{\min}(\Omega (G_e)) = \min_{x \in \mathbb{R}^{N_p}} (x^T (G_e) x/x^T x) \geq \lambda_{\min}(G) \geq 1/\|G\| \epsilon_{\max}$. Since $G_e$ is symmetric, the inequality $s_{\min}(G_e) \geq \|G\| \epsilon_{\max}$ also holds true.

Similarly, an upper bound for the maximum singular value of $G_e$ can be derived. Instead of $l_{\min}$, $l_{\max}$ is introduced

$$l_{\max} = \max_{x \in L^2(\Omega)} \langle (x, x)/\Omega \rangle \geq \left(1 + \|A^{-1}B\|\right) - \left(1 - \|A^{-1}B\|\right). \quad (141)$$

Then, following the same procedure that was used to derive $s_{\min}(G_e)$, we obtain $s_{\max}(G_e) \leq s_{\max}(G) \epsilon_{\max}$.

**APPENDIX F**

**BOUND FOR THE MINIMUM SINGULAR VALUE OF A SUM OF TWO MATRICES**

Given two matrices $A$ and $B$, with $A$ being invertible, if $\|B\| \leq s_{\min}(A)$, the condition number of $A+B$ can be bounded from above as

$$\text{cond}(A + B) \leq \text{cond}(A) \text{cond}(I + A^{-1}B) \leq \text{cond}(A) \left(1 + \frac{\|A^{-1}B\|}{\|A^{-1}B\| + 1} \right) \quad \text{and} \quad (142)$$

Then using the fact that $\|A^{-1}B\| \leq \|B\|/s_{\min}(A)$, inequality (142) becomes $\text{cond}(A + B) \leq \text{cond}(A) \left(1 + \frac{\|B\|}{\|B\| + 1} \right)/s_{\min}(A) = \gamma$. Since $\text{cond}(A + B) = \|A + B\|/s_{\min}(A + B)$, the next step is to find a lower bound for $\|A + B\|/\gamma$, which can be expressed as $s_{\min}(A + B) \geq \|A + B\|/\gamma \geq \|\|A\| - \|B\||/\gamma$. Subsequently, leveraging the fact that $\|B\| \leq s_{\min}(A)$, we can bound $\|\|A\| - \|B\||/\gamma$ from below with $\|A\|/\gamma (1 - \text{cond}(A)/\gamma)$.


