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Introduction

In recent years, the strong development of virtual reality (VR)
and related technologies have led to their use in various fields
[1], among which the auditory research one, which has found
in VR the means for empowering hearing-impairment
diagnostical procedure and hearing devices fitting. In
particular, VR is being exploited to reproduce ecological
listening tests based on the spatial auralization of everyday-
life scenes inside complex auditory environments, further
coupled with the related visual information [2,3]. Whether
these AudioVisual (AV) scenes are based on simulations or
in-field shootings, the attempt is to achieve scenes that come
closer and closer to authenticity, that is, to reproduce ordinary
scenarios that are indistinguishable from reality [4]. In this
regard, it is necessary that both visual and sound fields are
generated (or acquired) and reproduced properly so as to
recreate a sense of immersion by recalling the complex AV
interaction typical of real-life auditory perception [1,4].
Specifically regarding in-field recordings, devices that
stereoscopically capture the 360° visual scene with a good
resolution are already commercially available [2]; yet,
although they can simultaneously acquire spatial audio, the
maximum available resolution is limited to the first ambisonic
order, making it necessary to use a separate additional
Spherical Microphone Array (SMA) for high-order
ambisonics recording [4-6] when enhanced spatial audio
resolutions are needed (i.e., better perceived sound
localization). However, the use of two different devices,
placed one on top of the other, composing the final recording
system for simultaneous audio-video acquisition leads to
discrepancies in the recorded scenes from the real ones, as (i)
the SMA falls within the visual field captured by the camera,
undermining the authenticity of the recorded scene, (ii) the
presence of the camera near the SMA influences the recorded
sound field, (iii) the non-coincidence of the centers of the two
devices leads to a mismatch between the acoustical and visual
fields, affecting the coherence between the audio scene and
the video scene [4]; that means the listener does not perceive
the spatial origin of the sound source as coincident with the
location of the source image he sees.
Nevertheless, to the authors’ knowledge, no in-depth
considerations have been published on the usage of these
kinds of composed AudioVisual Recording Systems (AVRSs)
in sight of evaluating and preserving the ecological validity of
the produced AV scenes. Thereupon, the presented work

proposes a method to analyze the influence of the raised three
issues for two different placements on the same stand of an
audio and a video device in order to evaluate, depending on
the end use, which configuration leads to the most plausible
AV recording (i.e., the one that comes closest to the human
perception of reality) and to which extent these recordings can
still be considered as ecologically valid.

Experimental method

The study was conducted for two examples of AVRSs
comprising either the Insta360 ONE X2 or the Insta360 Pro
camera to acquire 360° video shootings at up to 5.7K and 8K
resolution (at 30fps), respectively, and the 19-channel Zylia
ZM-1 SMA (flat frequency response from 28 Hz to 20 kHz)
for capturing ambisonic tracks up to the third order. Two
possible placements of audio and video devices were
compared for each AVRS, as shown in Figure 1. For the first
AVRS, the configuration with the ONE X2 on top of the ZM1
(X2-ZM1) was compared with the one with ZM1 on top of
ONE X2 (ZM1-X2). Similarly, for the other AVRS, the
configuration with the Pro on top of the ZM1 (PRO-ZM1) was
compared with the reciprocal one (ZM1-PRO).

(a)

(b) (c)

(d) (e)

Figure 1: Stand configurations of AVRSs to be compared:
(a) baseline (ZM1); (b) X2-ZM1; (c) ZM1-X2; (d) PRO-

ZM1; (e) ZM1-PRO.
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reported due to the impact of a bigger spherical 360°
camera (diameter of 14.3 cm).
In particular, for the AVRS with the Pro:

• ∆
−1 and ∆

1− maximum errors tend to
exceed the JND limits for almost all source
positions;

• all avg values, as source location varies, are centered
at 0 dB, except for sound sources located in the lower
hemisphere in case of PRO-ZM1 configuration, for
which the avg value is shifted towards -0.5 dB,
making the std dev to exceed the lower bound of
JND;

• all std values, as source location varies, show values
reaching 0.5 dB in the worst case;

• as for the X2-ZM1 case, the ∆
−1 max neg at

negatve Θ angles reahes B. onversel , for the
same angles, the ∆

1− shows max pos values
(i.e., lower LAeq captured by the AVRS compared
with the ZM1 configuration) that hit almost 2 dB,
meaning that the presence of the camera below the
ZM1 masks part of the middle-high frequency
content;

• for all the postve Θ angles, the exact reverse trend
occurs. In case of PRO-ZM1, the camera covers the
SMA leading to higher ∆

−1 max pos values
(up to 2 dB), while in case of ZM1-PRO, the camera
below the ZM1 reflects part of the sound back to the
SMA, leading to higher ∆

−1 max neg values
(up to 1 dB);

• all avg values of ∆−1 and ∆1− , as
frequency varies, fall within the JND and are
centered at 0 dB up to 4 kHz, while the ∆1−

and ∆−1 std dev values fall within the JND up
to 1.25 kHz and 2 kHz, after which they begin to
deviate, hitting almost 4 dB at 16 kHz.

• similarly, maximum errors begin strongly deviating
from the JND from 1.25 kHz (3 dB) onward, till
exceeding 10 dB at 10 kHz and 16 kHz, in the ZM1-
PRO case and PRO-ZM1, respectively.

Conclusions
The proposed study evaluates the effect of using a 360°
camera and a separate Spherical Microphone Array (SMA)
mounted on the same stand on the ecological validity of the
recorded 360° AudioVisual (AV) scenes by analyzing: the
AV coherence, the influence of the camera on the sound field
and of the SMA on the visual field. Two AudioVisual
Recording Systems (AVRSs), composed of either the
Insta360 ONE X2 or the Pro and the Zylia ZM1, were
analyzed, comparing, for each of them, the configuration with
the ZM1 on top (ZM1-X2, ZM1-PRO) with the reciprocal one
(X2-ZM1, PRO-ZM1). Results show that, for the AVRS
involving the X2, the ZM1-X2 configuration achieves
coherent ecological AV scenes starting from lower distances
from the sound source compared with X2-ZM1 (1.4 m against
1.85 m). Moreover, all ZM1-X2 A-weighted sound pressure

level (LAeq) errors compared with the base ZM1 (∆
1−2)

remain within the JND for all surrounding source positions,
while, in case of X2-ZM1, when sound sources are located at
negative inclination angles, the maximum values of ∆

2−1

reach 2 dB. However, from 10 kHz up, the ZM1-X2 shows
higher error than the X2-ZM1, till hitting a maximum error of
10 dB at 16 kHz. Thus, ZM1-X2 should be preferred in case
of closer sources with any inclination angle and when the
frequency content of interest is below 10 kHz. While,
concerning the AVRS with the Pro, both configurations show
LAeq maximum error values up to 2 dB in case of inclination
angles different than 0°. However, the PRO-ZM1 requires
minor minimum source-to-AVRS distance (1.75 m against
2.1 m) and effort during the video post-processing procedure
and is characterized by a slightly better frequency behavior
compared with the ZM1-PRO, even if L maximum error
values still exceed 10 dB at 16 kHz.
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