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Abstract

Artificial Intelligence (Al) is a rapidly evolving field that has the potential to
transform our world in countless ways. A vital part of Al is Computer Vision, which
focuses on developing systems and algorithms that can interpret and comprehend
visual information from the world around us, such as through Semantic Segmentation
- a technique of assigning a distinct class label to each pixel in an image, grouping
all pixels that belong to the same object or region under the same label. Semantic
Segmentation has many critical applications such as autonomous driving or aerial
images understanding. In Autonomous Driving, it is used to accurately recognize
and classify different objects and regions in images received from sensors to make
informed decisions about safe navigation. In Aerial Images Analysis, it can be useful
for a variety of tasks including mapping, land use planning, and disaster response to
identify and map damaged infrastructure and impacted areas. Nevertheless, semantic
segmentation has several limitations related to data availability and quality, such as
a limited diversity in training data, lack of annotation, poor quality of annotation,
and imbalanced classes. To address this challenges, the purpose of this thesis was
to explore and develop solutions that would make the neural models more robust
and capable of generalizing to different domains from the ones they were trained
on. One way to overcome these issues is through the use of synthetic datasets,
which are computer-generated images that can be generated in large quantities and
do not require manual annotation. For this reason we present IDDA, the largest
synthetic dataset for autonomous driving, with over 100 different scenarios that allow
to assess the domain generalization capability of semantic segmentation models.
However, the use of synthetic datasets can present a significant challenge when it
comes to generalizing the model to real-world scenarios. Synthetic datasets lack the
complexity and diversity and may not include the same types of noise, occlusions, and
other factors that are present in a real-world data. To overcome this problem, domain

adaptation techniques can be used. In particular, few-shot domain adaptation, which



allows for a more efficient use of real-world annotated data, may be a potential
solution. The PixDA technique that we present uses a limited amount of annotated
real-world data to prioritize pixel alignment based on class imbalance and network
classification confidence, resulting in increased accuracy. Despite its effectiveness
in self-driving scenarios, understanding aerial scenes faces additional challenges
such as severe camera angle distortions and a lack of reference points. To address
these challenges, advanced techniques like the new loss that we present in AIAS
can be used. In this context, our HIUDA framework presents a new mixing strategy
that is specifically designed for aerial images, taking into account their specific
challenges and helping to prevent elements from being placed in unnatural contexts.
The effectiveness of the proposed solutions is evaluated using both real-world and

synthetic datasets, showing their superiority in comparison to previous methods.
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Chapter 1
Introduction

Artificial Intelligence, or Al is a rapidly evolving field that has the potential to trans-
form our world in countless ways. It refers to the ability of machines and computer
programs to perform tasks that would typically require human-like intelligence, such
as learning, problem-solving, decision-making, and language understanding. Al
has already had a significant impact on a variety of industries, including healthcare,
finance, education, and transportation, and is expected to continue to shape the future
of technology and society in the years to come. One important subfield of Al is Deep
Learning, which involves the use of neural networks to analyze and interpret large
and complex datasets. Neural networks are inspired by the structure and function of
the human brain, and are able to learn and adapt over time in order to improve their
performance. Deep learning has been instrumental in the development of Al systems
that are capable of tasks such as image and speech recognition with impressive

accuracy.

Computer vision is a field of study within Deep Learning that focuses on the
development of algorithms and systems that can understand and interpret visual data
from the world around us. This includes tasks such as image recognition, object
detection, and semantic segmentation. Semantic Segmentation, which is the main
focus of this thesis, involves assigning a unique class label to each pixel in an image,
such that all pixels belonging to a single object or region are assigned the same label,
allowing for a more fine-grained understanding of the objects and structures in the

scene (see Figure 1.1).
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a) Autonomous Driving b) Aerial Images Analys1s

Fig. 1.1 Semantic segmentation is the process of accurately classify each pixel in an image
to its corresponding semantic class. It has a range of applications, such as in Autonomous
Driving (a) where it recognizes classes like roads, vehicles, or pedestrians, and in Aerial
Image Analysis (b) where for example it differentiates between agricultural patterns, rivers,
or buildings.

One important real-world application of semantic segmentation is in the field of
Autonomous Driving (Figure 1.1a), where it is used to understand and interpret the
environment around the vehicle. In order for an autonomous vehicle to safely drive,
it must be able to accurately recognize and classify different objects and regions
in the images it receives from its sensors. Semantic segmentation can be used to
identify and label different objects such as cars, pedestrians, road signs, and traffic
lights, which can be used by the vehicle to make informed decisions about how to

safely navigate its environment.

Another real-world application of semantic segmentation is in the Aerial Images
Analysis (Figure 1.1b), such as satellite or drone images. In this context, semantic
segmentation can be used to identify and label different features in the images, such
as roads, buildings, and natural features like rivers and forests. This can be useful
for a variety of applications, including mapping, land use planning that can be used
to identify and classify different land cover types in aerial images, such as forests,
grasslands, and agricultural areas, and disaster response, to quickly and accurately

identify and map damaged infrastructure and impacted areas. This can be useful for



tasks such as damage assessment and resource allocation, and can help responders to

more effectively and efficiently respond to disasters.

Nevertheless, Semantic Segmentation has several limitations related to data
availability and quality, as it requires large amounts of labeled data to train robust

and accurate models. More specifically they are related to:

e Limited diversity in training data: If the training data is limited or not repre-
sentative of the test data, the model may not generalize well to new, unseen
images or scenes. For example, if the model is trained on images of a specific
city and then deployed to a different city, it may not perform well because the
distribution of classes and the appearance of the objects in the new city may

be different from the training data;

* Lack of annotation: Annotating large amounts of data for semantic segmenta-
tion can be time-consuming and expensive. Manually classifying each picture
takes an inordinate amount of time, ranging from 60 to 90 minutes per image,
like for the CamVid [1] [2] and Cityscapes [3] datasets. This can make it

difficult to obtain sufficient amounts of labeled data to train accurate models.

* Quality of annotation: The bad quality of manual annotation or inconsistencies

in the labels can negatively impact the performance of the model.

* Imbalanced classes: Some semantic classes may be under-represented in the
dataset, making it difficult for the model to learn to recognize them. This can
lead to bias in the model towards the more frequently occurring classes, and

poor performance on the under-represented ones.

The main objective of this thesis was to tackle the limitations and difficulties
posed by the semantic segmentation problem. The focus was on investigating and
creating solutions that would enhance the robustness of the neural models, enabling
them to adapt and generalize well to new domains, distinct from the ones they were
originally trained on. This research aimed to make the models more versatile, so that

they can effectively segment unseen data, without the need for extensive retraining.

One way to overcome the issues is through the use of synthetic datasets [4, 5].
Synthetic datasets are computer-generated images that can be generated in large
quantities, allowing for the training of deep neural networks with more data. With
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synthetic datasets, the researcher has full control over the data, including the number
of classes, the size of the objects, and the overall environment (e.g. the lighting
conditions, the background or the point of view). Additionally, synthetic datasets
do not require manual annotation, as the labels can be automatically generated by
the simulation software, thus reducing the annotation cost and the annotation errors.
With this premise we built IDDA [6], which is the largest synthetic dataset for

autonomous driving, counting more than 100 different scenarios.

The use of synthetic datasets in semantic segmentation, while convenient and
cost-effective, can present a significant challenge when it comes to generalizing the
model to real-world scenarios. This is because synthetic datasets, while they may
be able to replicate certain aspects of real-world data, often lack the complexity and
diversity of real-world data, and may not include the same types of noise, occlusions,
and other factors that are present in a real-world scenario. As a result, the model
may become overly reliant on the specific characteristics of the synthetic dataset
it was trained on, and may not be able to accurately segment real-world images
that do not conform to those characteristics. One solution to this problem is to use
Domain Adaptation techniques. These techniques aim to adapt a model trained on
one source dataset (such as synthetic data) to a different but related target dataset
(such as real-world data). This can be achieved through various methods such as
fine-tuning, transfer learning, and adversarial training. It is important to note that
even with the use of these techniques, the model may still not perform perfectly
on real-world images, as it is always more diverse and complex than any synthetic

dataset can replicate.

Few-shot domain adaptation in semantic segmentation could potentially be a
solution to this "dataset bias". In few-shot domain adaptation, the model is trained
taking into consideration also a small amount of annotated real-world data. In this
case the model is less likely to become overly reliant on the specific characteristics
of the synthetic dataset, and may be able to generalize better to real-world scenario,
which can significantly improve its performance on unseen images. This is what is
presented with the PixDA [7] technique that exploits a small number of annotated
real-world data to prioritize the pixel alignment based on class imbalance and network
classification confidence, resulting in increased accuracy, particularly for semantic

classes that are underrepresented.



Although the previous solution proves successful in self-driving scenarios, com-
prehending aerial scenes brings extra complexities. One of the main challenges
is related to the point of view from which the images are captured. Indeed, aerial
images are often captured from a bird’s-eye view, which can lead to severe distortions
in the images due to the angle of the camera or the lack of reference points. Unlike
autonomous driving, where the vehicle’s perspective is always facing forward, aerial
images can be captured from multiple angles and orientations, making it difficult for
the model to discern between the four cardinal points. This lack of a fixed perspective
can make it challenging for a segmentation model to learn a mapping that is invariant
to these changes and to accurately identify and segment objects within the images.
These problems require advanced techniques like the ones presented in AIAS [8]
that introduces a novel loss to let the model be invariant to this particular shifts in

perspective.

The same challenges are further intensified when dealing with class mix strategy
to adapt from one domain to the other. This strategy is based on overlaying classes
from the source domain onto the target image without taking into consideration
the semantic hierarchy of visual elements. This can be a problem, especially when
applied to the aerial scenario, as these images have lower structural consistency than
driving scenes, for which these methods were originally developed. This lack of
structural consistency can result in elements being placed in unnatural contexts in
the mixed images. For this reason, we present a novel framework called HIUDA,
which introduces a new mixing strategy that is specifically designed for the aerial
images problem. This new strategy takes into account the spatial and contextual
information of the aerial images, helping to prevent instances from being placed in

unreasonable contexts and resulting in a more precise and adaptable mixing strategy.
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1.1 Contribution

To summarize, the main contributions of this work are focused on addressing the
Adaptation and Generalization problem in Semantic Segmentation by proposing a
novel synthetic dataset and new methods that address both autonomous driving and
aerial image analysis tasks. The proposed solutions are evaluated qualitatively and

quantitatively to assess their performance and stability. In summary, we propose:

* the widest synthetic dataset for semantic segmentation [6], with over 1
million images, over 100 possible scenario combinations, and detailed pixel-
by-pixel semantic annotations and depth maps. The situations are well-divided
based on three variables: weather, location, and viewpoint. We also give an
evaluation of the current state-of-the-art segmentation models and their domain
adaptation variations, determining how helpful our dataset is for benchmarking

purposes, particularly for a single-source domain adaptation assignment;

¢ the first cross-domain few-shot semantic segmentation algorithm capable
of learning from limited data [7], dealing with classes that are sparsely
represented in the training data by spatially aligning the domains pixel by
pixel, defining a novel pixel-wise adversarial loss that locally aligns source and
target domains while minimizing negative transfer and avoiding overfitting of

underrepresented classes;

* an Augmentation Invariance and an Adaptive Sampling method [8] to
improve the domain generalization capability of the state-of-the-art Semantic
Segmentation models, the former of which is intended to handle the special
issues presented by the perspective in the aerial data and to aid the model in
distinguishing semantic information from appearance, and the latter of which
is geared to handle the specific challenges presented by the problem of classes

imbalance;

* an original framework for aerial semantic segmentation called HIUDA [9]
which introduces two revolutionary ideas: a Hierarchical Instance Mixing
(HIMix) to tackle the poor structural consistency for aerial imagery and the
severe domain imbalance and, a Twin-Head architecture to increase pseudo-
label confidence and make the model more resilient and less vulnerable to

perturbations across domains.
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1.2 Outline

In Chapter 2, we will define the domain adaptation problem in semantic segmentation
and provide a comprehensive review of relevant works and literature. We will also
introduce the datasets and metric that we will use for the experimental evaluation
in this study. This chapter will delve into the unsupervised domain adaptation, few
shot learning, and domain generalization problems in detail, offering a formal and
unique definition for these specific scenarios. By examining these issues in depth,
we aim to provide a clear understanding of the challenges and opportunities in this
area of research. Additionally, this chapter will examine the various approaches that
have been proposed in the literature to address these problems, and will assess their

strengths and limitations.

In Chapter 3, we will delve into the details of the four works proposed in this
thesis. Section 3.1 introduces IDDA, a novel, wide synthetic dataset designed to test
the domain adaptation and generalization capabilities of state-of-the-art methods
through more than 100 different scenarios. Section 3.2 presents PixDA, a novel,
end-to-end trainable framework designed to learn from limited data and able to
address the overfitting and negative transfer problems that may arise in the few-shot
setting. Section 3.3 presents AIAS, which investigates the domain generalization
abilities of state-of-the-art methods for autonomous driving when applied to aerial
image analysis. AIAS proposes a novel loss to make the model agnostic to changes
in perspective and a new training batch selection procedure to address the excessive
class imbalance commonly present in this scenario. Finally, in Section 3.4, we
present HIUDA, which tackles the problem of unsupervised domain adaptation in
an aerial scenario by proposing a novel mixing strategy and a new architecture to

provide better refined pseudo labels for the unlabeled target domain.

The conclusion of this thesis, presented in Chapter 4, will summarize the main
findings and contributions of the research presented in the preceding chapters. We
will discuss the significance of the proposed methods, and the implications of our
results for the field of Semantic Segmentation and Domain Adaptation. We will also
reflect on the limitations of our work and the challenges that remain to be addressed
in future research. Finally, we will outline some potential directions for future work,
including possible extensions and improvements to the proposed methods, as well as

potential applications in other domains.
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Chapter 2

Background and Related Work

This second chapter deals with the Domain Adaptation problem considered in the
context of the Semantic Segmentation scenario. The chapter begins with a brief
introduction and the definition of the problem and settings, then moves on to a review
of relevant works before presenting the metric and datasets on which the proposed

algorithms are evaluated.



2.1 Problem Setting and Definition 11

2.1 Problem Setting and Definition

The task of semantic segmentation [16] involves assigning a semantic label to each
pixel in an image, with the goal of accurately recognizing different semantic elements
such as people, vehicles, or buildings. Mathematically, let us denote as .2~ the set of
RGB images composed by the set of pixels .#, and as % the set of semantic masks
associating to each pixel i € .# a class from the set of semantic classes 4. Each
pixel in the semantic masks is assigned a class ¢ from a pre-defined set of semantic
categories. The goal is to predict a label map L, where each element L; in the map
corresponds to a specific semantic class, c;, such that L; = ¢;. During training we
have available a set of data X = {(x,y)}, withx € Z andy € ¥

Despite the importance of semantic segmentation, obtaining large amounts of
real-world labeled data is a challenging task. As a result, models trained on one data
distribution often perform poorly when deployed in a new and different distribution,

leading to the phenomenon of domain shift.

To tackle this issue, Domain Adaptation has emerged as a particular subfield of
Transfer Learning, focusing on bridging the gap between the source domain where
the model was trained, and the target domain where it will be deployed. In this thesis,
we will delve into three main settings of domain adaptation, including unsupervised

domain adaptation, few-shot domain adaptation, and domain generalization.

Unsupervised domain adaptation aims to improve the performance of a model
trained on a source domain with ample labeled data, when applied to a target domain
with no labeled data. In this setting, the model must learn to leverage the knowledge

obtained from the source domain to accurately predict labels for the target domain.

Few-shot domain adaptation focuses on adapting a model to a new domain with
limited labeled data. In this scenario, the model must learn to quickly and effectively

generalize to new domains using a small number of labeled examples.

Domain generalization, on the other hand, involves training a model on one or
multiple domains to be able to perform well when applied to any unseen domain. In
this setting, the model must learn to identify and extract common features across

domains that are transferable to new domains.
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Overall, domain adaptation is a crucial area of study for the field of semantic seg-
mentation, as it allows models to generalize better to new and different distributions,

improving their overall robustness and practicality.

2.1.1 Experimental Settings
Unsupervised Domain Adaptation

The Unsupervised Domain Adaptation [17] is a particular setting of domain adapta-
tion that attempts to adapt the model to the target scenario using only the available
labeled data from the source domain and the unlabeled data from the target domain.
This can be done by aligning the distributions of the source and target domains,
either by learning domain-invariant features or by reducing the discrepancy between

the two distributions.

To tackle the Unsupervised Domain Adaptation problem in Semantic Segmenta-
tion we expand the previous definition; in this particular case, at training time we
have available two sets of images: X; = {(xs,ys)} which is a collection of N; images,
with x; € 2 from a synthetic domain (source), and X; = {(x;)} which contains a N;
number of samples x; € 2 from the real-world domain (farget). In this notation,

ys € % denote the annotation masks associated with the source images.

The goal is to use the datasets X; and X; to learn a function f, parameterized by
0, from the input space 2" to a pixel-wise probability, i.e., fo : 2" — RIZ*1?1 and
evaluating it on unseen images from the target domain. In the following, we indicate

the model output in a pixel i for the class ¢ as p§, i.e., p§(x) = fo(x)[i,c].

Few-Shot Domain Adaptation

Few-shot Domain Adaptation, as the name suggests, involves transferring knowledge
from a well-annotated source dataset to a limited target dataset with only a few la-
beled examples per target domain. This problem setting has more flexible constraints
with respect to Unsupervised Domain Adaptation setting and is especially suited
for use in the field of autonomous driving, where a single self-driving solution is

typically deployed over a finite number of designated cities. In such cases, the unsu-
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pervised domain adaptation problem setting is modified to consider the cross-domain
few-shot setting as defined by Zhang et al. in their work [18].

In this setting, . -shot is defined as a task that provides .7” real images randomly
selected for each of the .4 cities of the target dataset. For instance, in the 1-shot
setting with Cityscapes as the target dataset, the entire target data comprises 18
annotated frames, since Cityscapes consists of 18 different cities. During training,
we have two sets of images available: X; = (xy,;), which is a collection of Ny images
with x; € 2 from a synthetic source domain, and X; = (x;,y;), which contains a
small number of samples x; € 2~ with their corresponding labels y; € % from the
real-world target domain.

Similar to what defined in the paragraph above, the aim is to use the large dataset
X, and the limited dataset X; to learn a function f, parameterized by 0, from the input
space 2 to a pixel-wise probability, i.e., fo : Z — RIZIXI?1. Once the function is
trained, it is evaluated on unseen images from the target domain. In particular, we

indicate the model output in a pixel i for the class c as p§, that is, p§(x) = fo(x)[i,c].

Domain Generalization

Lastly, Domain Generalization is a more challenging variant of Domain Adaptation
[19]. In this particular setting, the training phase operates on a set of source data
X; = (x5,)5), consisting of Ny images with corresponding ys labels. Unlike Domain
Adaptation, there is no target data X; available during model training. To address this
issue, Domain Generalization approaches aim to train models that are highly generic

and resilient so that they perform well on previously unseen domains.

During training, the goal is to learn a function f that maps inputs from X; to a
pixel-wise probability distribution. Mathematically, fg : X; — R IXI1?1 where fo
is parametrized by 6. The output of the function in pixel position i for class c is

denoted as p§. Mathematically, p§(x) = fo(x)[i,c].

By training on the source domain X, models are expected to capture the salient
features of the data and generalize across previously unseen domains. The efficacy

of these models is evaluated on unseen data from the target domain X;.
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2.2 Related Work

2.2.1 Semantic Segmentation

One of the earliest approaches was the use of Fully Convolutional Networks (FCN)
[20], which only use convolutional layers and skip connections to incorporate seman-
tic and appearance information from different layers of a network. Most common
segmentation models, such as U-Net [21], HRNet [22] and HRNetV2 [23], employ
an encoder-decoder structure to extract objects and image context at different scales.
Multi-scale approaches are also used in solutions such as Feature Pyramid Networks
(FPN) [24], UperNet [25] and Pyramid Scene Parsing Networks (PSPNet) [26] to
improve global scene context modeling. DeepLab V2 [27] and V3 [28] use the
dilation parameter of convolutional layers and introduce the Atrous Spatial Pyramid
Pooling (ASPP) module to robustly segment objects at multiple scales. DeepLab
V3+ [29] extends the DeepLab family by adopting an encoder-decoder structure.

Recently, the Vision Transformer (ViT) [30] has presented a transformer-based
architecture for image classification that bypasses the typical convolutional neural
networks. This approach processes input images as sequences of patch tokens,
resulting in a novel and effective means of image classification that has since served
as a foundation for further work. Following the success of ViT, researchers have
explored the use of transformers for semantic segmentation as well [31, 23, 32-36].
For instance, the Segmenter [32] method proposed a transformer encoder-decoder
architecture for semantic image segmentation in which the ViT backbone played a
critical role. To enable the model to generate masks, Segmenter introduced a mask
decoder inspired by DETR [36]. Similarly, the SegFormer [33] method presented a
hierarchically structured Transformer encoder, which output multiscale features, and
a lightweight decoder. MaskFormer [34] instead, addressed semantic segmentation
as a mask classification problem. Most recently, OneFormer [37] emerged as the first
multi-task universal image segmentation framework built upon transformer-based
architecture. This particular approach requires only one training phase with a single
universal architecture, making it a unique and efficient solution for multi-task image
segmentation. Overall, the continued evolution and exploration of transformers-based
architectures have led to novel and effective approaches for image segmentation,

especially when applied to the autonomous driving task.
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Semantic segmentation in aerial and remote sensing applications can be applied
to a variety of environments, including urban areas [38—40], land cover [41-43], and
agricultural scenarios [44—46]. These different environments often have specific
challenges and requirements. For instance, urban monitoring typically involves
identifying infrastructure elements like roads [47] and buildings [48], which often
requires high-resolution imagery and the consideration of temporal changes [49].
Land cover mapping presents challenges such as the extreme size and visual variabil-
ity of semantic categories, which can be addressed using multi-level or multi-scale
feature aggregation [50] and domain adaptation techniques [42, 51]. In agricultural
scenarios, traditional segmentation solutions often rely on vegetation indices such
as the Normalized Difference Vegetation Index (NDVI) [52], but there is a trend
towards more robust computer vision techniques such as the automated fusion of
multi-spectral data [53]. Agricultural aerial images often include bands beyond
the visible spectrum, such as Near-Infrared (NIR), and common deep learning ap-
proaches for jointly exploiting RGB and NIR images include duplicating input
weights [46, 54] or using multi-modal fusion [50, 45].

2.2.2 Unsupervised Domain Adaptation

Some Domain Adaptation approaches in Semantic Segmentation aim to minimize the
discrepancy between the source and target domains, such as by using the Maximum
Mean Discrepancy (MMD) measure, that quantifies the difference between two
probability distributions [55, 56]. Others exploit generative networks and image-to-
image translation algorithms to generate target images conditioned on the source
domain or vice versa [57-59]. The CyCADA solution [57] is based on the idea of
using generative networks and adversarial training to bridge the gap between the
source and target domains in a way that is both cycle-consistent and adversarially
correct. In other words, the method seeks to learn a mapping from the source
domain to the target domain and back again, such that the resulting images are both
realistic and semantically similar to their counterparts in the opposite domain. To
achieve this, the CyCADA method uses an adversarial loss to encourage the model
to generate images that are indistinguishable from real images in the target domain,
and a cycle-consistency loss to enforce the idea that images should be similar after
being mapped from one domain to another and back again. Similarly, the DCAN
[58] uses dual-convolutional layers and a global and local adaptation layer. The
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global adaptation layer uses a multi-class adversarial loss to align the source and
target distributions, while the local adaptation layer uses a pixel-wise adversarial
loss to reduce the domain shift at the pixel level. In particular, the Fourier Domain
Adaptation approach [59] transform the input images from the spatial domain (i.e.,
the domain in which the pixels are arranged in a grid) to the Fourier domain (i.e., the
frequency domain) before feeding them into the model. This transformation allows
the model to learn more general, frequency-based features that are less sensitive to
differences between the source and target domains, and thus better able to generalize

to new data.

Some methods combine image-to-image translation with self-learning, using
the model’s own predictions as pseudo-labels to fine-tune and improve the model
[60, 61]. Adversarial training is a popular approach for domain adaptation in seman-
tic segmentation [62—-64]. For example, the ADVENT paper [62] suggests using an
entropy loss to reduce the uncertainty of predictions made on the target domain, and
proposes a new adversarial training method that focuses on both entropy minimiza-
tion and adapting the structure of the model from the source domain to the target
domain. CLAN [63] follows a similar approach and examines the category-level
joint distribution in detail, aligning each class with an adaptive adversarial loss.
The weight of the adversarial loss is reduced for well-aligned features, while the

adversarial force is increased for poorly aligned features.

Other methods [65—67] use self-learning techniques to generate fine pseudo-
labels on the target data to fine-tune the model. CBST [66] presents a new un-
supervised domain adaptation approach that involves repeatedly training a model
on target data using generated pseudo labels. The author of the paper called this
solution iterative self-training, which involves minimizing a latent variable loss and
involves re-training the model using the generated labels. In addition they propose
a class-balanced self-training method to prevent large classes from dominating the
pseudo-label generation process and incorporate spatial information to improve the
accuracy of the generated labels. Similarly, the IAST method proposed in [67] uses
an instance adaptive self-training approach, while [65] combines self-training with

curriculum domain adaptation techniques.

Several recent techniques have been developed to improve the quality of pseudo-
labels in self-training approaches, including combining self-training with class

mixing to mitigate the effect of domain shifts on the labels [68—70]. Augmentation
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through mixing has shown remarkable performance in classification as well as se-
mantic segmentation tasks, where two training images are combined to develop a
modified sample by merging their pixels. This technique can either interpolate pixel
values from both images or selectively use pixels via a binary mask. CutMix [69]
enhances this strategy by cutting out a rectangular area from one image and pasting
it onto another image, preserving a binary mask. On the other hand, ClassMix [70]
goes a step ahead of CutMix by dynamically generating a binary mask based on
the network predictions, with the model selecting certain classes for an image and
cutting/pasting relevant pixels accordingly. Similarly, DACS [71] follows the Class-
Mix method by producing augmented samples from images of different domains,
combining them with their respective labels and pseudo-labels. DACS combines
source domain labels with pseudo-labels from target domain images to generate
pseudo-labels for the new image. This approach allows replacing components of
the pseudo-labels with components from the ground-truth semantic maps, ensuring
that all classes are surrounded by pixels from the other domain, enhancing training
efficacy. DAFormer [72] is a new method for unsupervised domain adaptation that
uses a Transformer encoder and a multi-level context-aware feature fusion decoder.
It is based on the same idea as DACS. In addition, to address the challenges of
adaptation instability and overfitting to the source domain, the paper proposes three
training strategies: sampling images with rare classes, distilling knowledge from

expressive ImageNet features, and using a learning rate warm-up.

2.2.3 Few-Shot Learning

Few Shot Learning has been widely studied in the context of image classification [73—
77]. [78] presents a model called "Matching Networks" that is capable of learning to
perform one-shot classification tasks, such as classifying images based on a small
number of examples. The model uses a Siamese network architecture and a matching
function to compare the input example to a set of labeled examples. [73] introduces
a model called "Prototypical Networks" that learns to classify examples based on a
small number of labeled examples by learning a metric space in which examples with
the same label are close together. The model is trained on a large number of tasks
and learns to classify new examples by finding the nearest prototype in the metric
space. [79] presents a few-shot learning model that uses graph neural networks to
represent the relationships between examples and labels. The model is trained on
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a large number of tasks and learns to classify new examples by updating the graph
representation based on the labels of the new examples. [80] presents a few-shot
learning approach for text classification that uses pre-trained word embeddings and a
human in the loop to classify examples based on a small number of labeled examples.
The model is able to learn from a small number of examples and achieve good
performance on a variety of text classification task.

Only recently, the Few-Shot learning task has also been applied to semantic
segmentation [81-84]. One approach is to use meta-learning, which involves learning
a model that can adapt quickly to new tasks with only a few examples. For example,
in [85], the authors propose a meta-learning approach that trains a segmentation
model on a set of related tasks, allowing it to adapt quickly to new tasks with only a

few examples.

Other approaches to few-shot learning in semantic segmentation include the use
of generative models, such as GANSs (generative adversarial networks), to synthesize
additional training examples [81] and the use of attention mechanisms to weight the

importance of different features in the input image.

A solution to solve the few shot problem is to use domain adaptation, which
involves adapting a pre-trained model on a large dataset to a new task with a limited
amount of data [83, 86, 87, 18]. FSDA [18] is a two-stage method that addresses
this problem in semantic segmentation. A data pairing method for data enhancement
is proposed to ensure stable training and reduce over-fitting. It can be difficult to
effectively train a whole network using very few target data, especially for networks
that are far from the output. Therefore, a two-stage structure is designed, with the
first stage being a shallow auxiliary network and the second stage being a deep
network. The first stage not only enhances the adaptation of low-level features, but
also provides an auxiliary prediction mask to guide the learning of the second-stage
network. The label filtering method, which is aided by the auxiliary prediction mask,
helps to strengthen the network’s learning of difficult-to-classify pixels. Finally,
spectral weight normalization is used in the discriminators and a strategy of training
alternately is proposed to further improve the stability and effectiveness of the

training.
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2.2.4 Domain Generalization

Several approaches have been suggested for domain generalization in image clas-
sification tasks, including meta-learning [88-91] that involves learning a model
that can adapt to new tasks quickly, using a small amount of task-specific data,
adversarial training [92-94], autoencoders [95, 93] that are a type of neural network
that can learn a compact representation of an input, which can be used for domain
generalization by encouraging the model to learn domain-invariant features in the
latent space, metric learning [96, 97] which involves learning a distance function
between data points, which can be used to identify similar and dissimilar examples,
and data augmentation [98, 99] that generates new training examples from existing

ones, which can help the model generalize to new domains.

There have been only a few approaches proposed for semantic segmentation
[100-105], as research in this area is still in its infancy. These approaches typically
focus on two main strategies: domain randomization and normalization. Domain
randomization involves generating images with various styles in order to improve the
model’s ability to generalize to new domains. This can be done through methods such
as image-to-image translation, which transfers a source domain image to multiple
styles [100], or by synthesizing synthetic images with styles of unrealistic paintings
[101]. Normalization techniques, on the other hand, aim to extract style-invariant
features from the images while preserving content-related information. This can be
achieved using techniques such as instance normalization [106] or whitening [103].
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2.3 Datasets and Metric

2.3.1 Datasets

As part of our evaluation, we will explain in the following paragraphs a diverse
set of datasets to assess the effectiveness of the domain adaptation and domain
generalization methods presented in Chapter 3. These datasets include both real-
world and synthetic data, and are designed to challenge the proposed methods in
terms of domain shift, task complexity, and sample size. Figures 2.1, 2.2 and 2.3
present a visual comparison of the real-world and synthetic datasets listed below.

Cityscapes

Cityscapes [3] is a real-world dataset for self-driving cars gathered in numerous
German cities. It comprises of 2975 photos with detailed annotations spread over
33 annotated classes; the data collection and annotation was aimed to capture the
great variety of the outside street scene. The original resolution of pictures is
2048x1024, although they are frequently scaled to 1024x512 during training to
maintain the original proportion. The validation set consists of 500 frames, and
training and validation are done on 19 classes that establish the benchmark for
semantic segmentation in self-driving cars. One of the associated challenges with the
Cityscapes dataset is the large size and complexity of the dataset. The high resolution

of each image requires extensive processing power and time to train models.

BDD100K

BDDI100K [107] is an extensive real-world dataset containing 100,000 high-resolution
driving videos covering 10 evaluation tasks to assess image recognition algorithms
for autonomous driving. The dataset includes over 100 million frames and GPU/IMU
data for trajectory information, representing over 1,000 hours of driving experience.
The dataset’s diversity in geographic, environmental, and weather conditions makes
it an excellent resource for training models to handle various conditions. However,
this variation in urban landscapes makes it challenging to train models that can

effectively generalize across different environments.
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Ground Truth

Cityscapes

Mapillary Vistas BDD100K

A2D2

Fig. 2.1 Samples that compare the real-world datasets used in this work when dealing with
the autonomous driving task.

Mapillary Vistas

Mapillary Vistas [108] is a real-world datasets, that comprises 25,000 high-resolution
images, with annotations for 66/124 object categories. Images are sourced from
different locations globally, captured under various weather, seasonal, and daytime
conditions, and using diverse imaging devices such as mobile phones, tablets, action
cameras, and professional capturing rigs. This broad spectrum of variables presents
an excellent opportunity for training models to tackle a range of real-world scenarios.
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RGB Ground Truth

GTAS

SYNTHIA

Fig. 2.2 Samples that compare the synthetic datasets used in this work when dealing with the
autonomous driving task.

Nevertheless, due to the variance in lighting and weather conditions across different
cities in the world and times of day, the dataset requires careful pre-processing and
augmentation to achieve robust performance.

A2D2

A2D2 [109] comprises 41,280 frames and provides semantic segmentation annota-
tions for 38 categories. It encompasses data captured in the south of Germany across
highways, country roads, and cities, in varying weather conditions ranging from
cloudy to rainy and sunny.

GTA S

GTA 5 [4] includes a total of 24966 synthetic images with pixel-level semantic
annotations. These images were created by rendering the open-world video game
Grand Theft Auto 5 from a car perspective in virtual American cities. The dataset,
thought for autonomous driving application, includes 19 semantic classes, which
are compatible with the classes used in the Cityscapes dataset. The original images
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size corresponds to 1914 x 1052 resolution. The GTAS dataset does not capture all
aspects of the real world, thus creating challenges when used to adapt to real-world
scenarios. Moreover, GTAS has raised ethical concerns as it is based on a violent
video game and may be seen as promoting violence. This can make it difficult for

researchers to justify using the dataset in their work.

SYNTHIA

SYNTHIA [5] is distinguished by more than 200k photo-realistic frames produced
from a virtual city with accurate pixel-level semantic annotations. All of the images
are targeted for use in autonomous driving and exhibit a high degree of unpredictabil-
ity owing to scene diversity, a range of dynamic objects, camera views, numerous
seasons, and varying lighting and weather conditions. The "RAND-CITYSCAPES"
subset, which includes 9400 images, is often used for semantic segmentation tasks.
The original picture is 1280x760 in size. The 19 classes shared by Cityscapes are
considered for training, while the assessment is done on a subset of 13 and 16 classes,
following the standard technique used in [110] and [111], respectively. The datasets

contain scenes from a limited set of locations, which limits the diversity of the data.

Agriculture Vision

Agriculture Vision [46] consists of aerial images of farmlands that have been labeled
with 9 different categories, such as "Nutrient Deficiency," "Water," and "Weed Clus-
ters." This type of information is valuable for farmers and agricultural researchers,
as it can help them to better understand the patterns and anomalies in their fields and
make informed decisions about how to optimize yields. The dataset is designed for
aerial image analysis, with over 50,000 training images and almost 20,000 validation
images, and it includes both RGB and NIR (near-infrared) channels. The images
are already provided in tiled format, which means that they are divided into smaller,
512 x 512 pixel images for easier processing. One of the difficulties linked with
the Agriculture vision dataset is related to the variations in lighting that can lead
to shadows and lighting discrepancies, hindering the precision of the segmentation
models. Also, the low resolution due to the elevated altitude of image capture makes

it challenging to discern finer particulars of objects illustrated in the images. Ad-
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RGB Ground Truth

Agriculture-Vision

LoveDA

Fig. 2.3 Samples that compare the real-world datasets used in this work when dealing with
the aerial image analysis task.

ditionally, the aerial images may exhibit partially or completely obscured objects,
making it a struggle for models to adequately recognize and categorize them.

LoveDA

LoveDA [42] is a collection of images for land cover semantic segmentation in
remote sensing, specifically designed for unsupervised domain adaptation. The
dataset includes both urban and rural areas, allowing researchers to train and evaluate
machine learning models that can adapt to different types of environments. The
dataset was collected from 18 different administrative districts in China, and it
includes a total of 2522 images. The urban training set contains 1156 images,
while the rural training set contains 1366 images. Each image is supplied in a tiled
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format of 1024 x 1024 pixels, and they are annotated with seven different categories,

nn

such as "building," "road," and "waterways.". The LoveDA dataset presents similar

challenges as mentioned for Agriculture Vision.

2.3.2 Metric

All the experiments presented in Chapter 3 are evaluated using the standard mean
Intersection over Union [112] metric. The Intersection over Union (IoU) is a widely
used metric in computer vision for evaluating the performance of image segmentation
algorithms. It measures the overlap between the predicted output and the ground
truth annotations, and is defined as the ratio of the area of their intersection to the

area of their union:

__areaofoverlap __
IoU = area of union

Formally, let A and B be two sets representing the ground truth and prediction
respectively. The IoU can be defined as:

Intersection(A,B)  |ANB|
Union(A,B)  |AUB|

I0U(A,B) = 2.1)

Where |- | represents the cardinality of the set.

The mean Intersection over Union (mloU) extends the IoU metric by considering
multiple classes. Given N classes, for each class, the IoU between the predictions
and the ground truth is calculated and then the mean of these values is taken over
all classes. This provides a more comprehensive evaluation of the performance of
the segmentation algorithm, especially when dealing with datasets that have a large

number of semantic classes.



Chapter 3
Learning to see across domains

This chapter presents a variety of strategies to let the models more robust and be able
to learn and see across different domains. To begin with, we introduce a new synthetic
dataset called IDDA [6] specifically designed for autonomous driving, which can
be used to evaluate the model’s adaptation and generalization capabilities. Next,
we present a framework called PixDA [7] that enables learning across domains
with limited annotated target data. Additionally, we demonstrate that traditional
Semantic Segmentation networks may not be able to generalize and not suitable for
use in an aerial setting and we propose a solution called AIAS [8] to address this
issue. Finally, we leverage these techniques to develop a new model and domain
adaptation algorithm (HIUDA) [9] that are particularly robust and well-suited for
use with aerial images.
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3.1 The demand for data: IDDA

In this section we focus on the difficulty in creating large, annotated datasets for
semantic segmentation when applied to the autonomous driving task. One solution
to this problem has been the use of synthetic datasets, which are designed to help
develop algorithms that can handle the "visual domain shift" between training and
test data. However, the domain shift is a significant challenge even when using real
data, as the appearance of cities and the weather conditions can vary greatly between
different vehicles and even at test time for a single vehicle. Domain adaptation and
the effective use of multiple data distributions (source domains) are active areas of
research in this field. To support this research, in the following we present a new,
large-scale synthetic dataset for semantic segmentation featuring more than 100
different source visual domains. The dataset was created to explicitly address the
challenges of domain shift in various weather and viewpoint conditions, in seven
different city types. Through extensive benchmark experiments, we demonstrate the

open challenges for the current state of the art in this field.

Obtaining large amounts of labeled data for training and evaluating algorithms
for Semantic Segmentation can be a challenging task. Collecting images from a
wide range of driving conditions and manually classifying each image is both time-
consuming and costly [1-3], and the accuracy of the labels produced in this way
may vary. Synthetic datasets [4, 5], which are created using 3D graphics engines
and have perfect labeling, offer an alternative solution. However, models trained on
these virtual datasets often perform poorly when applied to real-world scenarios due
to the so-called "domain shift." To address this issue, techniques such as domain
adaptation and generalization [17] have been developed to improve the ability of the
Semantic Segmentation algorithms to handle changes in driving conditions. However,
it remains important to have diverse and large datasets with labeled data to support

the training and evaluation of these techniques.

The increasing interest in using Semantic Segmentation for autonomous driving
has led to the development of several datasets for this purpose. More datails in Table
3.1. Early datasets, such as CamVid [1, 2] and KITTI [113], contained relatively
few labeled images (less than 1k) in low resolution and with limited variability. The
release of Cityscapes [3], with 5k finely annotated and 20k coarsely annotated images,
established the first benchmark for testing Semantic Segmentation in autonomous

driving. This was followed by the development of larger datasets by academic
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Fig. 3.1 The IDDA dataset. An example with an RGB image and its corresponding semantic
and depth map.

researchers (BDD100K [107]), image providers (Mapillary Vistas [108]), and the
automotive industry (Apolloscape [114], A2D2 [109]).

Despite the availability of these datasets, none of them provides a good bench-
mark for evaluating the performance of a Semantic Segmentation network on a
different domain. Some datasets, such as CamVid, KITTI, and Apolloscape, lack
variability as they only contain images from a single city or viewpoint. Others, such
as Mapillary Vistas and BDD100K, offer scene diversity but do not provide a way to
easily select scenarios from different domains, or Virtual KITTI [115], which only
includes a small number of images per scenario, are difficult to use for evaluating
domain adaptation approaches.

The challenge of collecting and labeling large quantities of images with a wide

range of conditions has led to the creation of datasets based on 3D game engines
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Table 3.1 Summary of the most popular datasets for Semantic Segmentation

Dataset Year Size Depth z)elizlllsl)t ion FoV #Cls 1;::::2?:::; #P::;lso(t;t)g;l #Domains zi::ga:‘gsisene)
Real-World Dataset
CamVid 2008 701 No 920x720 - 32 60 0.62 1 -
KITTI 2012 400 Yes 1392x512 - 33 - 0.07 1 -
Cityscapes 2016 ggkﬁl‘sme No  2048x1024  90° 33 20 gég 50 160
Mapillary
Vistas 2017 25k No >1920%x1080 - 66 94 - 1 -
BDD100K 2018 10k No 1280x720 - 40 - - 1 -
ApolloScape 2018 144k Yes 3384x2170 - 25 - - 3 29k
A2D2 2019 41k No 1920% 1280 120° 38 - - 23 1.7k
Synthetic Dataset
Virtual KITTI 2016 21260 Yes 1242 %375 29° 14 - - 50 426
gzg::::gjgf 2016 ééglkOO Yes  960x720  100° 13 Instant  147.5 ;1 o
GTA 5 2016 25k No 1914x 1052 - 19 7 50.15 1 -
IDDA 2020 1M Yes 1920x1080  90° 24  Instant 2087.70 105 16k

such as SYNTHIA [5] and GTA 5 [4]. These datasets also allow for the creation of
finely annotated images without the cost of manual labeling. However, even these
datasets have limitations when it comes to evaluating domain adaptation, as GTA 5
does not currently offer the option of selecting scenes from different domains, and

SYNTHIA-Seqs only contains low-resolution images and a limited number of labels.

That is the reason why we introduced the ItalDesign DAtaset (IDDA)!, which is a
large synthetic dataset comprising over one million labeled images across more than
100 different scenarios, including 5 viewpoints, 7 towns, and 3 weather conditions.
This diversity allows for a thorough analysis and benchmarking of the performance of
current and future state-of-the-art Semantic Segmentation architectures, particularly

in the context of Domain Adaptation tasks.

In comparison to these prior datasets, IDDA offers multiple, easily and separately
selectable domains. Along with each RGB image, the dataset also includes its
corresponding depth map and high-quality semantic annotation for a total of 24
semantic classes, as shown in Figure 3.1 and Figure 3.2. We decided not to record

LIDAR data for memory consumption constraints since the dataset weights around
4,7TB.

"Download at: https://idda-dataset.github.io/home/


https://idda-dataset.github.io/home/
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Fig. 3.2 Samples for any instance of variety provided by the IDDA dataset. On the row
the 5 viewpoints (Audi, Mustang, Jeep, Volkswagen T2 and Bus), on the column the 7
environments (from Townl to Town7). Images iterate over the 3 weather conditions (Clear
Noon, Clear Sunset and Hard Rain Noon).

3.1.1 The dataset
Data Creation

We generate IDDA by using the CARLA simulator [116], respectively the versions
0.8.4 and 0.9.6. CARLA is an open-source project that is designed to support the
development and testing of autonomous driving systems. One reason we chose
CARLA is because it offers a high level of customization, including the ability to
set the number of pedestrians and vehicles, the environment conditions, the map,
and the speed of the simulation. Additionally, CARLA utilizes the Unreal Engine
4, which is a leading technology in computer graphics. CARLA has a client-server
architecture, with the client controlling a specific agent, that is called player, and the

server simulating the rest of the world and the other agents.

Our client is able to start new simulations (called "episodes"), setting automati-
cally the parameters and meta-parameters each time. The number of frames captured
by the player in each episode is determined by the size of the town, with smaller
towns resulting in fewer images. To create a variety of traffic scenarios, each episode
is initialized with a random number of vehicles and pedestrians ranging from 20
to 150 and O to 100, respectively. Additionally, players are spawned in different
locations, and the distribution of vehicle models and colors changes from episode to
episode. These choices were made to reduce the occurrence of deadlocks and ensure
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that the player is not stationary for extended periods of time. Overall, these factors
help ensure that the collected data is diverse and rich. The client also specifies which
sensors are equipped on the player vehicle. For the creation of the dataset, we used
an RGB camera, a semantic segmentation sensor, and a depth sensor, all with a field
of view (FoV) of 90 degrees. The semantic segmentation sensor produces pixel-wise
labeled images based on the object blueprints in the Unreal Engine, and the depth
sensor provides images that encode depth in the three channels of the RGB color
space (R > G > B). The actual distance in meters is calculated using the following

formula:
R+ G x 256+ B x 2562

distance = 1000 x 7567 1

The sensors are mounted on the player’s windshield, approximately at the height
of the rear-view mirror. To collect the data, we used five different player vehicle
models (two sport cars, a jeep, a minivan, and a bus), which resulted in a range of
camera heights from 1.2 to 2.5 meters. The portion of the image occupied by the
player’s hood also varies depending on the vehicle model, ranging from 11.08%
to 13.99% when the hood is visible (on sedans and jeeps) and being 0% in the
other cases. All of the sensors are synchronized to capture a frame every 3 seconds,
resulting in episodes that last from 3 to 4 minutes of simulation time. When a frame is
captured, six frames are stored simultaneously: one RGB frame, three depth frames
(raw, grayscale, and log-grayscale), and two semantic frames (raw and colored using
the Cityscapes color palette). The RGB camera also has post-processing effects
applied, such as bloom, lens flare, and motion blur, to increase the realism of the
images. For the acquisition of the dataset we chose not to stop the capture when the
vehicle was waiting at traffic lights stop due to the limited amount of traffic lights

across the environments.

Data Description

The IDDA dataset consists of 1,006,800 frames and took approximately two weeks
to be created using two workstations, each equipped with a single NVIDIA Quadro
P5000 GPU with 16GB of memory. The total of 1 million images is the result of
the fact that our dataset is composed of several domains and each of these has a
dimension of about 16K images. We wanted to have enough data for each individual

scenario having a reasonable number of images for train/val/test splits. In terms of



32 Learning to see across domains

60
. "
06_CN_| B
MMOGYCN_V

40

€06 A TO1 HRN_M
G~S ==

) £T0E~3uCS v,
HRN B° AR08 cs
- X8
_— 'T03 WeS | Hoianes v
3 HRNA &- :7’
. %W"#u"‘ﬁm HRN_A-
t_ @5 oo 64 cs
%’07 HRN*‘& T02 CN Mgg
- TO1_CS_M
{ ‘T 7.0 A T044HRN M e
- -‘Q‘gm‘ HRN. M °*
TOSJCN B
% {;&T 5 c N@gmnw M
‘ . 0388
WL e ToslCN M o S 9
702, ER2VN_BY TO/AHRN_V Tm _CNJ T07 csB
ﬂ cwr\oisI e .&;& To
» AI07.C5. v
Mol CN_A 102:cs ﬁ;é?“ CNA T03_CS_M TO6 cs&sﬂ . a-
a o7 cs:M TOI“CS it cs v
05 CN'A ;A

T ' T06 cs "V X
} ¥ .
4 ,,],04 CSIM 39
# 06_CN & Kf U
ﬁ 4 o 6_HRN _»;

20

.&ff‘s?mm
.

7_CN

- ‘4 _CN_A "TO1_HRN,V
i, 9% . .+ T01 HRN B
T02. C . £ TOL HRN_|
' -1 07.CS_A g
ﬁoe cs )
a- TOGECS M
60 oL cs .
-l. g
—-60 -40 -20 0 20 40 60

Fig. 3.3 The tSNE representation of the 105 different IDDA’s scenarios. Circled the sub-
domains that are used for the experiments.

the number of frames, IDDA is significantly larger than other datasets such as GTA
5 [4] and SYNTHIA [5], and it is more than five times larger than the semantically
annotated images in KITTI [113]. IDDA features 105 scenarios, as shown in Figure
3.2, created by varying three aspects of the simulation:

* Town: The frames in the dataset are collected from seven different towns.
Towns 1 and 2 (TO1 and TO02) are characterized by 2.9 km and 1.4 km of
drivable roads with buildings, bridges, vegetation, terrain, traffic signs, and
various kinds of infrastructure. Towns 3, 4, 5, and 6 (T03, T04, TO5, and T06)
are characterized by complex urban scenes with multi-lane roads, tunnels,
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roundabouts, freeways, and connection ramps. Finally, Town 7 (T07) is
different from the others because it depicts a rural countryside with narrow
roads, fewer traffic lights, and many non-signalized crossings. We believe that
this entirely different domain is an important novelty provided by our dataset
for the autonomous driving task. All seven towns are populated by vehicles
and pedestrians.

* Weather: We considered three weather settings that are significantly different
from each other: Clear Noon (CN), characterized by bright daylight; Clear
Sunset (CS), with the sun low above the horizon and pink/orange hues; and
Hard Rain Noon (HRN), with a cloudy sky, intense rain, and puddles that
cause reflections on the ground.

* Viewpoint: The third parameter that we varied to create the scenarios is the
player vehicle. For each vehicle, we positioned the sensor system approx-
imately at the height of the rear-view mirror. We used five player vehicles
that differ significantly in their height and shape, including an Audi TT (A),
a Ford Mustang (M), a Jeep Wrangler (J), a Volkswagen T2 (V), and a bus
(B). This choice not only results in images with distinct perspectives, but also
ensures that the hood of the player vehicle, if visible?, is different in both
shape and color. To the best of our knowledge, the inclusion of images from
the perspective of not only cars but also jeeps, vans, and buses is a unique
feature of IDDA and adds a new dimension of variability.

One of the main objectives in the development of IDDA was to create a dataset
that was competitive in terms of the variety of recognizable items within a scene.
Specifically, we aimed to increase the number of semantic classes provided by the
simulator to be as close as possible to those found in Cityscapes or GTA 5. To
achieve this, we made modifications to the 3D maps and the source code of the
simulator so that each static and dynamic element would be labeled and tagged
before being spawned in the virtual world. This approach allowed us to increase
the number of tags provided by the simulator from the original 13 to a total of 24
semantic classes. The distribution of these classes in the IDDA dataset is shown in
Figure 3.4, where it can be seen that the most prevalent classes are building, road,
vehicle, vegetation, terrain, and sky. Additional useful statistics are summarized in
Table 3.1.

The hood is not visible in the case of the bus and the Volkswagen T2.
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Fig. 3.4 Number of high-quality annotated pixels (y-axis) per class (x-axis).

3.1.2 Experiments

To showcase the key features and potential applications of IDDA, we conducted
two experiments. In the first one, we aimed to verify that the scenarios available in
IDDA can be used to effectively evaluate and benchmark the ability of the Semantic
Segmentation methods to adapt to domain shifts in driving applications. To do
this, we selected several state-of-the-art networks, both with and without domain
adaptation, and we measured the performance degradation when the train and test
sets were taken from different scenarios. In the second experiment, we used the
scenarios available in IDDA to investigate how different data distributions in the
synthetic source domain can impact the performance of a network on real target
domains, such as Cityscapes, BDD100K, Mapillary Vistas, and A2D2. For this
purpose, we used the same networks from the first experiment but tested them on

these real-world datasets.
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Compared Methods

We conducted experiments using four state-of-the-art Semantic Segmentation archi-
tectures:

* PSPNet [26]: it expands the capabilities of Feature Pyramid Networks (FPNs)
by employing dilated fully convolutional networks and global pyramid pooling

to capture pixel-level features;
* PSANet [117]: it incorporates long-range contextual information;

* DeepLab V3+ [29]: with respect to the DeepLab V3, which introduces mod-
ules that use atrous convolution in cascade or parallel and an augmented
version of the Atrous Spatial Pyramid Pooling, it also uses the Xception model

and depthwise separable convolution to enhance its capabilities;

* DeepLab V2 [27]: it introduces atrous spatial pyramid pooling (ASPP) to
segment objects at multiple scales and improve the localization of object
boundaries by combining techniques from deep convolutional neural networks
(DCNNSs) and probabilistic graphical models through the implementation of a
fully connected Conditional Random Field (CRF).

All of these networks have a ResNet-101 [118] as a backbone. The DeepLab V2
serves as the main building block for the remaining four Domain Adaptation models

included in our experiments:

* ADVENT [111]: it solves the unsupervised domain adaptation task adversari-

ally by introducing losses based on the entropy of pixel-wise predictions;

* DISE [64]: it separates images into domain-invariant structure and domain-

specific texture representations for label transferring;

* CLAN [63]: it focuses on preserving local semantic consistency while align-
ing global distributions to reduce the negative transfer effect of misaligned

features;

* DADA [119]: it proposes an adversarial training method that utilizes the same
entropy minimization approach introduced by ADVENT and leverages the

knowledge of dense depth map in the source domain.
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Table 3.2 IDDA Scenarios Distances

Case

Distance Function Viewpoint Change Weather Change City Change

Euclidean 2.7604 5.6555 6.4551
Cosine 0.2590 1.2633 1.0586
Bhattacharyya 0.0149 0.0337 0.0426
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Fig. 3.5 The tSNE representation of the 5 chosen scenarios to assess IDDA.

Implementation and Training Details

For our experiments, we used the hyperparameters reported in the original papers
for each network to ensure a fair evaluation of their performances. For the Domain
Adaptation architectures, we used the official implementation provided by the authors,
while for the Semantic Segmentation part of the experiments, we used PyTorch
re-implementations. To better compare with Cityscapes, which is the main real
dataset for evaluating Semantic Segmentation in autonomous driving, we excluded
ambiguous classes (dynamic, static, other) and those not present in the reference
dataset (road line) from our experiments, resulting in a total of 16 labels as shown in
Figure 3.4. To quantify the distance between the source and target domains (similar
to 3.1 in [120]), we extracted features using a ResNet-101 [118] model pretrained on
ImageNet from the first 500 samples of each domain and reduced the dimensionality

using PCA on the first 50 principal components. We then calculated the mean-feature
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Table 3.3 IDDA vs IDDA Experiment Results

Scenarios (% mloU)

Semantic Segmentation Networks
Viewpoint Change Weather Change City Change

Source: TO1 CS A TO1 CS1J TO1 HRN A
Target: TO1 CSJ TO1 HRNJ T07 HRN A
DeepLab V2 62.6 40.2 21.7
w/o DA DeepLab V3+ 64.9 339 14.3
PSPNet 67.3 29.7 14.6
PSANet 66.9 33.6 15.5
DeepLab V2 (source=target) 79.1 78.3 78.0
DADA 66.4 55.9 36.5
w/DA  ADVENT 68.4 61.1 39.3
CLAN 70.3 65.5 41.2
DISE 73.6 71.9 46.7

vector for each domain and measured the Euclidean and Cosine distances, as well as

the feature-wise Bhattacharyya distance.

IDDA vs IDDA Results

We evaluated the ability of the selected networks to adapt to a new domain by testing
them in three cases that covered three different types of variability: viewpoint change
(from source A to target J), weather change (from source CS to target HRN), and
background change (from source TO1 to target TO7). We used the method described
above to measure the distance and difficulty of these cases (see Table 3.2). As a
visual confirmation, we used tSNE to project the features extracted with ResNet-101

into a 2D space (see Figure 3.5).

The results of the experiments are shown in Table 3.3. As expected, the shift
across cities, made even more challenging by the rainy weather condition, resulted
in a higher degradation in performance than the other two experiments. In the town
shift, the Semantic Segmentation networks struggled to correctly classify the scene
and their accuracy dropped as low as 22.0%. In this case, domain adaptation (DA)
produced a considerable boost, with an average accuracy of around 41.0%. This

trend was also observed in the shift across weather conditions, but since the gap
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a) RGB b) Ground Truth

¢) DeepLab V2 d) DeepLab V3+

e) PSPNet f) PSANet

g) DADA h) ADVENT

i) CLAN 1) DISE

Fig. 3.6 Qualitative results for the viewpoint shift experiment.

between the source and target domains was smaller, the resulting average mloU was
34.4% (without DA). In this case, Domain Adaptation performed well, resulting in an
average accuracy of 63.6%. The viewpoint change proved to be the best performing
set of experiments, with the addition of Domain Adaptation increasing the average
accuracy by only 4.3%. Among all of the Domain Adaptation networks, DISE
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b) Ground Truth

e) PSPNet f) PSANet

g) DADA h) ADVENT

i) CLAN 1) DISE

Fig. 3.7 Qualitative results for the background shift experiment.

proved to be the most capable, while the depth information exploited by DADA did
not seem to improve the performance.

The Figures 3.6 and 3.7 illustrates some qualitative results of our experiments.

Looking at the output produced, we can identify two interesting problems that seem
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Table 3.4 Distances between IDDA and Real-world datasets

Distance Dataset
Function Cityscapes BDDI0OK Mapillary A2D2
Euclidean 7.4419 7.6177 5.4493  6.3874
]ée“ Cosine 1.3582 1.6209 1.2924  1.0589
ase
Bhattacharyya  0.0552 0.0502 0.0106  0.0447
Euclidean 8.2360 7.7618 49548  7.0150
?"’“t Cosine 1.5465 15526 09147  1.1849
ase
Bhattacharyya  0.0498 0.0381 0.0267  0.0387
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Fig. 3.8 The tSNE representation of the distributions of synthetic and real datasets.

to affect the Semantic Segmentation networks and their generalization capability.
In the viewpoint change, all the Semantic Segmentation models without Domain
Adaptation struggle to classify the portion of the image occupied by the hood of
the vehicle, improperly classifying it as a building. Additionally, when changing
the scenario and moving to a countryside scene with vegetation in place of roadside
and sidewalks (the "city change" case), we observe that all the networks (with the
exception of DeepLab V2) learned and memorized the pattern "building-sidewalk-
road" of the source scenario during training. As a result, when transitioning to a new
environment, especially a rural one, they struggle to adjust and often mistake the
terrain for a sidewalk.
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Table 3.5 Synthetic vs Real Experiment Results
*considering only 13 labels

Target
Cityscapes BDDI100K Mapillary Vistas A2D2*

Source Networks

Same as target

(baseline) DeepLab V2 62.9 52.7 67.6 65.4
DeepLab V2 32.7 24.2 36.1 32.1
DADA 33.1 29.6 37.3 38.6
Best case
ADVENT 35.3 33.2 37.0 42.6
CLAN 39.3 33.5 394 44.3
DISE 421 40.1 41.7 46.7
DeepLab V2 16.8 17.5 27.1 29.8
DADA 23.7 23.5 32.6 36.2
Worst case
ADVENT 23.8 27.0 30.1 38.6
CLAN 25.8 30.7 30.9 42.7
DISE 31.3 314 33.7 45.5

IDDA vs Real-World Datasets Results

With the previous experiments we have demonstrated the limitations of the current
state-of-the-art Semantic Segmentation networks and how IDDA could be a pow-
erful tool for validating the adaptation performance to a domain shift in driving
applications.

We then move on to evaluate the performance of the networks that were trained on
IDDA as synthetic data on a real datasets. Specifically, we consider two cases: a "best
case" and a "worst case." The "best case" consists of 29,952 samples that are selected
from urban environments, have a car-like point-of-view and clear weather conditions,
and are stratified to ensure similar environmental conditions to the target domains.
The "worst case" consists of 40,128 samples that are taken from a countryside town,
have a hooded and a non-hooded point of view, and are taken in rainy conditions.
These samples are intended to have a higher visual discrepancy with respect to the

target samples.
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a) RGB b) Ground Truth

¢) ADVENT f) CLAN

g) DISE h) Baseline

Fig. 3.9 Examples of the results when testing on real datasets in the best case scenario.

Table 3.4 and Figure 3.8 demonstrate the distance between the distributions of
the synthetic and real datasets, both numerically and visually. When evaluating the
performance on the target datasets, we only considered labels that are shown in
Figure 3.4 and labeled all four-wheeled vehicles as our semantic class "vehicle." For
the A2D2 dataset, we only considered 13 labels due to labeling inconsistencies with
IDDA, such as the absence of the "rider" and "wall" classes and the combination of

the "vegetation" and "terrain" classes.

The results of our comparison between the synthetic and real datasets are pre-
sented in Table 3.5. When using Semantic Segmentation-only architecture (DeepLab

V2), we observe an average drop in performance of 30.1% in the best case (excluding
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b) Ground Truth

g) DISE h) Baseline

Fig. 3.10 Examples of the results when testing on real datasets in the worst case scenario.

the A2D2 experiments due to differences in evaluation setup). As shown in Figure
3.9¢ (best case), the network has difficulty distinguishing between buildings, roads,
and sidewalks, although it performs acceptably in recognizing pedestrians. Among
the domain adaptation approaches, DISE proves to be the most effective. However,
the gap with the baseline is still significant, and the improvements introduced by

domain adaptation are not sufficient to achieve acceptable performance.

Interestingly, it appears that the additional depth information exploited by DADA
is only helpful in Mapillary. In the worst case, the domain shift is much more
severe, with a maximum drop of 46.1% when tested on Cityscapes. In this case,

the Semantic Segmentation-only network fails to even identify the road, instead
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confusing it with "terrain" (see Figure 3.10c, worst case). This may be due to the
significant textural differences between the source and target domains. The impact of
domain adaptation is visually significant, but numerically we see that even the best-
performing architecture does not approach the baseline. We also note that in both
Cityscapes and BDD100K, the best-performing domain adaptation approach (DISE)
almost doubles the performance of the Semantic Segmentation-only architecture, but
has a much smaller increase in performance for Mapillary. This suggests that the
higher the performance of the Semantic Segmentation-only networks, the lower the

impact of domain adaptation.

Looking at the A2D2 results, the Semantic Segmentation-only architecture shows
a drop in performance of an average of 34.4% when considering the best and worst
cases. The domain shift in the worst case is slightly less severe than in Cityscapes and
BDD100K, and more similar to Mapillary. This may be due to the higher presence
of roads outside of urban areas, reducing the difference between the A2D2 and worst
case distributions.

3.1.3 Findings

In this section we introduced IDDA, a synthetic database designed specifically for
supporting research on domain adaptive semantic segmentation for autonomous
driving. It is the largest existing dataset for this purpose, with 105 different domains.
As demonstrated in the experimental section, IDDA is well suited for benchmarking
a wide range of domain adaptation cases, due to the domain gap that exists both

within IDDA and with respect to a real dataset.
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3.2 Learn from limited data: PixDA

In this section we focus on the cross-domain few-shot scenario applied to the au-
tonomous driving task, where we have limited access to real-world annotated images
but a larger number of annotated synthetic images. This setting presents a challenge
when it comes to aligning the domains, as there is often a class imbalance in the
segmentation data that can lead to overfitting for well-represented classes and ne-
glect of underrepresented ones. To address this issue, we introduce a new approach
called Pixel-By-Pixel Cross-Domain Alignment (PixDA). This framework includes a
pixel-by-pixel domain adversarial loss that aims to (1) align pixel-wise the source
and target domains, (2) prevent negative transfer on those pixels that are correctly
classified from the model, and (3) regularize the training of underrepresented classes
to avoid overfitting. Additionally, we use a sample selection method that helps
balance the source and target data and a knowledge distillation strategy to prevent
overfitting to the few available target images. Through experiments on synthetic-to-
real benchmarks, we show that PixDA outperforms previous state-of-the-art methods

in 1-5-shot settings.

There have been efforts to address the issue of domain shift through unsupervised
and semi-supervised approaches, but these still require a large number of images
from the real domain, which can be a significant obstacle [121, 122]. An alternative
solution is to consider a few-shot setting, where only a small number of annotated
images from the real target domain are needed, rather than relying on a larger
number of unlabeled images. Few-shot learning has been studied in a variety of
visual learning contexts as depicted in Chapter 2.2.3. One of the main challenges
of this approach is dealing with the inherent imbalance between source and target
data [123]. In the case of semantic segmentation, this challenge is exacerbated by
the pixel-wise imbalance among segmented classes. Some classes may be very
frequent and take up a large amount of space (e.g., sky, road), while others may
be rare and occupy a small area (e.g., traffic signs). This means that the number
of pixels per class in the target domain can vary significantly, with some classes
being poorly represented or even absent. This imbalance is more pronounced in
semantic segmentation than in other problem settings, which can cause image-wise
adversarial training methods to focus on aligning well-represented classes, leading
to less accurate mapping of underrepresented classes in the target domain, as you

can see from the Figure 3.11.
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Target Domain Pixel-By-Pixel Adversarial Learning (Ours)

Image-wise Adversarial Learning

Fig. 3.11 A comparison between traditional image-wise adversarial training (bottom) and
our approach, which analyzes each pixel individually (top). By prioritizing pixel alignment
based on class imbalance and network classification confidence, our method PixDA achieves
higher accuracy, particularly for underrepresented semantic classes such as traffic signs,
riders, and bicycles. This is in contrast to common image-wise adversarial training, which
may not effectively address class imbalances and may result in less accurate mapping of
these types of classes.

We believe that addressing the challenge of cross-domain few-shot learning
in semantic segmentation requires considering the intrinsic pixel-wise nature of
class segmentation. In this context we present the Pixel-By-Pixel Cross-Domain
Alignment framework that we named PixDA3, which utilizes a novel pixel-wise
discriminator and modulates the adversarial loss for each pixel to:

* align the pixel-wise source and target domains;

* prevent further alignment of correctly represented pixels and reduce negative

transfer;

* regularize the training of underrepresented classes to avoid overfitting.

The pixel-wise adversarial training is aided by a sample selection procedure that
helps balance the source and target data by gradually eliminating samples from the

3Code can be found at: https://github.com/taveraantonio/PixDA
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source domain. These two mechanisms work together in an end-to-end training
process. We evaluate our architecture on the standard synthetic-to-real benchmarks,
GTA 5—Cityscapes and SYNTHIA—Cityscapes, where it sets new state-of-the-art

SCOres.

3.2.1 Methodology
The Pixel-Wise Adversarial Loss

Several techniques for domain adaptation in semantic segmentation have been de-
veloped to address the issue of domain shift, including those described in [62—64].
These approaches aim to resolve the discrepancy between source and target domains
by using adversarial alignment of the features extracted from both domains. The
standard approach, first proposed in [124], involves a min-max game between the
segmentation network and an image-wise domain discriminator. In the context of
this game, the role of the discriminator is to determine the domain that a particular
feature belongs to. On the other hand, the segmentation network endeavors to ren-
der the source and target features indistinguishable, making it challenging for the

discriminator to make accurate predictions.

Since the domains are analyzed and aligned from a global perspective, the
discriminator may not consider parts of the scene that only contain a few pixels of
small classes, and instead focus mainly on well-represented classes. As a result,
adversarial training may primarily align large, well-represented classes, causing
negative transfer [63] for other classes and leading to poor adaptation. This problem
is exacerbated in the few-shot scenario due to the mismatch in the number of images
between the source and target domains, as well as the possibility of some target

semantic classes being underrepresented or even absent.

To mitigate the issue of class imbalances and minimize the negative transfer
effect, we present a novel adversarial loss that focuses on each pixel individually,
rather than working at a global level. This is demonstrated in Figure 3.12. Our goal

is to prioritize and improve pixel alignment using three criteria:

* align the source and target domains;
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Fig. 3.12 The PixDA method uses adversarial learning to improve pixel-level accuracy in
image segmentation. This is achieved by introducing a new pixel-wise discriminator that
computes the adversarial loss. The adversarial loss at each pixel is influenced by two factors:
S and B. § evaluates the model’s capability to accurately depict the pixel in question, while
B assigns a weight to each pixel based on the prevalence of its semantic class in the dataset.
These two terms work together to weight the contribution of the adversarial loss at each pixel.
The source domain is represented by yellow lines, while the target domain is represented
by blue lines. This approach helps to improve the generalization of the model to the target
domain by considering the specific characteristics of each pixel and the class it belongs to.

» prevent further alignment of correctly represented pixels to limit negative

transfer;

* regularize the training of infrequent classes to avoid overfitting.

To achieve this, we exploit a pixel-wise discriminator whose aim is to determine,
for each pixel, which domain it belongs to. The domain discriminator is a modified
version of the DCGANSs [125] in order to be lighter and more efficient. The discrimi-
nator D is trained to distinguish whether the features are sourced from the source

domain or the target domain. Formally, we minimize the following loss:
Lp (x5, %) = — Y log D;(fo(x)) +log(1 — Di(fo(x:))), 3.1
ics
where D is the discriminator, and D;(x) indicates the probability that pixel i belongs

to the source domain.

We propose a novel adversarial loss function, denoted as Lpixady, Which aims to

address the negative transfer effect that can occur when using a pixel-wise discrimi-
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nator without considering the class imbalance problem. The Lpixagy l0ss function is

designed to align each pixel according to its importance, and is given by equation
(3.2):

LPledv(xtuyt |ﬂ| Z S Xt,yt yt logD (fe(xt)) (32)
i€y

In this equation, S;(x;,y;) is a measure of the network’s ability to represent each
pixel i and is given by equation (3.3):

Si(xt,y:) = —yilog pii(x;), (3.3)

where pYii(x) is the probability for class y; at pixel i. Large values of S; indicate that
the network is misrepresenting pixel i, while small values indicate that the network

is able to correctly represent and classify it.

On the other hand, the term B;(y,) in equation (3.2) aims to re-balance the
contribution of each class based on their frequency in the target dataset and is given

by equation (3.4):

Bi(y;) =1— ly; = yi, (3.4
oL e

where 1 is the indicator function, equal to 1 when y; and y; are equal and 0 otherwise.
Values of Bi close to 1 correspond to a class that is misrepresented, while values near
to 0 correspond to a well-represented semantic class. The term B is essential because
the target domain usually has numerous pixels of some classes (e.g., road, sidewalk,
sky) but very few of other classes (e.g., train, person). By using the B term, we are

able to balance the classes and achieve a more effective adaptation.

Intuitively, the domain alignment for each pixel is modulated by the combination
of S and B, measuring respectively how well a pixel classification is accurate and
its frequency and thus providing more (1) or less ({) strength to the adversarial loss

according to the following scenarios:

e 1 1: for high values of S; (poorly represented) and high values of B; (infrequent

class);

* 1: for high values of §; (poorly represented) but low values of B; (frequent

class);
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 |: for low values of §; (correctly represented) but high values of B; (infrequent

class);

e | |: for low values of §; (correctly represented) and low values of B; (frequent

class).

The total loss function for training the segmentation network can be expressed
as:

Xk| xg(klzseg Xg,Ys) + X x;(llaseg (x1,¥1) + ALpixady (X2, 1) (3.5)
where A is a weighting hyperparameter, Xsk is a subset of the source dataset X; that
has been selected using our sample selection procedure, Lpixady 1S the proposed
adversarial pixel-wise PixAdv loss term, while Ly, represents the segmentation loss
(focal loss) that is defined as:

Lgeg(x,) A j| ;ﬂ x))"log(p)(x)) (3.6)

with (1 — p)'(x))? is its modulating factor.

The Sample Selection procedure

The synthetic source dataset used in our method may contain samples that are signif-
icantly different from the target domain, such as those with different perspectives
or illumination conditions. Using these samples to train the model could lead to
negative transfer and negatively affect the model’s performance on the target dataset.
To address this issue, we propose a sample selection approach that works in collabora-
tion with the PixAdv loss to enhance the utilization of the source data by pinpointing

and selecting source samples that are more analogous to the target domain.

To achieve this, we train a global image-wise domain discriminator D, simultane-
ously with the segmentation model. The discriminator is used to distinguish between
source and target images and to capture both semantic and visual information about

the domains. The loss function for the discriminator is defined as:

Lp, (xs,x1) = —log Dy(fa(x;)) —log(1 — Dy(fa(x,))). 3.7)
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Fig. 3.13 Our method includes a sample selection mechanism that helps to ensure that the
model is only trained on source samples that are most similar to the target domain. This
is achieved by subsampling the source dataset at each epoch k and selecting only those
images that are deemed to contain information relevant to the target domain. For example,
images with different perspectives or lighting conditions relative to the target data may be
discarded, as they are less likely to be useful for improving the model’s performance on the
target dataset. The illustration in the top-left corner of the figure shows the sample selection
process, while the bottom-right corner shows examples of source samples that might be
discarded due to their differences from the target data.

At each epoch k, we use the domain discriminator to predict the likelihood that a
source image contains relevant knowledge to be transferred in the target domain, and
use this prediction to select a subset X* of source images to retain from the previous
epoch. Specifically, we include an image x; € Xsk_1 in Xsk if Dg(xy) < &, where J is a
predefined threshold. As training progresses, we gradually increase the threshold to
select an ever-decreasing number of relevant samples, as shown in Figure 3.13.This
helps to ensure that the model is only trained on source samples that are most similar
to the target domain, which can improve the model’s generalization to the target

dataset.
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The last fine-tuning

When the adversarial training process is completed, we can further take advantage
of the available semantic information in the target data to improve the network’s
representation and confidence. However, simply fine-tuning the model on the target
data may lead to overfitting to the few target images available. To avoid this issue,
we use a knowledge distillation strategy to regularize the training of the segmentation
model, which we refer to as the student network, using the output of a frozen copy
of the same network, which we refer to as the teacher network.

The student network is trained to minimize the following loss function:

1

X | Z Lseg(xt,yt)+7Ldekd(Xz,feT,fes)7 (3.8)

Xt GX[

where Ly, is the focal loss function, A4, is a weighting parameter, and Ly is the

distillation loss defined as:

f9r (xt)

T

Lkd = —G( )10g6(f95(xt)), (39)

where o represents the softmax function, and 7 is a temperature parameter, as in
the original knowledge distillation method [126]. The knowledge distillation loss
helps to regularize the training of the student network by encouraging it to produce
outputs that are similar to those of the teacher network, which has already been
trained using the adversarial learning process and is better aligned with the target
domain. This can help to prevent overfitting to the target data and improve the

generalization of the model.

3.2.2 Experiments

To evaluate the effectiveness of our approach, we conducted experiments on two
widely used benchmarks for synthetic-to-real domain adaptation in the literature:
GTA 5—Cityscapes (as described in [4]) and SYNTHIA —Cityscapes. (as described
in [5]). Both of these benchmarks utilize the Cityscapes dataset [3].
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Implementation and Training Details

Our main segmentation module is DeepLab V2 [27] with a ResNet101 [118] model
that has been pre-trained on the ImageNet dataset. We have also developed a
pixel-wise discriminator, which is a fully convolutional model with two 3x3 kernel
convolutional layers, each with a stride of 1 and padding of 1, followed by a final 1x1
kernel convolutional layer with a stride of 1 and padding of 0. The channel numbers
for the three layers are 64, 128, and 1, respectively. The image-wise discriminator is
a fully convolutional model with five 4x4 kernel convolutional layers, each with a
stride of 2 and channel numbers of 64, 128, 256, 512, and 1. Both discriminators
include a Leaky ReLU activation function with a negative slope of 0.2 after each
layer except the final one. We implemented our method using PyTorch and ran
it on two NVIDIA Tesla V100 GPUs with 16GB of memory each. The batch
size for training the segmentation model was 4, and we used SGD with an initial
learning rate of 2.5-10~* and a "poly" learning rate decay with 0.9 set as power,
momentum of 0.9, and weight decay of 0.0005. The discriminators were trained
using the Adam optimizer with a learning rate of 10> and the same decay schedule
as the segmentation model, with momentum values of 0.9 and 0.99. To address the
low-level visual domain shift between the source and target domains during both
the adversarial training and sample selection phases, we applied the parameterless
FFT style translation algorithm from FDA [59] to each source image. Our training
process started with a pre-trained model of the segmentation on source data and
proceeded until the sample selection module identified pertinent source images for
the next epoch. The final fine-tuning section lasted for 200 iterations. We set the
value of A to 0.1 for GTA 5 and 1 for Synthia. The sample selection threshold & was
set to 0.4 and doubled at every epoch, and we set A;; = 0.5 and T = 0.5. The test

was conducted without any post-processing.

Compared Methods

In our comparison, we consider several baselines including a Source Only (SO)
model, which is a network trained only using the source dataset, a Joint Training (JT)
baseline that trains the model for 4 epochs using a combination of source and target
images, and a Fine-Tuning (FT) baseline that fine-tunes the Source Only model for

30k iterations on the target domain. All of our method, JT, and FT make use of the
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Focal Loss to compute segmentation accuracy. Additionally, we report results for

three state-of-the-art methods:

* FDA [59]: it introduces a technique to reduce the distributional difference
between the source and target domains by exchanging their low-frequency

spectra;

* NAAE [123]: it employs weighting networks to evaluate the similarity between

synthetic and real pixels and selectively learn from both data sources;

* FSDA [18]: it utilizes a two-stage adversarial network that includes a scene

parser and two discriminators.

The FDA [59] and NAAE [123] methods are implemented using the same hyper-
parameters as in their original papers, with the exception of replacing the target train
set with a K-shot selection. For FSDA [18], we follow the same implementation
details and results as reported by the authors. All of the baselines use DeepLabV?2
with a ResNet101 backbone, with the exception of NAAE, which uses a FCN [20]
with a VGG16 [127] model as specified by the authors.

GTA 5—Cityscapes Results

The results for the GTA 5—Cityscapes experiments are presented in Table 3.6
above. At first glance, we can observe that NAAE and Joint Training both produce
unsatisfactory results, with a mIoU lower than 40.0% in all tests. FDA performs
a bit better, but its accuracy doesn’t improve when the number of target images is
augmented from 1 to 5. Fine-Tuning the model pre-trained on the source domain
leads to accuracy levels comparable to the current state-of-the-art, FSDA. Our PixDA
method outperforms all other approaches in all 1-5 shot tests, with a minimum
improvement of +20.5% in the 1-shot setting and a maximum of +24.9% in the
5-shot setting compared to the Source Only model. In comparison to the next best
performer, FSDA, PixDA achieves an average improvement of +3.6% in mloU. We
also observe that in the 1-shot setting, FSDA’s accuracy in certain classes (traffic
light, motorcycle) falls below the Source Only baseline, indicating a negative transfer.
This suggests that PixDA is more effective in utilizing the information from domain

images based on the content of the target images.
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Table 3.6 GTA 5—Cityscapes experiments. Semantic classes are in a decreasing order
according to their frequency on target domain. SO stands for Source Only, JT for Joint
Training while FT for Fine-Tuning.

Well-represented Classes Under-represented classes
= 3 5
w2 X s 3 3
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SO 56.7 739 788 58 33.0 73.7 27.7 196 555 192 112|202 179 53 160 0.0 30.7 203 182 30.7 414 20.1

NAAE | 845 692 712 358 562 67.0 146 185 282 7.6 125|174 01 137 137 01 7.8 04 51 |27.6 423 73

JT 66.7 637 769 18.0 749 653 175 94 526 50 29 |203 261 173 76 O 299 138 267|313 412 177
FDA 86.6 79.0 834 213 79.7 665 333 331 588 29. 232|246 375 363 147 48 335 28.6 245|420 540 256
FT 934 824 858 605 542 86.7 372 30.8 574 106 17.1 |41.9 518 328 343 0.0 31.7 82 135|453 56.0 268
FSDA | 945 82.8 847 627 849 836 326 39.8 549 192 250|369 486 294 319 00 288 252 168|464 604 272
PixDA | 93.3 84.1 859 592 858 862 37.2 451 63.1 28.1 283|321 550 50.7 350 85 384 268 294|512 633 345
NAAE | 88.8 70.8 759 40.1 627 765 162 257 319 188 13.0|17.7 109 244 162 20 120 1.1 40 |320 473 11.0
T 48.1 503 81.0 200 778 77.1 21.0 9.1 562 134 11.5|17.1 283 88 29.1 1.8 30.6 268 30.0]|33.6 423 21.6
FDA 83.0 746 793 312 645 722 280 347 59.1 26.6 16.0|21.8 40.7 388 289 0.7 283 289 282|413 517 27.0

2 FT 952 84.0 85.1 679 849 86.7 378 442 572 267 210|433 550 354 11.1 112 295 57 62 |46.7 628 247
FSDA |94.1 847 864 616 845 851 343 437 560 256 359|378 514 360 39.7 22 345 179 219|491 629 30.2
PixDA | 947 85.0 86.0 64.5 851 853 385 462 61.9 30.6 275|389 563 47.1 373 256 37.7 194 325|528 64.1 36.8
NAAE | 88.9 743 785 40,5 67.0 79.5 193 268 41.0 17.7 156|250 175 13.7 193 29 152 113 48 |347 499 137
JT 65.0 66.7 80.8 228 822 744 185 120 552 81 56 |21.1 21.1 238 29.8 03 305 10.0 284|345 447 20.6

3 FDA 864 779 829 260 768 729 322 329 589 22.0 19.9|22.1 388 394 169 20 31.8 293 257 |41.8 535 257
FT 95.6 84.1 862 68.7 865 88.1 39.5 460 59.7 165 189 |44.1 582 184 377 18.6 374 168 214|456 62.7 31.6
FSDA | 943 853 863 64.6 834 859 36.1 452 583 274 356 |40.1 564 293 31.8 11.3 369 31.1 292|510 639 333
PixDA | 943 85.7 869 622 87.7 889 386 489 642 26.6 31.7 |44.1 598 47.2 422 150 43.6 356 334|545 65.1 40.1
NAAE | 91.0 758 79.4 458 704 80.7 19.6 30.7 387 194 184|306 21.0 139 232 1.1 192 184 39 |369 51.8 164
JT 740 673 815 284 774 739 307 126 575 185 134|262 283 257 153 3.6 320 259 279|379 487 231

4 FDA 872 789 835 284 73.6 685 334 335 603 281 222|193 31.6 39.0 322 1.1 297 307 265|425 543 263
FT 955 844 867 678 856 89.1 398 46.8 62.1 214 258|456 566 9.1 294 0.0 356 33.1 54 |484 641 268
FSDA | 944 852 867 63.0 856 888 354 451 592 293 385|451 53.6 292 407 0 332 326 21.1|509 64.7 319
PixDA | 95.2 86.1 87.0 673 88.1 89.3 40.1 48.0 64.6 289 305|477 582 472 47.5 85 40.1 413 30.0 | 550 659 40.1
NAAE | 913 772 81.1 472 725 802 214 360 444 199 212|331 255 28.0 283 129 200 10.1 9.6 |40.0 539 209
JT 63.6 719 821 285 795 713 266 7.8 583 95 6.6 |273 309 63 58 21 343 244 252|348 460 195

5 FDA 86.8 784 837 335 782 724 31.7 333 59.6 20.1 209|198 288 29.8 243 45 29.8 294 149|410 544 227

FT 95.6 85.0 873 67.7 87.6 884 402 439 61.7 213 258|539 584 483 47.5 143 38.1 233 274|535 641 389
FSDA | 946 856 86.8 65.1 857 786 373 479 60.5 27.3 33.7 |486 546 453 412 148 36.8 321 32.1|53.6 639 382
PixDA | 95.0 86.3 87.2 669 884 894 404 493 64.6 243 266|525 604 49.0 453 199 40.8 348 344|556 653 42.1

Finally, we can see that our method not only performs well on prevalent classes
like "road", "sky", and "building", but also on average improves the recognition
of underrepresented classes such as "traffic light" (+9.4% compared to the Source
Only model) and "train" (+15.5% compared to the Source Only model). In fact, on
underrepresented classes (last column in 3.6), we outperform FSDA by +6.6%.

Figure 3.14 provide more qualitative details and confirms that there is a relatively
low visual domain shift between GTA 5 and Cityscapes for some major classes, such
as "road", "sky", and "car", as the source-only model is able to correctly classify
these classes without domain adaptation. However, this is not the case for classes
that are underrepresented in the target domain, such as "bus", "train", "rider", "truck",
"traffic sign", and "traffic light". Notably, the source-only model even struggles to
classify the "sidewalk" category, which is relatively frequent, due to a high domain
shift, as evident in the 1, 4, and 5 shot settings where both the source-only model

and the joint training baseline struggle to classify sidewalks.
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Fig. 3.14 Here the qualitative results for the GTA 5—Cityscapes 1-5 shot scenarios: the
columns represent different few-shot settings, from 1-shot (left) to 5-shot (right). The first
row shows the RGB image and the second row displays the ground truth. All other rows
show the predictions produced by different methods, except for the last row which visualizes
the normalized levels of the PixAdv loss Lpixady used by PixDA: blue indicates a low value
while a darker red indicates a higher value. It’s important to note that the loss image level is
captured at a specific point in time and varies with each iteration of training.

When considering other baselines, including unsupervised domain adaptation
with FDA [59] and transfer learning with NAAE [123], we see that although there
are improvements compared to the source-only model, these methods still struggle
with finer details such as bicycles, motorcycles, and traffic signs. Fine-tuning with a
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Table 3.7 SYNTHIA—Cityscapes. experiments. Semantic classes are in a decreasing order
according to their frequency on target domain. SO stands for Source Only, JT for Joint
Training while FT for Fine-Tuning.

Well-represented Classes Under-represented Classes
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T 788 77.7
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FT 942 823
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NAAE | 884 75.6
IT 804 759
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FT 948 822
FSDA | 940 838
PixDA | 944 84.1
NAAE | 90.8 74.8
T 674 758
FDA 234 629
FT 953 835
FSDA | 944 84.0
PixDA | 954 84.5
NAAE | 913 759
IT 652 757
FDA 18.6 62.1
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few images also suffers from similar issues and in some cases produces completely

incorrect predictions (e.g., the bus in the 4-shot setting).

In contrast, our method, consistently performs well in all settings, providing
good predictions across all classes and being overall the closest to the ground truth.
Analysis of the PixAdv loss reveals that it places greater weight (dark blue) on those
areas that are challenging for the other methods, such as classes with a high domain
shift ("sidewalk") or with fewer pixels in the target domain ("bicycle", "motorcycle",
or "signs"). It is worth noting that PixDA is able to achieve excellent results even in
the 1-shot setting, where all other methods struggle with underrepresented classes
("bicycle", "motorcycle", "traffic sign", "traffic light") and some of them even struggle
with the predominant ones.
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SYNTHIA — Cityscapes Results

The results for the SYNTHIA—Cityscapes scenario are shown in Table 3.7 and
confirm the findings from the first set of experiments. NAAE, FDA, and Joint
Training all perform inadequately, further affirming the deduction that they are not
suitable solutions for tackling the cross-domain few-shot task. Fine-Tuning and
FSDA show similar accuracies, although it should be noted that the results for
FSDA are only reported for the protocol with 13 classes, which excludes the difficult
categories "pole", "fence", and "wall" from evaluation. Our method is designed
to handle these categories better and improves its performance compared to the
Source Only model by +22.9%, +13.6%, and +15.1%, respectively, for these classes.
Overall, PixDA shows the best mloU in all the 1-5 shot settings for both the 13 and
16 class protocols. It outperforms the Source Only model by a minimum of +25.7%
in the 1-shot scenario and a maximum of +31.7% in the 5-shot. Compared to the
current state-of-the-art, FSDA, PixDA achieves an average accuracy improvement of
+1.7% within the 13 class protocol and +1.9% when considering only the rare classes.
The next best performer, Fine-Tuning, performs well on these three categories but is
less consistent than our solution. In the 16 class protocol, PixDA achieves an average

improvement of +2.6% compared to Fine-Tuning.

One significant difference compared to the GTA 5 experiment is the performance
on the "road" and "sidewalk" classes, as shown in Figure 3.15. All baselines, includ-
ing FDA and NAAE, show poorer results in classifying these semantic categories
due to a higher domain shift between SYNTHIA [5] and Cityscapes. The increased
difficulty in predicting the "road" and "sidewalk" classes is supported by the PixAdv
loss levels, which show a higher emphasis on parts of the road and sidewalk com-
pared to the GTA 5 experiment. As a result, the prediction of these classes using
PixDA is the best across all settings. Once again, we observe that PixDA exhibits
very consistent results, providing good predictions even in the 1-shot setting where

all the other methods struggle.
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Fig. 3.15 Here the qualitative results for the SYNTHIA—Cityscapes. 1-5 shot scenarios: the
columns represent different few-shot settings, from 1-shot (left) to 5-shot (right). The first
row shows the RGB image and the second row displays the ground truth. All other rows
show the predictions produced by different methods, except for the last row which visualizes
the normalized levels of the PixAdv loss Lpixaqy used by PixDA: blue indicates a low value
while a darker red indicates a higher value. It’s important to note that the loss image level is
captured at a specific point in time and varies with each iteration of training.
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Table 3.8 Ablation study about the choice of the adversarial loss on the GTA 5—Cityscapes
1-shot scenario.

Image-wise Pixel-wise
Adv. Loss Adv. Loss B S mloU
31.3
4 42.4
44.6
v 46.1
47.7
48.3

SN
SN

3.2.3 Ablation Studies
PixAdv Loss Components Contribution

In Table 3.8, we present a thorough ablation study to demonstrate the effectiveness
of aligning domains at the pixel level. These results were obtained with sample
selection, knowledge distillation and fine-tuning switched off. The table shows that
aligning the source and target domains using an image-wise discriminator leads to a
significant improvement (411.1%) compared to joint training (no adversarial loss).
However, this approach aligns well-represented classes effectively while ignoring

others due to its global nature.

On the other hand, the pixel-level adversarial loss, by aligning each pixel individ-
ually, further improves performance by 42.2%. Despite this improvement, merely
aligning the pixels does not prevent negative transfer and overfitting to few-shot
images. Re-weighting the pixels based on their frequency (B term) leads to an
additional improvement of 41.5%. Additionally, decreasing the weight of well-
represented pixels (S term) to prevent negative transfer is crucial, resulting in a

+1.6% improvement over the pixel-wise adversarial loss.

In conclusion, the combination of the B and S terms further grants a surge in
the performance of the model. The ensuing loss (PixAdv) surpasses the image-
wise adversarial loss by +5.9% and the pixel-wise adversarial loss by +3.7%,
demonstrating that weighting each pixel’s contribution is advantageous to evade
negative transfer and overfitting.
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Table 3.9 Ablation study showing the effectiveness of each PixDA component on the GTA
5—Cityscapes 1-shot scenario.

Method mloU
Source Only 30.7
Joint Training 31.3
PixAdv 48.3
+ Sample Selection 49.7
+ Fine-Tuning 50.1
+ KD 51.2

PixDA Components Contribution

In this paragraph, we investigate the contribution of each component in our frame-
work to the final performance. To do so, we consider six different cases: (a) a model
that uses only the source data; (b) joint training with both source and target data; (c)
training with the PixAdv loss function; (d) training with the PixAdv loss and our
sample selection mechanism; (e) fine-tuning the model on the target data; and finally,

(f) using knowledge distillation to complete the PixDa framework.

As shown in Table 3.9, each component brings a noticeable improvement to the
overall performance of the framework. In particular, the use of the PixAdv loss
function leads to a +17.0% improvement in the joint training case, suggesting that
domain alignment is crucial for obtaining good performance. The sample selection
mechanism provides an additional 4-1.4% improvement, indicating that removing
samples that are far from the target distribution can be beneficial. While simply fine-
tuning the network on the target data leads to a small improvement (+0.4%), using
knowledge distillation results in a larger improvement of +1.1%. It is worth noting
that even just adding the PixAdv loss function alone outperforms the state-of-the-art.
We also conducted a follow-up test where we replaced the Focal Loss with a standard
Cross Entropy, resulting in a lower but still state-of-the-art performance of 48.9%,
which confirms the effectiveness of our loss function. Due to space constraints,
additional studies on the impact of hyperparameters on the PixDA framework can be

found in the supplementary material.
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Table 3.10 Ablation on the GTA 5—Cityscapes
on the PixAdyv loss.

1-shot scenario to show the effect of lambda

A mloU
GTA 5 to Cityscapes | SYNTHIA to Cityscapes
1 49.2 55.9
0.1 51.2 54.5
0.01 50.6 534
0.001 49.1 53.7
52

mloU

44

40

61 02 03 04 05 06 07 08 09 1.0

Sample Selection Threshold

Fig. 3.16 Ablation study about the choice of the sample selection threshold &, performed on

the GTA 5—Cityscapes 1-shot scenario.

Lambda

The hyper-parameter A is adjusted in our experiment, with four different values
tested: 1, 0.1, 0.01, and 0.001. As indicated in 3.10, the best results for the 1-
shot setting in the GTA 5—Cityscapes task are obtained with A = 0.1, while for

SYNTHIA—Cityscapes., the optimal value is A = 1.0. However, the difference in

performance between A =1 and A = 0.1
SYNTHIA, respectively. Despite this, our

is only 2.0% and 1.4% for GTA 5 and
method, PixDA, still outperforms all the

baselines by a significant margin even with a sub-optimal choice of A.
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Sample Selection Threshold

We conduct an experiment in the 1-shot GTA 5—Cityscapes scenario, where the
source data is sampled with different thresholds (0). The results depicted in Figure
3.16 demonstrate that iteratively subsampling the source dataset and choosing source
samples that align more closely with the target semantic distribution leads to an
increase in accuracy. The highest result is achieved for 6 = 0.4, which is doubled at
each epoch. It is worth noting that using values ranging from 0.1 to 1 results in a
change of less than 1.6% in the final performance, yet still maintains state-of-the-art

results, indicating a strong robustness.

3.2.4 Findings

In this work, we tackle the challenge of cross-domain few-shot semantic segmen-
tation by proposing a pixel-by-pixel adversarial training approach that utilizes a
novel pixel-wise loss and discriminator to more effectively align the source and
target domains and mitigate negative transfer. We also incorporate a sample selection
method that addresses the imbalance between the source and target domains into our
adversarial training framework. Our approach achieves state-of-the-art performance

in all 1- to 5-shot settings across two standard synthetic-to-real benchmarks.
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3.3 Learn to generalize: AIAS

In this section, we examine the generalization problem of Semantic Segmentation
when applied for aerial imagery analysis in agriculture. We have found that the
state-of-the-art approaches in Semantic Segmentation currently used for autonomous
driving do not take into account two key features of the aerial data: (i) the top-down
perspective implies that the model has to adapt to a flexible semantic arrangement
of the scene, as the same scene can be observed from various sensor perspectives;
(ii) there may be a significant imbalance in the distribution of semantic classes, as
the relevant objects in the scene can appear at vastly different scales (e.g., a field of
crops versus a small building). To address these issues, we propose a solution based
on two ideas: (i) we employ a strategic blend of appropriate data augmentation
and a consistency loss to direct the model in acquiring semantic representations
that can withstand the photometric and geometric variations commonly encountered
in a top-down perspective (Augmentation Invariance); (ii) similar to the Sample
Selection introduced with the PixDA framework, we employ a sampling method
(Adaptive Sampling) that selects training images based on a measure of the pixel-
wise distribution of classes and the actual network confidence. We present convincing
evidence of the efficacy of our proposed strategies through a thorough series of
experiments conducted on the Agriculture-Vision dataset, showcasing a remarkable

improvement in performance compared to the current state-of-the-art method.

The use of remote aerial images for environmental monitoring has seen signifi-
cant growth in recent years, with applications including land cover categorization
[43, 42], wildfire delineation [128], and identification of deforested regions [129].
Deep learning models have been particularly successful in this field, aided by the
availability of open datasets and large collections of aerial images [41, 42]. However,
many of these deep learning models were initially designed for other purposes, such
as self-driving vehicles [16] or medical imaging [21], and were subsequently applied
to aerial images without considering their specific characteristics, thus letting the
model not be able to generalize well. In particular, aerial image segmentation has
two unique features: a top-down perspective and an extreme class imbalance. More

specifically:

* top-down perspective: in remote sensing the images are obtained from a
camera mounted on an aircraft that point towards the ground. This perspective
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Standard Segmentation Model

Original Image  Altered Image

Fig. 3.17 It happens that a semantic segmentation model, which is not programmed to
anticipate variations in perspective, may generate distinct output features for the same image
depending on the angle from which it is viewed. In contrast, our technique ensures that the
model is insensitive to these shifts in viewpoint, thereby incentivizing it to acquire more
durable representations.

Different Output Features

Our Segmentation Model with Al and AS

Equal Output Features

can lead to a lack of depth and reference points in the images and allows for the
same scene to be captured with arbitrary rotations around the vertical axis. In
contrast to autonomous driving datasets [3, 6], where the model is accustomed
to a structured organization of semantic elements in the scene (e.g., the road is
typically found at the bottom of the image and the sky at the top), this is not

the case in aerial imagery;

¢ class imbalance: in which some classes have significantly more pixels than
others, is a common issue in semantic segmentation. However, in aerial images
this issue is exacerbated because the entities to be recognized can vary greatly

in size, from small vehicles to large natural scenes.

We believe that a semantic segmentation model that is specifically designed to
handle the unique characteristics of aerial images will be more effective and able to
generalize also in this particular task. To this end, we propose a solution comprising

two components:
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Fig. 3.18 The overall framework is illustrated in the following way: the Adaptive Sampling
module selects a sample and generates an augmented version of it. Both images are then
input to the segmentation model, which calculates the segmentation loss Ly.,. Conversely,
the L4y loss compels the model to extract consistent features from both the original image
and its transformed counterpart.

* Augmentation Invariance (AI): that employs augmentations to teach the
model to learn representations that are invariant to changes in appearance and
perspective, such as rotations around the vertical axis;

» Adaptive Sampling (AS): that aims to regularize the training of underrepre-
sented classes by adaptively sampling training images based on the distribution

of pixels and the actual network confidence.

These two components work together in an end-to-end training process*. We carried
out an extensive series of experiments on the Agriculture Vision dataset [46], the only
available dataset for aerial agriculture that boasts a diversity of semantic categories
and complexity. In these experiments, we explored the use of only RGB images
for training as well we introduce a new training protocol which comprises the
incorporation of NIR data in the training process. Additionally, we conducted an
extensive ablation study to evaluate the individual contributions of each solution we

introduced.



3.3 Learn to generalize: AIAS 67

3.3.1 Methodology
Augmentation Invariance

Our approach, illustrated in Figure 3.18, builds upon the SegFormer architecture
[33]. To be more precise, we improve this architecture by incorporating a loss term
that harmonizes the pixel embeddings generated by the Transformer network for
both the original image and its augmented form. This encourages the model to learn
semantic representations that are invariant to photometric distortions and perspective

changes, which are common in aerial images.

At present, state-of-the-art frameworks for autonomous driving often struggle to
deliver good performance when applied to aerial data. We have identified several

reasons for this:

* Aerial imagery does not demand a rigid viewing perspective, and in particular,

the camera orientation around the vertical axis is unrestricted and unconfined;
* Aerial images may exhibit significant distortions due to the angle of the camera;

* There can be significant photometric variations across different fields.

To address these issues, we propose a mechanism called Augmentation Invariance
(AI) that uses augmentations to guide the model in learning a mapping that is invariant

to shifts in perspective and appearance.

We begin by designating % as the set of images captured in the Near-Infrared
(NIR) spectrum. Subsequently, we introduce X € 4 as a four-channel image that is
created by combining channel-wise the input image x, as defined in Chapter 2, and

the corresponding NIR data z.

To implement Augmentation Invariance, we first input an image X and extract
its pixel-wise features f;(£) from the second-to-last layer of the SegFormer archi-
tecture, skipping the last layer used for pixel-wise segmentation. We then create a
transformed copy of £ using a combination of geometric augmentations A, (such
as horizontal flipping, vertical flipping, and random rotation) and a photometric
augmentation A, (such as color jitter), denoted as A, oA, = A. The transformed
image A(X) is also passed through the model to extract its features f;(A(X)). In order

4Code can be found at: https:/github.com/taveraantonio/ATAS
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to motivate the model to remain constant in the face of shifts in perspective and
appearance, we impose the condition that the features extracted from the original
image £ align with the features obtained from the transformed image A(x), after

undoing the geometric augmentation.

To encourage the model to learn invariant representations, we use a pixel-wise

mean squared error loss Lay defined as:

5 Als 1 N g .
La(tA®) = — ) (i) - Ag ' (AA®))* (3.10)
ics
where Aé?l denotes the inverse of the geometric augmentations applied to X, which
guarantees that we are comparing the original and augmented features associated
with the same pixel. We also maintain the ground truth annotations for the augmented
images, so that the same segmentation loss can be applied to them. The total training

loss, Ly, s given by:

where A,4(y) denotes the same geometric transformation applied to the ground truth
annotation y, A is a scaling factor and Ly, is a standard cross-entropy loss:

Lyeg(£,y) = —ﬁ 2. ) ilog(pi(%), (3.12)

i€d cc€
It is worth noting that the Augmentation Invariance mechanism employed here
differs from conventional data augmentation techniques, as it does not simply rely
on photometric and geometric transformations to increase the size of the training
dataset by incorporating examples outside the original data distribution. Instead,
through the loss L4;, we also use the original and transformed images paired together

to provide stronger guidance to the training process.

Adaptive Sampling

The issue of class imbalance in semantic aerial data, where some classes are rarely
present and others are extremely common, can be addressed using an Adaptive
Sampling (AS) approach that is combined with Augmentation Invariance. This

approach involves selecting a sample of images to train the network based on both
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the global, pixel-wise distribution of classes and the class-wise confidence of the
network. The data sampler will prioritize images with low-frequency categories and

those for which the network has low confidence.

The Adaptive Sampling probability for a class ¢, denoted as AS,, is defined as
follows:
AS. = o((1 —dist xconf)?), (3.13)

where dist is an array representing the class distribution, conf represents the net-
work’s confidence in each class, 0 is a min-max normalization function, and 7y
is a relaxation parameter. Once a semantic category has been selected using this
probability, an image is chosen randomly from a subset X, containing that class. The

definitions of dist and conf are used to compute AS, in Equation 3.13:

* dist: Since we are working in a supervised learning environment, we can
calculate a static, fixed estimate of the distribution of pixels for each semantic
class ¢ € € as a preprocessing step. This array, referred to as "dist," reflects the
distribution of the classes and is normalized to the range [0, 1] using min-max
normalization. Additionally, for each class ¢, we maintain a subset of images

X, in which that category is present.

* conf: During training, we compute the confidence of the network for each class
and store the results in an array called conf with size |C|. At each iteration
stage t, we compute the pixel-wise Softmax probabilities from the prediction
logits for the current batch. The mean confidence value for each class c is
then determined by averaging the pixels that belong to that category, using the
available ground truth labels. Finally, the actual network confidence at step ¢
is calculated as an exponential moving average of the previous confidence at
stept — 1:

conf; = aconfi_1 + (1 — o)confy, (3.14)

where ¢ 1s a smoothing factor.

3.3.2 Experiments

To evaluate the effectiveness of our approach, we follow the protocol described
in the Agriculture-Vision paper [46]. As the test set is not available, we measure

performance on the provided validation set. We conduct two sets of experiments:
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the first experiment only employs RGB images for both training and testing, while
the second experiment utilizes both RGB and NIR data.

Implementation and Training Details

Our method is based on the SegFormer architecture [33], which uses a MiT-B5
encoder pretrained on ImageNet-1k as the backbone for the segmentation module.
We use the mmsegmentation framework [130], which is based on PyTorch, to develop
our framework and reproduce all of the baselines. We train all configurations on two
NVIDIA Tesla v100 GPUs with 16GB of RAM each. During training, we use dataset
augmentation techniques such as random resizing with a ratio in the range (1.0, 2.0),

random horizontal and vertical flipping, and random crops resized to 512x512.

For evaluation, we perform inferences on raw data without any further prepro-
cessing. We train all of the baselines and our model for 80,000 iterations using the
AdamW optimizer. The learning rate is set to 6 x 107>, the weight decay to 0.01, and
the betas are set to (0.9, 0.999). We use a "poly" learning rate decay with a factor of
1.0 and an initial linear warm-up for 1,500 iterations. We do not use class-balanced
loss or OHEM approaches as in SegFormer [33]. When training using NIR data, we
expand the network input to four channels by doubling the input weights of the red
channel.

For the Augmentation Invariance variants, we further modify the available images
using horizontal and vertical flipping, random rotation from 0° to 360° with a step of
90°, photometric and perspective distortion with a strength of 0.1. The probability
of applying each transform is set to 0.5. We set the value of A in equation (3) to
0.75. Through a hyperparameter search that compared the values of y=1,2,4,6 and
a =0.75,0.85,0.90,0.968,0.99 on both settings, we set ¥ =4 in equation 3.13 and
o = 0.968 in equation 3.14.

Compared Methods

We evaluate our method against a variety of baselines, including state-of-the-art

semantic segmentation methods from the existing literature:
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* FCN [20]: it combines a deep, coarse layer and a shallow, fine layer to merge
semantic and appearance information, resulting in highly accurate and detailed

segmentations;

* DeepLab V3 [28]: it employs modules that use atrous convolution in cascade
or parallel to capture multi-scale context, utilizing multiple atrous rates. Ad-
ditionally, it features an augmented version of the Atrous Spatial Pyramid
Pooling module, which not only examines convolutional features at various
scales but also includes image-level features that encode global context to

further enhance performance;

* DeepLab V3+ [29]: it extends DeepLab V3 by incorporating a decoder module
and leveraging the Xception model and depthwise separable convolution in
both the Atrous Spatial Pyramid Pooling and decoder modules to further
enhance its capabilities;

* FPN [24]: it constructs a feature pyramid by taking advantage of the inherent
multi-scale of deep convolutional networks, utilizing a top-down architecture

with lateral connections to create high-level semantic feature maps at all scales;

e UperNet [25]: it is a multi-task framework that leverages the hierarchical

structure of features within a single network;

» PSPNet [26]: it expands the FPN capabilities by not only employing traditional
dilated fully convolutional networks, but also integrating a specially designed
global pyramid pooling approach to capture pixel-level features;

e HRNetV2 [23]: it maintains high-resolution representations throughout train-
ing and progressively adds high-to-low resolution convolution streams one
after the other, while simultaneously connecting the multi-resolution streams
in parallel. The V2 version of this network combines representations from all

high-to-low resolution parallel streams to improve its overall performance;

* HRNetV2+OCR [31]: it incorporates the object-contextual representation
(OCR) scheme to HRNetV?2;

* SegFormer [33]: it features a hierarchically structured Transformer encoder
that generates multiscale features and does not rely on positional encoding. It

includes a simple yet effective decoder.
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Table 3.11 In these experiments, we use only RGB images for both training and testing on
the Agriculture Vision dataset.

Background
Double Plant
Nutrient Deficiency
Planter Skip
Waterways

Weed Cluster

Water

Method mloU
FCN 70.0 169 456 0.2 137 66 423 05 85 |229

DeepLab V3 663 17.0 40.6 95 164 100 17.1 123 10.0 | 22.1
DeepLab V3+ 68.6 163 464 65 161 46 166 19.1 139 | 23.1

UperNet 658 158 38.0 10.1 173 11.1 45 155 169|217
SFPN 69.7 10.6 495 27 115 48 357 99 112228
PSPNet 68.1 169 458 49 19.0 85 113 17.6 17.2 233
HRNetV2 712 168 551 52 186 133 13.0 212 14.1 | 254
HRNetV2+OCR | 72.4 19.5 56.8 123 173 21.3 284 24.6 18.1]30.1
SegFormer 749 332 59.7 183 31.6 392 780 41.5 283|450
Ours 75,5 37.0 585 227 313 414 80.2 40.1 304 | 464

The backbone for the first six models is the ResNet-50. HRNetV2 and HRNetV2+OCR
use HRNetV2-W18. The SegFormer architecture use the MiT-B5 encoder. All of

these backbones are pretrained on ImageNet.

RGB Experiments Results

The results of the experiments using only RGB data are shown in Table 3.11. These
results demonstrate the difficulty of the task, as the average mloU is only 23.0%
when all of the baseline approaches are considered, except for the transformer-based
architectures. The average mloU increases to 32.7% when the OCR and SegFormer
approaches are included. The UperNet approach has the lowest mloU at 21.7%,
but it performs well in segmenting underrepresented classes such as "double plant,"
"waterways," and "weed cluster," as it is designed to capture multi-scale information.
When transformer architectures are used, significantly better results are obtained,
with an mloU of 30.1% using the HRNetV2+OCR technique and 45.0% using

SegFormer. This represents an improvement of 8.4% and 23.3%, respectively, over

UperNet.

Most of these strategies were developed for the autonomous driving domain and
do not account for the unique challenges that are inherent to aerial data. The intro-
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Table 3.12 In these experiments, we use the NIR data in combination with the RGB images
for both training and testing on the Agriculture Vision dataset.

>
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g 2 2 B 5 = 5 g 3
Method m A A @© Z =& B B Z |mloU
FCN 684 94 476 0.5 152 10.1 537 05 1021239

DeepLab V3 69.0 20.0 439 59 240 179 4677 290 114|298
DeepLab V3+ 683 17.2 48.1 75 242 196 194 246 132|269

UperNet 674 156 364 107 204 14.6 342 253 145 |26.6
SFPN 68.7 6.0 487 02 227 172 445 183 128 |26.6
PSPNet 66.9 17.7 299 102 280 187 139 29.8 12.0|25.2
HRNetV2 713 17.0 543 45 279 157 21.7 255 179|284
HRNetV2+OCR | 72.6 18.0 56.7 12.0 279 238 49.0 27.7 22.1 | 344
SegFormer 76.2 33.6 590 189 40.6 389 80.6 429 279|465
Ours 76.2 373 61.8 24.6 42.8 42.0 81.3 43.7 31.8 | 49.0

duction of our Augmentation Invariance and Adaptive Sampling approaches leads to
a significant increase in performance for almost all semantic classes, particularly the
underrepresented ones like "double plant" and "endrow." This results in a total mIoU
of 46.4%, an improvement of 24.7% over the least performing UperNet approach

and of 1.4% over the SegFormer architecture.

NIR-RGB Experiments Results

As expected, the use of NIR (near-infrared) data in addition to RGB data leads
to improved performance for all of the baselines in the Agriculture-Vision dataset.
The results of these experiments, shown in Table 3.12, indicate that the average
mloU for all baselines without transformer-based architectures is 26.7%, while the
average increases to 35.9% when transformer-based architectures are included. This
represents an improvement of 3.7% and 3.2%, respectively, compared to the results
using only RGB data. This demonstrates the value of adding NIR data, which
enhances the overall training method by providing additional knowledge, as has
been previously demonstrated in the literature [45]. Among the baselines, the FCN

architecture has the lowest mloU at 23.9%, while the SegFormer architecture again
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Fig. 3.19 Qualitative results computed on some validation samples of the Agriculture-Vision
dataset.
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Table 3.13 Ablation study that demonstrate the effectiveness of each component, thus
Augmentation Invariance (Al) and Adaptive Sampling (AS), computed considering the
NIR-RGB setting.
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3 5 2 B B S 5 s 8
Components aa] A A 83 Z A~ = = Z | mloU
SegFormer 762 33.6 59.0 189 40.6 389 80.6 429 279|465
SegFormer + Al 76.6 353 61.2 20.7 43.5 435 804 45.1 33.1| 4838
SegFormer + AS 759 359 592 225 41.3 40.7 78.0 409 31.0]|473

SegFormer + A+ AS | 76.2 373 61.8 24.6 428 420 813 437 31.8|49.0

performs the best with an mloU of 46.5%. The overall improvement over FCN is
22.6%.

In these experiments, our solution performs the best among all approaches,
achieving an mIoU of 49.0%. The Augmentation Invariance and Adaptive Sampling
approaches improve performance for all semantic classes, with particularly notable
improvements for underrepresented classes such as "double plant," which gains
27.9%, "endrow," which gains 24.1%, "planter skip," which gains 31.9%, and
"waterways," which gains 43.2% compared to the lowest performing FCN. The
overall improvement over FCN that Augmentation Invariance and Adaptive Sampling
allow us to achieve is 25.1%. These results, as well as the qualitative examples
shown in Figure 3.19, demonstrate the effectiveness of our solution in addressing the

primary challenges of this task.

3.3.3 Ablation Studies
AIAS Components Contribution

We examine the effect of each proposed component on the overall performance of
our method. We consider four cases: (a) the SegFormer framework, (b) the inclusion
of our Augmentation Invariance technique, (c) the incorporation of our Adaptive
Sampling (AS) approach, and (d) the full framework, which includes both Al and AS.
The results of these experiments are shown in Table 3.13. This table demonstrates the

significance of the Augmentation Invariance in improving the overall performance
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Table 3.14 Ablation study that measure the influence of A paramenter, computed considering
the NIR-RGB setting.

Nutrient Deficiency

Background
Double Plant
Drydown
Endrow
Planter Skip
Water
Waterways
Weed Cluster

mloU
0.1 |76.6 339 60.2 188 419 41.3 822 425 31.7|47.7
025|765 353 60.7 20.6 422 438 80.6 432 333|485
0.50 | 76.5 35.8 59.7 20.3 427 40.0 81.1 445 32.0|48.1
075 | 76.6 353 61.2 20.7 435 435 804 45.1 33.1 | 48.8
1 76.6 344 60.3 203 42.0 40.0 82.1 435 322|479

of the framework, supporting our conjecture about the specific challenges posed by
aerial imagery in agriculture. The addition of Augmentation Invariance leads to an
improvement of 2.3% compared to the baseline SegFormer architecture. The inclu-
sion of Adaptive Sampling also enhances the simple SegFormer design, resulting
in state-of-the-art performance and emphasizing the importance of addressing the
imbalance of semantic classes. The combination of Augmentation Invariance and
Adaptive Sampling further improves the results, particularly for underrepresented
classes such as "double plant," which improves by 3.7% and "endrow," which im-
proves by 5.7% compared to SegFormer, and 2.0% and 3.9%, respectively, compared

to Augmentation Invariance alone.

Lambda

The hyperparameter A controls the intensity of the Augmentation Invariance loss. In
these experiments, we compare five different values of A: 0.1, 0.25, 0.50, 0.75, and
1.0. We perform these experiments using the NIR-RGB protocol without applying
Adaptive Sampling, and the results are shown in Table 3.14. The best performance is
achieved with A = 0.75. Although the lowest performance is obtained with A = 0.1,
with a difference of 1.1% compared to A = 0.75, the resulting score is still consid-

ered state of the art. Overall, our Augmentation Invariance approach outperforms
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all the baselines, even when using sub-optimal hyperparameters, highlighting its

effectiveness.

3.3.4 Findings

In this work, we tackle the task of semantic segmentation for agricultural aerial
images, which presents several challenges beyond those typical of semantic seg-
mentation, such as how to effectively use the additional multi-modal data from the
visible spectrum, how to handle the imbalance in class-wise pixel distribution, and
how to cope with changes in point of view. In order to tackle these challenges,
we introduce an end-to-end trainable framework that encompasses two innovative
strategies: Augmentation Invariance, which compels the model to learn semantically
consistent representations that can withstand the point-of-view changes commonly
encountered in aerial imagery, and Adaptive Sampling, which addresses class im-
balance by proactively choosing training images based on their class-wise pixel
distribution and the network’s current level of confidence. We conduct a thorough set
of experiments and ablation studies on the Agriculture-Vision dataset, demonstrat-
ing the effectiveness of our methods in significantly improving the generalization

performance of state-of-the-art models, particularly for underrepresented classes.
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3.4 Learn to be robust: HIUDA

In this last section, we continue analyzing the issues presented in the section before
and we demonstrate how they are further intensified when dealing with the problem
of unsupervised domain adaptation. Starting from this, we identify several challenges
with the class mixing techniques often used for this task: (1) they do not account for
the large variations in the size and extent of semantic categories present in aerial
images, leading to imbalanced domains in the mixed images; (2) they do not consider
the lower structural consistency of aerial scenes compared to the driving scenes
for which these methods were originally developed, resulting in elements being
placed in unnatural contexts in the mixed images; and (3) the source models used
to generate pseudo-labels may be affected by domain shifts, causing inconsistent
predictions on target images and potentially undermining the mixing strategy. To
address these issues, we propose HIUDA, a novel framework for aerial semantic
segmentation in unsupervised domain adaptation settings. HIUDA introduces two
key innovations: (1) a Hierarchical Instance Mixing (HIMix) technique that merges
connected components from each semantic mask according to a semantic hierarchy,
and (2) a twin-head architecture in which two separate segmentation heads are fed
variations of the same images in a contrastive manner to produce more accurate
segmentation maps. We thoroughly evaluate our approach on the LoveDA benchmark

and show that it outperforms the current state-of-the-art.

In the field of aerial semantic segmentation, deep learning models have achieved
impressive performance when trained on large, annotated datasets [39, 40, 131, 38, 8]
such as Chiu et al. [46] and Wang et al. [42]. However, these models often do
not generalize well to images from new domains that differ from the domain in
which they were trained. In the absence of large amounts of labeled data from
the new domain, fine-tuning the model is not a practical solution due to the high
cost of generating pixel-level annotations. To address this problem, we consider
the task of unsupervised domain adaptation for aerial semantic segmentation. A
common approach to unsupervised domain adaptation is to combine self-supervised
learning with domain mixing, in which the source model is used to generate semantic
predictions (or "pseudo-labels") on the unlabeled target data, and then the labeled
source images and pseudo-labeled target images are mixed to create synthetic images
containing elements from both domains. This encourages the model to learn domain-
agnostic features. Two recent state-of-the-art methods, DACS [71] and DAFormer
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Fig. 3.20 ClassMix simply overlays classes from the source domain onto the target image
without considering the semantic hierarchy of visual elements. This may result in the creation
of incorrect or deceptive images that have a detrimental impact on Unsupervised Domain
Adaptation training in the context of aerial imagery. In contrast, our proposed HIMix method
extracts instances from each semantic label and then constructs the mixing mask by sorting
the extracted instances based on their pixel count. This helps to reduce artifacts (e.g. partial
buildings) and improve the balance of the two domains.

[72], both rely on ClassMix [70], a mixing strategy originally developed for driving
scenes that creates composite images by randomly selecting half of the semantic
classes from the source image and pasting them onto the target image (see Figure
3.20 left).

However, we argue that this self-supervised mixing approach has several short-

comings when applied to aerial semantic segmentation:

* Domain imbalance: Aerial segmentation datasets often contain categories
with very different extents, with some occupying only a few pixels (e.g., cars)
and others taking up large portions of the image (e.g., forest). This imbalance

in raw pixel counts between classes can be problematic for effective domain
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adaptation through class mixing because the composition may be skewed
towards one of the two domains, depending on how the classes are sampled

(see Figure 3.20 left), which can lead to poor feature alignment.

* Out-of-context instances: Mixing strategies used in aerial segmentation, such
as ClassMix [70], were originally developed for driving scene applications. On
the other hand, the environments captured by a front-facing camera on a car
maintain a stable composition, with the road at the bottom, the sky at the top,
sidewalks and structures along the sides, etc. This structure is also preserved
across domains, as in the classic Synthia [5] — Cityscapes [3] setting. As a
result, when copying objects from a driving scene to another one, they are
likely to end up in a reasonable context. This is not the case for aerial images,
which lack a consistent semantic structure (see Figure 3.20 left).

* Pseudo-labels: The success of semi-supervised mixing is greatly influenced
by the precision of the faux labels produced for the target images during the
learning process. However, the source model used to generate these pseudo-
labels may be susceptible to domain shifts, leading to inconsistent predictions

on the target images and potentially undermining the domain mixing strategy.

To solve these issues we propose a new framework for unsupervised domain
adaptation in aerial semantic segmentation called Hierarchical Instance Mixing for
Unsupervised Domain Adaptation (HIUDA). HIUDA addresses the limitations of

current domain mixing strategies by introducing two technical innovations:

* A new mixing strategy for aerial segmentation across domains called Hierar-
chical Instance Mixing (HIMix). HIMix extracts connected components, or
"instances," from each semantic mask. These instances represent individual
objects or areas in the image, such as a specific tree in a forested area or a
single car on a road. HIMix randomly selects a set of these instances to use
as layers in a binary mixing mask, which helps to balance the pixel counts of
the source and target domains in the synthetic image. HIMix then arranges
these layers according to a semantic hierarchy based on the pixel count of the
instances, with smaller instances placed on top of larger ones. This hierarchical
composition helps to prevent instances from being placed in unreasonable

contexts (e.g. cars in the water) and reduces bias towards categories with larger
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surface areas in terms of pixels, as they are placed below other layers in the
mask (see Figure 3.20 right).

* A new twin-head Unsupervised Domain Adaptation architecture in which
two separate segmentation heads are fed with contrastive variations of the same
images to improve pseudo-label confidence and make the model more robust

to domain shifts, leading to more augmentation-consistent representations.

We evaluate HIUDA on the LoveDA benchmark [42], the only dataset specifically
designed for evaluating unsupervised domain adaptation in aerial segmentation, and
show that it outperforms the current state-of-the-art. We also conduct a thorough
ablation study to assess the impact of each of our proposed solutions.

3.4.1 Methodology

We present HIUDA, a novel end-to-end trainable Unsupervised Domain Adaptation
framework that utilizes target pseudo-labels. To better align the domains, we use
our HIMix strategy to construct artificial images by mixing instances from both
the source ground truth and the target pseudo-labels. Instead of using a secondary
teacher network derived from the student network, as in previous methods such
as DACS [71] and DAFormer [72], we propose a twin-head architecture with two
separate decoders that are trained in a contrastive fashion to produce more accurate

target pseudo-labels.

Hierarchical Instance Mixing Strategy

Given the pairs (x5, ys) and (x¢, ), where §; = fg(x;) are the pseudo-labels computed
by the model on the target domain, the purpose of the mixing strategy is to create a
third pair, (x,,,ym), using a binary mask M that combines elements from both the
source and target domains. This allows the model to learn domain-agnostic features

that are applicable to both domains.

However, current class mixing strategies, such as ClassMix, may not be suitable
for aerial semantic segmentation because they do not consider the semantic hierarchy
of the visual elements in the source and target domains. This can lead to unrealistic
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Fig. 3.21 Hierarchical Instance Mixing (HIMix) generates mixed images by performing the
following steps: (i) extracting the connected components, or "instances," from the source
label and target pseudo-label, (ii) uniformly selecting which instances from the source
domain should be mixed, (iii) merging the source and target instances hierarchically based
on the size of the instances (with smaller ones on top), and (iv) producing a binary mask M
to construct the final blended image x,, and its label y,,.

mixed images with objects placed in unreasonable contexts, such as cars appearing

on top of roads.

To address this issue, we propose a new mixing strategy called Hierarchical
Instance Mixing (HIMix). HIMix consists of two steps: (i) instance extraction and
(ii) hierarchical mixing. In the first step, HIMix extracts connected components, or

"instances," from each semantic mask. These instances represent individual objects.

Instance Extraction. Aerial images often contain large areas of uniform land
cover, with multiple instances of the same category within a single image. Without
the presence of real instance labels, we can utilize this feature by dividing the
semantic annotations into interconnected segments. A connected component is a
set of pixels that have the same semantic label and are connected to each other by
paths entirely contained within the set. By dividing the semantic annotations into
connected components, we increase the number of regions that can be randomly
selected for the mixing phase. This helps to mitigate the pixel imbalance between

the source and target domains in the final mixed sample.

For example, consider the case of a forest that is separated into two instances
by a road (see Figure 3.21). Without instance separation, the entire forest would be
treated as a single entity in the mixing process. However, by dividing the forest into
connected components, we can randomly select one instance from the source and
one from the target to be mixed together. This helps to balance the pixel counts of

the source and target domains in the mixed image and avoids the situation where one
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domain dominates the other. Note that this process is applied to the concatenation of

the source and target labels.

Hierarchical Mixing. The hierarchy of semantic categories in aerial imagery
is reflected in the inherent structure of the instances present in the image. For
example, categories such as "barren" or "agricultural" land cover, which tend to
encompass a larger area, will often appear in the background relative to smaller
instances like "roads" or "buildings". This hierarchy can be observed in Figure 3.21,
which illustrates the mixing process used to combine instances from the source and

target images.

To facilitate the mixing of these instances, both sets of instance labels are first
converted into a one-hot representation’. This representation maps each pixel to the

index of the class it belongs to, resulting in separate mask layers for each component.

These layers are then merged and sorted based on the number of pixels, with
the larger layers at the bottom. Finally, a reduction process is applied from top to
bottom, projecting the resulting 3D tensor into a 2D binary mask M. In this mask,

positive values represent "source" pixels, while null values represent "target" pixels.

Overall, this process allows for the combination of instances from the source
and target images in a way that maintains the inherent hierarchy present in the aerial
imagery. This can be particularly useful for tasks such as image segmentation, where
the relative size and position of different instances can provide valuable contextual

information.

Twin-Head Architecture

In the field of unsupervised domain adaptation, state-of-the-art self-training ap-
proaches often utilize "teacher-student" networks to improve the consistency of the

generated pseudo-labels. These networks work by training a "teacher" model on the

>The one-hot encoding is carried out on ground truth labels and pseudo-labels, rather than raw
features or the image itself. Assuming a set of classes C with cardinality N and images with
dimension HxW, the one-hot encoding procedure refers to the transformation of the available label
from a single-channel representation, where each pixel is assigned a single value indicating the class,
to a multi-channel representation, where each pixel is assigned to a vector of length N. Each position
i of the vector contains either a 0, if the pixel does not belong to the class with index i, or 1, if the
pixel belongs to that category. As standard practice in semantic segmentation frameworks, ground
truth labels and pseudo-labels are provided (or transformed) in the form of an index map, where each
pixel indicates the index of the class it belongs to.
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Fig. 3.22 During training, our framework follows the following steps: (i) Standard training
is conducted on the source domain using samples composed of a "source image" (xs) and
its corresponding "target image" (ys). The segmentation loss Ly, (By) is computed for these
samples; (ii) Pseudo-labels y7 are generated for the target domain by encoding the "target
image" (x7) with the shared backbone g and applying majority voting to the outputs of each
segmentation head (%1, h»); (iii) The source and target samples are combined using the HIMix
technique, resulting in a new pair of mixed samples (x, yp); (iv) The segmentation loss
Lgeq(B) is computed on the mixed samples. This process allows for the effective training of
the model using both annotated data from the source domain and pseudo-labels generated
for the target domain.

source domain, and using its predictions to guide the training of a "student" model on
the target domain. While effective at ensuring consistency over time, teacher-based

approaches do not address issues of geometric or stylistic consistency.

To address this issue, we propose a twin-head segmentation framework that
directly addresses the problem of consistency in pseudo-labels, resulting in improved
performance compared to standard methods. Our architecture, depicted in Figure
3.22, consists of a shared encoder g followed by two parallel and lightweight seg-
mentation decoders, h; and hy. Training is conducted in an end-to-end fashion,
leveraging annotated data from the source domain and generating pseudo-labels for
the target domain online during the training process.

Our approach differs from traditional teacher-based methods in that it directly
addresses the issue of consistency in pseudo-labels, rather than just ensuring con-
sistency over time. This is achieved through the use of a twin-head architecture,
which allows for the direct comparison of predictions from the two decoders and the
generation of more consistent pseudo-labels as a result.

Source Images Training. To guide the model towards representations that are
compatible with multiple augmentations, we input different variations of the same
source image into the two heads in a contrastive manner. Specifically, at each iteration
we apply a random sequence of geometric and photometric augmentations (7, 7)) to

the source image x; and its ground-truth label yy, resulting in augmented versions X
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and y;. These augmented pairs are then concatenated, resulting in a full augmented
pair By = (concat(x;,,¥;),concat(ys,¥s)), which is forwarded through the shared
encoder module g to produce a set of features. These features, containing information
from both the original and augmented images, are then split and forwarded to the

two parallel heads, resulting in two comparable outputs, /1 (g(x,)) and hy(g(Xy)).

A standard categorical cross-entropy loss defined as:

Lege) =~ ¥ ¥ ¥ log(pf (x). (3.15)
’f‘ i€d ce¥

is computed on both segmentation outputs. By working independently on different
variations of the same images, the two heads are able to evolve in different ways
while trying to minimize the same objective function. Using the same encoder for
both heads yields a more robust and contrastive-like feature extraction that is less
susceptible to perturbations, which is essential for producing more stable and precise
pseudo-labels.

HIMixed Images Training. The twin-head architecture is specifically designed
to generate more refined pseudo-labels for use in the mixing strategy. Given an unla-
beled target image x;, the probabilities 6 (h;(g(x;))) and o (h2(g(x;))) are obtained
by forwarding the image to both heads and passing the outputs through a Softmax
function. The maximum value between the two probabilities is then selected, and

used to generate the pseudo-label )?t(i’c) for each head output using:

)A)t(i,c) =[c=arg max D5 (x¢)] (3.16)

With the pseudo-labels in hand, the mixed pairs of inputs can be computed using
the HIMix technique, resulting in (x,,,y;;) as a combination of the source and target
samples. Similar to the training process for the source domain, an augmented pair
B, = (concat(x,,, %, ),concat(y,,, ym)) is created through the application of geomet-

ric and photometric transformations, and fed to the model to compute Lgeg(By).

To reduce the impact of low-confidence areas on the training process, a pixel-wise
weight map w,, is generated. Similar to previous approaches [71, 72], this weight
map is computed as the percentage of valid points above a threshold. Formally, for
each pixel i, w', is set to 1 for regions derived from the source domain, or by a factor

obtained as the number of pixels above a confidence threshold, normalized by the
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total number of pixels in the pseudo-label. Formally:

1, i €y
wh o= (3.17)
[ €Y

This threshold, m¢, is computed as the number of pixels with a maximum probability
above a specified threshold:

mf,'. = ]l[argmaxgpf(x,)>r]7 (3.18)

It is important to note that gradients are not propagated during these computations.
This allows for the generation of more stable and accurate pseudo-labels without

affecting the training process.

The overall training procedure is detailed in the Algorithm 1.

3.4.2 Experiments

We gauged the efficacy of our HIUDA framework on the LoveDA dataset [42]
through two sets of unsupervised domain adaptation evaluations: rural—urban and
urban—srural. As per the standard protocol for Unsupervised Domain Adaptation in
Semantic Segmentation, we used labeled samples from the source domain to adapt
our model to the unlabeled samples in the target domain during the training phase.
For evaluation, we tested the model on a separate set of images from the target
domain for which ground truth data was available.

Implementation and Training Details

To implement HIUDA we used the mmsegmentation framework based on PyTorch.
All experiments were trained on an NVIDIA Titan GPU with 24 GB of RAM. The
architecture and configuration of hyperparameters for HIUDA were based on the
approach proposed in DAFormer [72]. Specifically, we utilized the MiT-B5 model
[33] as the encoder for HIUDA and the SegFormer head [33] as the segmentation
decoder module.
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Algorithm 1: HIUDA Training Procedure

Initialize:

Model fg : 2 — R IXI?1 with encoder g and twin heads Ay, h;

Input: 2 source domain with Nj pairs (x,ys), xs € 2, ys € % and
semantic classes ¢’;

Z; target domain with N, images x;, lacking ground truth labels;

Output: y = {argmax, .4 p$ Y |, where p$ the model prediction of pixel i
for class ¢ and ¢ the label space;

while epoch in max_epochs do

end

while x;, ys, x; in Z5 x Z; do

Train on source Z;
// Compute augmented source batch

Bg = (concat(xs, Xs), concat(ys, Vs));
// Train fg on source labels with Ly, (Bj)
end

Mix source and target pairs
// Compute pseudo-labels via majority

/I voting Y, = max (hy(g(x;)), (ha(g(x:))));

// Extract source instance labels i; = CCL(ys) with instances
€ K;;

/1 Extract target instance pseudo-labels iy = CCL(¥;) with
instances € K;;

// Compute one-hot encoded labels,

/1 sorted by pixel size as: 1, = sorted (concat(1g, (is), 1, (ir)));

// Reduce z axis to 2D indexed mask m = argmax;1,,(i, j,2);

L ifm(i,j) € Ky

0 ifm(i,j) €K,

// Compute mixed image and labels as:
Xn=MOxs+ (1—-M)Ox;

Ym=MOys;+(1-M)O¥;

/I Compute w,, as in Eq. 3.17

end

Train on mixed %, pairs
/Il Compute augmented mixed batch

B, = (concat(x,,, %), concat(yp, Vim));
// Train fg on mixed samples with

Il Lseg(By,), weighted by wy,

end

// Binarize mask Vi, j € m, M =

end
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During training, we applied data augmentation to the input images to improve
the generalization of the model. This included randomly resizing the images in
the range [0.5,2.0], flipping them horizontally and vertically, rotating them by 90
degrees with probability p = 0.5, and applying random photometric distortions (i.e.,
changes to brightness, saturation, contrast, and hue). In addition, we trained the
model on random crops of the images. We used AdamW as the optimizer, with a
learning rate of 6x1073, weight decay of 0.01, and betas set to (0.9,0.99). We also
applied a polynomial decay with a factor of 1.0 and warm-up for 1,500 iterations.
We trained all experiments for 40,000 iterations and obtained the results for every
experiment as the average over three different random seeds 0,1,2 to account for

variations.

As in previous work such as DACS [71] and DAFormer [72], we set T = 0.968
in 3.18 to determine the confidence threshold for using the model’s own predictions
on the target domain as pseudo-labels. For final evaluation on the test set, we used
raw images without any further transformations. This allowed us to assess the

performance of HIUDA on the target domain in a realistic setting.

Compared Methods

In this study, we conducted a comprehensive comparison of the performance of our
proposed unsupervised domain adaptation method, HIUDA, to various state-of-the-
art Unsupervised Domain Adaptation approaches. Our comparison included both a

baseline model and several alternative Unsupervised Domain Adaptation methods.

The baseline model we considered was the Source Only model, which is a
network trained solely on the source dataset without any adaptation to the target
domain. This model serves as a reference for comparison and allows us to assess the

improvement gained through domain adaptation.

We evaluate the original metric-based approach and several well-known adver-

sarial training methods:

e MMD [132]: it adopts the Maximum Mean Discrepancy (MMD) loss in
combination with the standard classification loss on the source to learn a

representation that is discriminative and domain invariant;
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* AdaptSegNet [133]: it presents one of the earliest proposals for domain adap-

tation of semantic segmentation via adversarial learning;

* FADA [134]: it introduces a fine-grained adversarial learning framework for
cross-domain semantic segmentation that incorporates class-level information

and enables class-level feature alignment;

* CLAN [63]: it emphasizes maintaining local semantic consistency while align-
ing global distributions to mitigate the negative transfer effect of misaligned

features;

e TransNorm [135]: it is a trainable layer that enables DNNs to be more trans-

ferable across domains and is designed to be trained end-to-end.

We finally compared HIUDA to several self-training Unsupervised Domain Adapta-

tion methods:

* CBST [66]: it represents an early foray into self-training methods as they apply
to domain adaptation in the realm of semantic segmentation. Additionally,
a novel approach to self-training that prioritizes balanced representation of
classes is introduced to mitigate the potential for large classes to dominate the

training process;

* PyCDA [65]: it proposes a new approach for domain adaptation of semantic
segmentation networks by connecting self-training and curriculum adaptation

methods;

* TAST [67]: it suggests an adaptive self-training approach that operates at the

instance level;

* DACS [71]: it presents an algorithm that combines pictures from the source
and target domains to produce new, modified samples;

* DAFormer [72]: it incorporates the DACS mixing strategy, while also featuring

a Transformer encoder and a multi-level context-aware feature fusion decoder.

Overall, our comparison of HIUDA to these various Unsupervised Domain Adap-
tation methods allowed us to assess the effectiveness of our proposed method and

understand its strengths and limitations in comparison to the state of the art.
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Table 3.15 Urban—Rural experiments. Experiments marked with an asterisk (*) were
repeated using the original method.

=)
2 E! g < s s )

Method B & £ 2 A & < mloU
Source Only 242 37.0 326 494 140 293 35.7 31.7
MCD [132] 25.6 443 313 448 13.7 33.8 26.0 314
AdaptSeg [133] 269 40.5 30.7 50.1 17.1 325 28.3 32.3
FADA [134] 244 330 256 476 153 344 203 28.7
CLAN [63] 229 448 260 46.8 10.5 372 24.5 30.4
TransNorm [135] 19.4 36.3 22.0 36.7 14.0 40.6 03.3 24.6
PyCDA [65] 124 38.1 20.5 57.2 183 36.7 41.9 32.1
CBST [66] 25.1 44.0 23.8 50.5 08.3 397 49.7 34.4
TIAST [67] 30.0 495 283 645 02.1 334 614 38.4
DACS* [71] 20.1 50.5 359 606 099 354 17.5 32.9
DAFormer* [72] 29.5 579 418 67.1 07.6 353 48.1 41.0
HIUDA 31.5 59.6 515 68.1 08.2 374 53.9 44.3

Urban— Rural Results

The outcomes of the Urban—Rural tests, displayed in Table 3.15, highlight the
difficulties of the task, caused by the stark and inconsistent class distribution in the
source domain. This domain is characterized by urban scenes with a mix of buildings
and highways, but relatively few natural items. This uneven distribution of classes
has negative consequences for the transfer of knowledge to the target domain, as
both adversarial training and self-training approaches yield overall performance that

is comparable to, or worse than, the Source Only model.

Specifically, the best-performing adversarial training technique, CLAN, only
manages to achieve a +1.8% improvement over the Source Only model. On the
other hand, self-training approaches have shown to be more effective in this case.
DACS, which utilizes a class mixing strategy, leads to a +1.2% improvement in
the performance of the Source Only model. DAFormer, utilizing a Transformer
backbone and the same class mixing approach as DACS, surpasses the Source Only
model by a margin of +9.3%.

However, the most successful self-training approach in this set of experiments is

HIUDA, which combines a twin-head architecture with an innovative class mix. This
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Table 3.16 Rural—Urban experiments. Experiments marked with an asterisk (*) were
repeated using the original method.

=)

2 £ - 5 £ 3 g

T 5 & =2 5 5 &
Method 2 2 &£ 2 BA& = < mloU
Source Only 433 256 127 762 125 233 251 313
MCD [132] 436 154 120 79.1 143 33.1 235 315
AdaptSeg [133] 424 237 156 820 13.6 287 22.1 326
FADA [134] 439 126 12.8 804 127 32.8 248 314
CLAN [63] 434 254 13.8 793 13.7 304 258  33.1
TransNorm [135] 33.4 050 03.8 80.8 142 340 179 27.7
PyCDA [65] 380 359 455 749 077 404 114 363
CBST [66] 484 46.1 358 80.1 192 29.7 30.1 413
IAST [67] 48.6 315 287 860 203 31.8 365 405
DACS* [71] 46.0 31.6 33.8 764 164 293 277 373
DaFormer* [72] 492 47.7 552 86.6 165 39.5 308  46.5
HIUDA 493 55.0 554 86.0 17.1 41.2 369 487

approach outperforms the Source Only model by a wide margin of +12.6%, and
also surpasses its closest competitor, DAFormer, by 4-3.3%. The success of HIUDA
can be attributed to its ability to boost the performance of rural and underrepresented
classes, such as agriculture, as demonstrated by the qualitative results presented in
Figure 3.23. Additionally, HIUDA demonstrates exceptional results in identifying
and categorizing contours and classes such as water, despite their scarcity in the
source domain. This holds true for frequently encountered categories that exhibit
different visual characteristics, like road, which can be encountered in both paved

and unpaved forms.

Rural—Urban Results

The results of the Rural—Urban experiments are summarized in Table 3.16. The
source domain in this case is dominated by large-scale natural objects, with only a
few man-made samples present. Despite this imbalance, the models being evaluated
are able to effectively transfer knowledge to these underrepresented categories.

Self-learning approaches outperform adversarial methods, with an average boost
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Fig. 3.23 Qualitative results from the two settings, Urban to Rural and Rural to Urban, after
testing on the target domain.

of +9.1% over the Source Only model. Adversarial training methods, on the other
hand, achieve accuracy that is comparable to the Source Only model.

In terms of mloU, the two best-performing self-training models and our closest
competitor all achieve improvements over the Source Only model, with gains of
+6.0%, +15.2%, and +17.4%, respectively. Among these, HIUDA stands out as
the most successful approach, outperforming DACS and DAFormer by +11.4% and
+2.2%, respectively. The qualitative results presented in Figure 3.23 support the
superior ability of HIUDA to distinguish between rural and urban classes. While
DACS fails to identify buildings and DAFormer wrongly categorizes some of them
as agricultural land, our model effectively reduces bias towards categories with larger
surfaces, resulting in performance that is more aligned with the actual truth.

3.4.3 Ablation Studies
Twin-Head and HIMix Components

To assess the efficacy of the twin-head architecture, we compare it against a con-
ventional single-head design that creates pseudo-labels using a secondary teacher
network, which is obtained from the student model as an exponential moving aver-
age. In addition, this study investigates the potential of the HIMix when paired with
traditional single-head training. To this end, we carry out an extensive ablation study
using MiT-B5 [33] as the backbone, and we report the results in Table 3.17.
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Table 3.17 An ablation study was conducted on our HIUDA framework to evaluate the
contribution of its twin-head architecture and HIMix strategy

ID | Twin | Class | Instance | Hierarchical. mloU mloU
Head | Mix Mix Mix U2R R2U
1 v 41.0+£0.33 | 46.5 £ 041
2 v v 434 4+0.76 | 47.6 £ 0.10
3 v v 429 +£0.35 | 47.1 £0.34
4 v v 432 +£0.35 | 474 +£0.16
5 v v v 44.3 + 0.39 | 48.7 £ 0.06

The results reveal that the twin-head design paired with the Standard ClassMix
(line 3) performs better than the single-head architecture (line 1). This implies that
our solution is more effective at producing finer pseudo-labels with correct class
segmentation, as also depicted in the first column of Figure 3.24.

Even when used with a single-head architecture, the HIMix still leads to an
improvement in recognition performance (line 2). This is particularly evident for
categories with a smaller surface area in pixels, which are ranked below those with
larger surfaces when using the Standard ClassMix. This is why, in the top-left image
of Figure 3.24, the model is unable to effectively grasp the semantics and wrongly
classifies the building as agricultural land. Contrastingly, HIMix can accurately
identify buildings (as seen in the top-right image of Figure 3.24) even when the

prediction has indistinct contours.

The highest performance is achieved when the twin-head’s ability to provide
an enhanced segmentation map is combined with the HIMix’s ability to maintain a
correct semantic structure (line 5). This combination results in the highest accuracy
and the most detailed segmentation map, as shown in the bottom-right image of
Figure 3.24.

To assess the contribution of our HIMix to overall performance, we conduct
also an ablation study on each components (lines 4-5). The results show that
the Hierarchical Mixing consistently improves Instance Extraction by 41.1% and
+1.3% in the Urban to Rural and Rural to Urban scenarios, respectively. These
findings highlight the value of the Hierarchical Mixing in enhancing the performance
of the HIMix in both settings.
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3.4.4 Findings

In conclusion, we have explored the challenge of Unsupervised Domain Adaptation
in the field of aerial Semantic Segmentation and discovered that the distinctive
features of aerial imagery, including the absence of structural consistency and the
marked discrepancy in semantic class coverage, must be considered. In order to
address these issues, we have developed HIUDA, a fully trainable Unsupervised
Domain Adaptation framework that includes two main contributions. The first
solution introduced is an innovative domain mixing technique that is comprised of
two components: a connected component extraction component that selects instances
from each semantic map, and a hierarchical mixing component that categorizes and
integrates the instances based on their pixel count. The second contribution is a twin-
head architecture that generates finer pseudo labels for the target domain, thereby
improving the effectiveness of the domain mixing. We have demonstrated the success
of HIUDA through a comprehensive set of experiments on the LoveDA benchmark,
showing that it is capable of effectively adapting knowledge from one domain to
another, even in the challenging conditions presented by aerial imagery.



Chapter 4
Conclusion

In this concluding chapter, we will summarize the main results and contributions pre-
sented throughout this thesis, highlighting the significance of the proposed methods
and datasets and the implications of our findings for the field of Semantic Segmenta-
tion and Domain Adaptation. We will also discuss the open issues and challenges
that remain to be addressed in this research area, and will outline some potential
directions for future work. This may include extensions and improvements to the
proposed methods, as well as potential applications in other domains. Overall, the
goal of this chapter is to provide a comprehensive summary of the research presented
in this thesis, and to offer insights and guidance for future work in this important

and rapidly-evolving field.
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4.1 Summary

The extensive analysis of semantic segmentation models has shed light on a sig-
nificant issue that these models face: poor generalization performance to unseen
domains. This issue is primarily attributed to the limited data availability and quality.
Collecting and annotating real-world data is a time-consuming and costly process,

which results in models that struggle to generalize to new, unseen scenarios.

To address this challenge, the purpose of this thesis was to explore and develop
solutions that would make the neural models more robust and capable of generalizing
to different domains from the ones they were trained on. One such solution is to use
synthetic datasets, such as IDDA, a large-scale synthetic dataset designed specifically
for the autonomous driving task. Using such datasets can help reduce the domain
gap with real-world scenarios by providing diverse examples of different weather,
illumination, perspectives, and environmental conditions.

However, it is worth noting that even synthetic datasets have their limitations.
It is not possible to fully replicate the nuances of real-world data in a simulated
environment, which can result in models that are not able to accurately segment
real-world scenes. To overcome this challenge, one approach is to use a combination
of synthetic data and a limited amount of annotated real-world data. This is what
our PixDA framework does when applied to self-driving task - it learns from both
synthetic and real-world domain, reducing the likelihood of the model becoming

overly reliant on the specific characteristics of the synthetic dataset.

These solutions may not yield the same results when applied to particular tasks
such as aerial image analysis, which presents additional challenges. One of these
challenges is the lack of reference points, leading to the same scene being viewed
from different rotations around the vertical axis, making the model unable to handle
these changes in perspective. Even using domain adaptation solutions, such as the
newly introduced class mix strategy which combines images from different domains,

lead to unnatural mixed images and introduce negative bias during model training.

To overcome these challenges, we introduce a novel augmentation invariance loss
to make the model invariant to changes in perspective, and a new domain adaptation
framework that considers the lack of structural consistency in aerial images. This
results in a more precise and adaptable mixing strategy that leads to improved

performance for aerial image analysis.
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In conclusion, our study highlights the importance of utilizing the available data
in an efficient manner to train effective and robust deep learning models. Despite the
challenges posed by scenarios with limited data or complexity, such as autonomous
driving or aerial image analysis, our work demonstrates that it is possible to achieve
good results through proper exploitation of the available information. This em-
phasizes the requirement for cutting-edge approaches and structures, resulting in

enhanced performance and precision in challenging scenarios.
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4.2 Limitations and Future Work

There are still several aspects of these works that could be improved and remain

relevant for future research.

Regarding the use of synthetic datasets for semantic segmentation, the primary
challenge lies in the lack of realism. As these datasets are generated from 3D models,
they often miss the intricate details, variability, and diversity found in real-world
scenes, leading to models that struggle to adapt to real-world variations. This is
particularly evident in challenging domains such as aerial imaging and autonomous
driving, where the appearance and texture of real-world scenes can vary greatly. In
response to this limitation, future works aim to enhance the realism of synthetic
datasets by utilizing cutting-edge computer graphics techniques to generate more

varied and representative scenes.

Another crucial aspect is to integrate some real-world annotated data into training,
similar to what was done with PixDA, however this approach in some cases lead
to low segmentation accuracy due to overfitting or underfitting, especially if there
is imbalance in the semantic content causing complete misclassification of some
classes. Additionally, the model’s complexity can be high, resulting in high computa-
tional needs and longer training durations. Future efforts will explore meta-learning
techniques where the model can rapidly adapt to new domains, making the adaptation
process more efficient and effective. Different types of data such as depth maps
and point clouds can also be utilized to enhance the adaptation process and address
the challenge of data scarcity. Moreover, it could be intriguing to investigate the
application of our pixel-wise adversarial loss in other settings such as unsupervised

or multi-source domain adaptation.

The same limitations persist in the aerial scenario with the AIAS approach, which
has only been tested on one dataset and utilizes a transformer as its backbone, provid-
ing strong feature extraction but also requiring a substantial amount of computational
power. This is similarly evident in the HIUDA framework, which boasts exceptional
performance but necessitates a larger number of parameters, slowing down the train-
ing process. Future work will examine the efficiency of our solution when applied
to various complex datasets and examine the potential of using a simpler network

architecture. Furthermore, it will be fascinating to assess the performance when
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incorporating diverse data types besides the near infrared into the training phase, in
addition to relying solely on the RGB image.

In conclusion, this thesis has provided an in-depth examination of domain adap-
tation in semantic segmentation, emphasizing the importance of robust models that
can handle varying data distributions. Further research is needed to develop models
that are more robust to domain shift and can be applied to a wide variety of appli-
cations, from robotics to medical imaging. By driving advances in this areas, such
models can not only benefit the wider research community, but also lead to tangible
improvements in the lives of people all over the world.
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