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Surfaces with tailored wettability have attracted considerable attention because of their wide range of
potential applications. Wettability can be finely designed by controlling the chemistry and/or morphol-
ogy of a surface. However, the commonly adopted analytical theories of Wenzel and Cassie-Baxter cannot
describe a variety of intermediate and metastable states, being a thorough understanding of the com-
bined chemical and morphological effect on surface wettability still lacking. Hence, the design and opti-
mization of these surfaces is generally expensive and time-consuming. In this work, we propose a
numerical method based on the phase-field model to predict the wettability of micro-structured surfaces
and assist their design. First, we simulated the sessile droplet experiment on flat surfaces to calibrate
model parameters. Second, we modelled several surface morphologies, intrinsic contact angles and dro-
plet impact velocities. Finally, we produced and tested 3D printed flat and micro-structured samples to
validate the phase-field model, obtaining a reasonable qualitative and quantitative agreement between
numerical and experimental results. The validated model proposed here can help design and prototype
surfaces with tailored wettability. Furthermore, integrated with atomistic/mesoscopic simulations, it rep-
resents the last step of a predictive multi-scale model, where both chemical and morphological features
of surfaces can be designed a priori.
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(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

Nature offers plenty of examples where fascinating and techno-
logically interesting wettability properties can be observed. Lotus
leaves and the wings of some insects (e.g. Psaltoda claripennis)
exhibit superhydrophobicity and thus unusual self-cleaning prop-
erties, which are related to the micro-/nano-scopic surface pattern,
together with the low surface energy [1]. Moreover, rose petals,
Terpnosia jinpingensiswings, and gecko feet exhibit both hydropho-
bicity and high adhesion [2], causing water droplets to stick to the
petal even if it is turned upside down [3]. Such observations have
stimulated the design of bioinspired micro- and nano-structured
surfaces, resulting from combining different specific chemical
compositions and surface morphologies [4,5]. These surfaces can
potentially be useful in a wide range of industrial applications
[6–8]. Self-cleaning properties can prevent the accumulation of
dirt particles on vehicles, walls, shoes or solar cell panels, increas-
ing their efficiency without compromising their optical behavior
[9]. Controlling surface properties of materials is also beneficial
in water desalination, oil–water separation processes or energy
applications [10–13]. Super-hydrophobic coatings can reduce fric-
tion resistance, resulting in lower fuel consumption for submarines
and boats, thus providing significant environmental benefits [14].
Nanoengineered surfaces can be designed to optimize boiling pro-
cesses, thus enhancing their heat transfer properties [15]. Last but
not least, low free energy surfaces can also be employed in anti-
icing systems [16–18].

Micro- and nano-patterned surfaces or superhydrophobic coat-
ings can be manufactured by various techniques, such as nanoim-
print lithography, dip-coating, spray-coating, sol–gel process, and
chemical vapour deposition [7,19–21]. The fabrication of these sur-
faces is often expensive and time-consuming, so finding a correla-
tion between the wetting properties of the bulk material and their
chemical and geometric features would be extremely useful. The
well-known Wenzel and Cassie-Baxter models, which take into
account both chemical composition and surface geometry, have
often been used as a reference for this purpose [22]. However, sev-
eral factors involved in defining the equilibrium shape of a droplet
on a micro-structured surface are not fully encompassed by these
standard models [23–25], thus wettability may be difficult to be
assessed a priori.

Various studies have been conducted in the past few years to
test the validity of theoretical wettability models and to experi-
mentally verify the possible existence of multiple wetting states
for a textured surface (including metastable configurations). On
the one side, the experimental results obtained by Shibuichi and
co-workers [26,27], Murakami and co-workers [28], and Zhu and
co-workers [29] were found to be in qualitative agreement with
the Wenzel and Cassie theoretical models. On the other side,
experiments conducted by Synytska and co-workers [25] about
wetting of textured surfaces were not in accordance with any of
the commonly adopted models. Similarly, Mandal and co-
workers tested micro/nano hierarchical structured and
environment-friendly surfaces [30], which showed hydrophobicity
associated with high adhesion, in analogy to the ‘‘rose petal effect”
[2,3]. In detail, the contact angle – CA was increased from ð87� 2Þ�
to ð115� 2Þ� after micro-patterning, with roughness factor
r ¼ 3:1� 0:2 and /S ¼ 0:43� 0:04 (being /S the fraction of the dro-
plet base in contact with the surface), and this behavior could not
be explained by Wenzel’s theory. Therefore, the debate on the
actual reliability of theoretical models of wettability in predicting
the full range of possible wetting behaviours is still open [23,24].
Because of the broad variety of the involved phenomena – which
complicate theoretical analyses – conducting simulations able to
correctly predict the interaction between the droplet and the sur-
2

face and thus the actual behavior of a properly designed surface
has become very attractive. This study aims to support the analysis
of wetting behaviors that may fall within or beyond current theo-
retical descriptions. The Cassie and Wenzel models are used as
benchmarks in this work, as they represent a commonly adopted
guideline when studying the wettability of non-smooth surfaces.

Contact line motion over a rough or geometrically-structured
surface is a complex phenomenon, governed by the presence of
moving interfaces and viscous and inertial forces acting at different
length scales. When a liquid moves across a solid substrate, the
apparent, macroscopically observed CA generally differs from the
value occurring at equilibrium (static contact angle, SCA): the
dynamic contact angle (DCA) changes during the spreading pro-
cess, and it is often related to the relative velocity of the three-
phase contact line (TPL). Different modeling approaches are cur-
rently used to study the dynamics of wetting phenomena and to
numerically simulate the impact and subsequent propagation of
a droplet on an inert surface [31–34]. Considering the classical
hydrodynamic model based on Navier–Stokes equations, a non-
fixed mesh is generally required to account for the deformation
of the droplet shape at the fluid–fluid interface. Moreover, the con-
tact line moves on a solid surface during the spreading process,
resulting in energy dissipation. The boundary condition (BC) com-
monly used in this model at the solid–fluid interface is the no-slip
one, which, however, may lead to a stress singularity at the moving
TPLwhen hydrodynamic conditions are simulated. Many strategies
can be followed to avoid this singularity and thus enable the use of
a sharp-interface hydrodynamic model [35], such as employing a
slip condition at the wall. When geometrically structured surfaces
are present, however, the contact line is subject to multiple re-
configurations, and complex resolution algorithms are required
[36,37]. An alternative way to studymultiphase flows and interface
problems without requiring moving meshes is to use diffuse-
interface models (DIM), such as the phase-field model (PF) [38–
40]. These methods can predict the TPL movement on solid sub-
strates without causing stress singularities, being therefore suit-
able for simulating wetting phenomena of structured solid
surfaces. Diffuse-interface methods replace the sharp interface
(separating two different phases in the hydrodynamic approach)
with a transition region of finite thickness, through which physical
properties undergo a rapid but smooth and continuous change.
This expedient simplifies the numerical handling of changes in
complex interface topology: the fluid separation surface is no
longer a domain boundary, so its position does not have to be
explicitly defined at each simulation time step, because the equa-
tions are solved over the entire domain. However, since these mod-
els involve fourth-order differential equations, the computational
costs required for their implementation are higher than those of
traditional methods. Furthermore, the use of these models entails
limitations due to the non-zero thickness of the interface and the
mass losses that may occur [36,37,41]. DIMs can either use an
interface thickness justified by purely numerical grounds, as in
the level-set (LS) [42] or volume of fluid (VOF) methods [43,22],
or they can physically correlate the interface thickness with the
chemical potential of fluids and their free energy, as in the Cahn–
Hilliard phase-field model. Nevertheless, to the best of the Authors’
knowledge, Cahn–Hilliard phase-field model has never been
adopted to predict the wettability of micro-structured surfaces,
at least when moving droplets are concerned.

Here, the wettability of micro-structured surfaces was investi-
gated by means of numerical simulations validated by experimen-
tal measurements. A diffuse interface phase-field model based on
the Cahn–Hilliard equation was chosen, allowing a moving,
deformable surface to coexist with a fixed mesh. Such model was
found to be stable, as it removes the singularity at the contact line,
and less sensitive to numerical parameters than the level-set
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method [44], since the finite thickness of the interface is not
merely justified by numerical considerations but relies on physics.

2. Materials and methods

2.1. Governing equations

According to the Cahn–Hilliard equation [38], which relies on
the Van der Waals free energy density formulation for isothermal
fluids [45], the free fluid–fluid mixing energy density [39] can be
expressed as:

f mð/;r/Þ ¼ k
2
jr/j2 þ k

4�2
ð/2 � 1Þ2; ð1Þ

where / is the phase-field variable, k is the mixing energy density,
and � is the capillary width, which scales with the thickness of the
interface [39]. The first term on the right-hand side of Eq. 1 repre-
sents a ‘‘philic” effect, which is due to the interactions between
the components that tend to create a complete mixing. The second
term on the right-hand side, instead, identifies a ‘‘phobic” effect,
which is associated with a total separation of phases into pure com-
ponents (/ ¼ �1) and results in the classical sharp interface. Then,
/2�1ð Þ2

4 represents the Ginzburg–Landau double well potential for
the phobic free energy and accounts for the immiscibility of fluid
components. At equilibrium, the fluid–fluid interfacial tension r is
given by [38,39]:

r ¼ 2
ffiffiffi
2

p

3
k
�
: ð2Þ

The free energy for a given domain X can be then written as
F ¼ R

X f mð/;r/ÞdX, whereas the chemical potential is the rate of
change of F with respect to / (functional derivative), namely:

G ¼ dF
d/

¼ k

�2
ð/2 � 1Þ/� kr2/: ð3Þ

According to Fick’s law, the flux density of the diffusing species is
proportional to the concentration gradient by an appropriate coeffi-
cient, and its movement is gradient-adverse. Generalizing this law,
it is possible to relate the flux to the chemical potential gradient,
resulting in an advection–diffusion equation [38,46]:

@/
@t

þ u � r/ ¼ r � ðMrGÞ; ð4Þ

where M ¼ v�2 is a phenomenological mobility parameter and v is
the mobility tuning parameter, which determines the time scale of
diffusion (i.e., the relaxation time of the interface), and u the veloc-
ity field. If M is excessively large, the convective term is over-
damped; at the same time, it needs to be sufficiently high to coun-
teract straining flows that would otherwise cause changes in the
interface thickness. To simplify the numerical resolution, Eq. 4
was split into two second-order PDEs by the use of an auxiliary vari-
able n:

@/
@t

þ u � r/ ¼ kM
�2

r2n ð5Þ

n ¼ ð/2 � 1Þ/� �2r2/: ð6Þ
The Navier–Stokes equations are then modified to account for the
presence of an interface, including a body force (Gr/) transformed
via the divergence theorem to represent the surface tension:

q
@u
@t

þ u � ru
� �

¼ �rpþr � l½ruþ ðruÞT � þ Gr/þ F: ð7Þ

In Eq. 7, Gr/ is non-zero only within the interface region, where
the gradient has a finite value. Moreover F accounts for gravity or
3

buoyancy. Density q and viscosity l used for calculations can be
expressed as [46]:
q ¼ 1

2 ½ð1� /Þq1 þ ð1þ /Þq2�; l ¼ 1
2 ½ð1� /Þl1 þ ð1þ /Þl2�. Simi-

larly, referring to volume fractions Vf1 ¼ 1�/
2 and Vf2 ¼ 1þ/

2 [41]:

q ¼ q1Vf1 þ q2Vf2; l ¼ l1Vf1 þ l2Vf2; ð8Þ
where subscripts 1 and 2 identify the two phases, respectively.
Here, the finite element analysis software COMSOL Multiphysics�

was chosen for the resolution of these PDEs [22,47].

2.2. Boundary conditions

First, a null perpendicular velocity component of the fluid
occurs at a non-permeable solid wall, i.e.:

ðu� uwÞ � n ¼ 0; ð9Þ
where uw is the boundary velocity (uw ¼ 0 for a fixed wall) and n is
the outward-pointing normal unit vector. Moreover, when a viscous
fluid is in proximity to a surface, the fluid is generally assumed to
adhere to the wall and thus have the same velocity as the domain
boundary. This assumption results in the following expression:

ðu� uwÞ � t ¼ 0; ð10Þ
where t is a general unit vector tangential to the wall. However,
such no-slip condition represents a problem if a moving interface
is in contact with a solid surface, as in wetting phenomena: in such
circumstances, the adoption of a hydrodynamic model combined
with this condition may lead to a stress singularity at the TPL, which
could be overcome by discrete models [48]. This problem can be
bypassed also at the continuum scale via a phase-field model, since
the diffusion introduced by the Cahn–Hilliard equations allows for
contact line motion, even when a zero velocity field occurs. The
coexistence of a moving contact line and a condition of adherence
to the wall might seem a paradox – partially explained by the fact
that the diffusive flow is not actually a macroscopic flow – but it
is rather due to molecular displacements that occur on a micro-
scopic scale [49]. Although other boundary conditions (such as
Navier BC – NBC or Generalized Navier BC – GNBC [22]) sometimes
provide a more accurate description of the physics actually involved
in liquid–solid interaction, the no-slip condition is a good option
when diffuse-interface methods are used and computational time
has to be reduced [41].

A phase-field model includes the variable /, which therefore
requires appropriate boundary conditions. When a fluid is in con-
tact with an impermeable wall, no diffusive flux across the surface
is observed, that is:

n � rG ¼ 0: ð11Þ
Moreover, an instantaneous equilibrium between fluid and solid
wall is typically supposed, imposing a dynamic microscopic contact
angle equal to the static equilibrium value [41,49]:

cos hS ¼ n � r/
jr/j : ð12Þ

This approach is a specific case of a more general boundary condi-
tion, which takes non-equilibrium states into account and allows
for the emergence of a dynamic microscopic contact angle hD, differ-
ent from the static contact angle hS during flow [50]:

@/
@t

þ u � r/ ¼ �CLð/Þ; ð13Þ

where L is the surface chemical potential, while C is a rate constant
depending on material properties; however, the values of these
parameters are often not known, so they are mostly treated as phe-
nomenological parameters.
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In this work, a no-slip non-penetration condition was imposed
at the solid wall, resulting in zero fluid velocity next to the solid
substrate (Fig. 1a). NBC and GNBC were not chosen for several rea-
sons, including the desire to fully exploit the advantages intro-
duced by the phase-field model, as well as to reduce
computational time, which would have inevitably increased by
adopting more complex formulations. Moreover, slip models of
NBC and GNBC use a characteristic length, ls, which would have
added a further degree of freedom to the system. It is also worth
mentioning that these models involve very small length scales
and fail in the vicinity of the contact line. Furthermore, the main
interest here was not about the process dynamics, but rather about
the stationary condition achieved at the end of the transient simu-
lation, similarly to previous works [41,50].

Analogous reasoning led to the choice of boundary conditions
for the phase-field variable /: a rigorous approach would have
required the use of Eq. 13 and so the introduction of C parameter,
which is generally unknown. As also explained in [22], it is possible
to recover the correct macroscopic solution by properly using
mutual compensation between the effects related to M and C. In
order to obtain this result, however, it would be necessary to know
the true values of these two parameters, or to perform a fitting on
experimental data, which are not usually available [50]. For these
reasons, a microscopic contact angle equal to the static value was
imposed, using Eq. 12 in conjunction with 11 (no flux through
the wall). It is worth specifying that the application of Eq. 12 in
numerical simulations actually corresponds to imposing a macro-
scopic contact angle, since the grid size is much greater than the
typical length scales of the region immediately adjacent to the con-
tact line. For this reason, some authors neglect the inner region
next to the TPL and apply a dynamic model to the contact angle
through Eq. 12, therefore imposing that the apparent contact angle,
defined as cos ha ¼ n�r/

jr/j , follows equations such as Cox’s or molecu-

lar kinetic theory [22,41]. Such an approach, however, besides
increasing the system degrees of freedom and the computational
time, introduces an explicit link between angle and contact line
velocity, which cannot be assessed with respect to the fluid veloc-
ity, having imposed a no-slip condition at the wall. Again, being
mostly interested in the steady state achieved, we preferred to
impose a constant contact angle equal to the static value. Some
previous results indeed highlighted that this boundary condition
fails to properly model the dynamics of the spreading process,
but it can satisfactorily predict the equilibrium droplet shape
[41]. For the sake of clarity, it should be specified that the macro-
scopic contact angle discussed in this paragraph refers to length
Fig. 1. (a) Computational domain and boundary conditions used. (b) Simulation domain
Geometry of the micro-structured surface with details of the characteristic dimensions.

4

scales comparable to the mesh size; henceforth, by apparent con-
tact angle we will refer to that macroscopically observed, assessed
at some distance from the wall, such that it is not affected by edge
effects due to the imposed boundary conditions. For more details
about the chosen boundary conditions, see [22].

2.3. Simulation protocol

We initially simulated the equilibrium contact angle of a dro-
plet on a perfectly smooth surface to assess the physical consis-
tency of the model in a simple case. We adopted a half two-
dimensional symmetrical domain, due to the high computational
costs that would be required by a full three-dimensional domain
(see [22] for further details). The droplet was placed a few tenths
of a millimeter (depending on the mesh size and interface thick-
ness used) from the surface at time zero, so as to minimize the
duration of the transient phase. This choice also reduced the com-
putational time and prevented from being influenced by impact
velocity. We used a water droplet with a radius R = 1 mm, so that
the characteristic length of the system would be smaller than the
capillary length lc (in the case of water at 20�C, lc = 2.71 mm), to
avoid possible effect of gravity and guarantee the spherical shape
of the droplet. The droplet was placed at a distance of at least 2
mm from the upper and right boundaries to ensure that the open
boundary conditions imposed did not affect the deformation of
the interface.

The choice of a diffuse-interface model avoided the use of a
moving computational grid, so a fixed triangular non-uniform
mesh was adopted. Mesh properties can be defined by several
parameters, such as the mesh element size h, i.e., the length of
the longest edge of the element. The mesh is overall characterized
by a maximum element size hmax. The area crossed by the interface
motion was subdivided into finer elements than the remaining part
of the domain (see Fig. 1b), since in phase-field methods the mesh
size is closely related to the interface thickness, but at the same
time the reduction of the mesh size increases the computation
time [44,51]. We assumed the absence of relevant turbulent dissi-
pation and chose a laminar flow model. Indeed, the starting condi-
tion considered for the simulations is close to equilibrium and the
fluid motion is characterized by low velocities. Thus, we imple-
mented the continuity equation (r � u ¼ 0) and the Eq. 7, coupled
to Eqs. 5 and 6 through Eqs. 3 and 8. All phenomena related to flow
compressibility, thermal effects and surface tension gradients were
neglected; the gravitational term in the Navier–Stokes equations
was included to model droplet deposition. Reference pressure
and temperature were set to pref = 1 atm and Tref = 293.15 K,
at the initial condition. The color bar indicates the air volume fraction (see Eq. 8). (c)
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respectively. We referred to the air and water phases in Eq. 8 as
‘‘Fluid 1” and ‘‘Fluid 2”, respectively.

To evaluate the resulting apparent contact angles, we approxi-
mated the air–water interface near the TPL in the 2D-domain with
a straight line passing through two sufficiently close points [22],
exploiting the definition of tangent to a curve. The contact angle
was measured slightly offset from the solid wall to avoid any local
effects due to the mesh or domain boundary. The results of this
procedure were substantially in agreement with the imposed
boundary conditions on the wetted wall, confirming the reliability
of the simulations performed. We then repeated the procedure
while reducing the mesh size and checked that the results were
not significantly affected by changes in interface thickness. Indeed,
the interface width of real systems is much smaller than that used
in numerical approximations. During the simulation we extracted
the profile of Vf2 along an horizontal line at each time-step, to
identify the evolution of the x-coordinate of the interface; the same
procedure was applied along the y-axis. The positions thus identi-
fied exhibited oscillatory trends along the simulation until equilib-
rium, when the CAwas evaluated [22]. For each simulation, we also
checked the conservation of mass to ensure the quality of the
numerical results. The water mass per unit volume can be defined
as: qwater ¼ q2 � Vf2.

We then added trapezoidal micro-structures on the solid sur-
face, to analyze the effect of morphological features on surface
wettability [52,53]. The micro-structure can be described through
geometric parameters such as the size of the upper base A, the
lower base B, the height H and the distance between two trape-
zoids D (see Fig. 1c), as well as the surface roughness factors r
and /S (parameters of the theoretical wettability models). To
explore the effect of chemical and morphological surface features
on their wettability response, different CAs and micro-structured
topologies were simulated.
2.4. Model calibration

The two parameters of the interface model are the interface
thickness � and the mobility parameter M. � must be large enough
to ensure a smooth / profile to adequately reflect the diffusive nat-
ure of the model [46]. Too high values, on the other hand, could
compromise the reliability of simulations, especially if the inter-
face interacts with geometric structures of comparable size to its
own thickness: in that case, the result would depend on the value
of � and thus the solution would have no physical relevance, even if
numerically acceptable. At the same time, it is worth recalling that
the width of interfaces typically considered in simulations is much
larger than those of real physical systems, since realistic thick-
nesses could not be handled with current computational resources
[41]. In fact, this thickness is closely related to the mesh size: to
properly capture the surface profile, the grid must have dimensions
at least comparable to � [50]. Previous works [46] suggest using an
interface thickness equal to or larger than half the mesh size;
therefore, we chose to compare the results obtained with different
� values in order to select the most appropriate thickness [22]. M,
instead, governs the time scale of diffusion in the Cahn–Hilliard
equations, and it is related to � by the mobility tuning parameter
v. M must be large enough to keep the width of the interface con-
stant, but if too large it may overly dampen convective motion
[46]. Hence, the choice of these parameters significantly influences
simulations, as well as whether or not the result is independent of
the interface thickness (i.e., whether the sharp-interface limit is
reached).

We decided to treat mobility, in particular v and �, as phe-
nomenological parameters. We performed several simulations
with a smooth surface, imposing a wall contact angle of
5

CA = 120� and systematically changing the mesh size hmax (hence
the interface thickness �) and the parameter v. For each simulation,
we analyzed the final contact angle obtained, and checked the con-
servation of mass and the achievement of a sufficiently stable state
(variations of the interface positions with respect to the x and y
axes less than 2%). All the simulations carried out resulted in a final
CA consistent with the imposed boundary conditions (discrepancy
between imposed and obtained contact angle almost constant and
less than 5%), so it could not be used alone as a benchmark to
assess the quality of results. We therefore analyzed also the error
related to the conservation of water mass, the computational costs
and the stability of simulations, and chose the value of v optimiz-
ing these figures of merit (v ¼ 100 m s/kg in this work) [22].

Instead, achieving a �-independent solution (i.e., convergence to
the sharp-interface limit) in domains characterized by micro-
structured surfaces is not trivial: interactions between geometric
entities with length scales comparable to the interface thickness
and the interface itself lead to an upper limit for the � values
(i.e., mesh sizes) that can be used, thus tightening the convergence
criterion. In contrast to what was observed with smooth surfaces,
not all meshes used for these simulations led to results indepen-
dent of the interface width. For each geometrical configuration
analyzed, we then progressively decreased the maximum size of
the mesh elements (as well as �) while keeping the other model
parameters unchanged, and then evaluated the obtained apparent
contact angle, thus verifying the independence of results from the
considered � (Supplementary Fig. S1). Again, water mass conserva-
tion and stability of the achieved state were verified (Supplemen-
tary Figs. S2 and S3). More information about this calibration
procedure can be found in [22].
2.5. Sample preparation

Samples consisting of either arrays of truncated cones or a flat
pad were printed via 3D laser lithography systems, using two-
photon-polymerization (see Fig. 2a). Sample configurations were
designed using a commercial CAD software (Autodesk� Inventor�)
and were exported as stereolithography files. The characteristic
geometrical parameters of the samples are shown in Table 1.

The NanoOne printer and the UpPhoto resin (UpNano�) were
used to produce samples. The photoresist was placed in a vat with
a precision glass window at the bottom. The vat was mounted
rigidly above the lens. Its glass window helps to preserve the focus-
ing power of the lens. During printing, the lens and vat move fur-
ther down from the substrate after each layer. Thus, the structure
is pulled out of the photoresist in the vat. The selected setting
parameters are shown in Table 2. All samples were printed on con-
ventional laboratory glass, as substrate. The geometry of the cone-
shaped printed samples was analyzed by 3D laser scanning. In
detail, a Keyence VK9700K 3D laser scanning microscope was used,
with setting parameters shown in Table 3. The actual geometry
was measured by generating line profiles along the x and y axes,
crossing the maxima or the top of each cone (see Table 3 and
Fig. 2b). For each sample, a subsection of 4�3 cones was scanned
from the considered array.
2.6. Experimental characterization

Both the micro-patterned and the reference flat 3D printed sur-
faces were tested to assess their properties and the wetting state
achieved. A normative-compliant equipment (UNI EN 828, UNI
9752, ASTM D-5725–99) was employed to perform sessile drop
tests over the samples, and thus measure the apparent static (hS),
advancing (hA) and receding (hR) contact angles [22]. For each of
the cases examined, at least five droplets of deionized water were



Fig. 2. (a) Scanning Electron Microscope overview of the micro-structured sample. (b) 3D laser scanning analysis of the micro-structured sample (see Table 3 for details on
used parameters). Different colours refer to the scanning axes used. The latter were chosen according to the positioning of the truncated cones (i.e., 3 distributed along the x-
axis and 4 along the y-axis). Note that the top of the cone is actually curved, but laser profilometry shows an almost trapezoidal shape due to light scattering phenomena at
the cone tip.

Table 1
Overview of geometrical parameters of the manufactured samples. a and h are the side dimension and thickness of the flat sample, respectively.

Parameters (lm)

A B D H a h Array

Cone 12 40 60 100 – – 84�84
Flat pad – – – – 5000 200 –

Table 2
Setting parameters for printing the samples by NanoOne.

Parameter Value

Lens magnification/NA 10�/0.4
Laser power 50 mW

Speed 600 mm s�1

Hatching (x-y-plane) 0.5 lm
Slicing (z direction) 5 lm

Table 3
Setting parameters adopted for profilometry.

Parameter Value

Lens magnification/NA 50�/0.95
z-increment 0.5 lm
xy-calibration 276 nm/pixel
z-calibration 1 nm/digit
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deposited at 20�C temperature and relative humidity between 40%
and 50%. A droplet volume of 4:1 lL was selected so that volume
forces (i.e., gravitational effect) would not significantly affect wet-
tability while still allowing the drop to interact with a relevant set
of micro-cones, as well as to ensure radius values comparable to
those used for simulations.

To assess the static contact angles associated with flat and
micro-structured surfaces, drops of water were deposited on each
sample [54]. After 60 s of stabilization, images of the liquid drops
were captured (LAS-EZ software, Leica Camera AG) and subse-
quently processed (ImageJ software) using a spherical approxima-
tion of the droplet shape. For the micro-structured sample, the
surface formed by joining the upper portions of the cones was con-
6

sidered as the liquid–solid interface, thus allowing the evaluation
of the apparent contact angle. Measurements of hA and hR contact
angles were made according to the same testing conditions as
those employed for static angles. Experiments were performed
using a goniometer stage (Thorlabs GN2/M) with pure rotational
motion (backlash-Free Spring-Loaded design) over two axes, so
that both flat and micro-structured samples were positioned at a
tilt angle of 15 degrees. In the case of the micro-structured surface,
an additional 90-degree tilting condition was also investigated
using a vertical sample holder. The procedure involved depositing
a droplet on the sample surface and then tilting the goniometer
stage/sample holder to achieve the desired tilting angle, while
minimizing contact line changes produced by vibrations as much
as possible.

The acquired images were then post-processed with ImageJ,
and the contact line projection and liquid–solid interface were
manually interpolated so that contact angles could be calculated.
Since this method exploits gravity, the volume of the droplets
becomes a meaningful parameter, so the analysis was repeated
using 10 lL drops (higher volumes could not be used because of
the finite surface area available for measurements). The CA values
obtained with the two different volumes were found to be compa-
rable, so only the results for 4.1 lL drops are reported and further
discussed below.
3. Results and discussion

Some representative simulation results showing different wet-
ting states on the micro-structured solid surfaces are displayed
in Fig. 3. Wenzel (Fig. 3a and b) or Cassie-Baxter (Fig. 3c) states
were observed depending on the simulated geometry of the



Fig. 3. Numerical wetting states on a micro-structured solid surface, which is characterized by A = 48 lm, B = 80 lm, D = 120 lm, and H = 100 lm. AWenzel state is obtained
with intrinsic contact angle CAw equal to (a) 30� and (b) 70�; (c) a Cassie-Baxter state with CAw equal to 120�. Different colors identify the fraction of air in the domain: blue
corresponds to Vf1 ¼ 0 (/ ¼ 1), red to Vf1 ¼ 1 (/ ¼ �1, see Fig. 1). The black circle identifies the water droplet position at time zero.
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micro-structure, as well as the intrinsic contact angle CAw imposed
at the solid wall (i.e., hY in Figs. 4 and 5). Without loosing general-
ity, these wetting states were obtained considering a micro-
structured surface characterized by A = 48 lm, B = 80 lm,
D = 120 lm, H = 100 lm and contact angle equal to 30�, 70� and
120�, respectively.
Fig. 4. Comparison between simulations and theoretical equations. Blue squares represen
line represents the Wenzel equation, and the dashed black line stands for the Wet Cassie
displays the cosine of the apparent contact angle (h). (a) A = 24 lm, B = 80 lm, D = 120
H = 100 lm (Supplementary Table S2); (c) A = 48 lm, B = 80 lm, D = 120 lm, H = 100
(Supplementary Table S4).
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Several simulations were carried out, varying the intrinsic con-
tact angle and the geometry of the micro-structure (further images
are provided in Supplementary Figs. S4 and S5). In detail, as
reported in Fig. 4, four different micro-structures were considered,
namely (a) A = 24 lm, B = 80 lm, D = 120 lm, and H = 200 lm
(Fig. 4a and Supplementary Table S1); (b) A = 24 lm, B = 80 lm,
D = 120 lm, and H = 100 lm (Fig. 4b and Supplementary
t numerical data, the dashed blue line describes the Cassie-Baxter model, the orange
state. The x-axis shows the cosine of the intrinsic contact angle (hY ), while the y-axis
lm, H = 200 lm (Supplementary Table S1); (b) A = 24 lm, B = 80 lm, D = 120 lm,
lm (Supplementary Table S3); (d) A = 48 lm, B = 80 lm, D = 240 lm, H = 200 lm



Fig. 5. Comparison between simulations and theoretical equations, at different droplet initial velocities. The dashed blue line describes the Cassie-Baxter model, the orange
line represents the Wenzel equation, and the dashed black line stands for the Wet Cassie state. The x-axis shows the cosine of the intrinsic contact angle (hY ), while the y-axis
displays the cosine of the apparent contact angle (h). (a) A = 24 lm, B = 80 lm, D = 120 lm, H = 200 lm (see Supplementary Table S5, for further details); (b) A = 48 lm,
B = 80 lm, D = 120 lm, H = 100 lm (see Supplementary Table S6, for further details).
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Table S2); (c) A = 48 lm, B = 80 lm, D = 120 lm, and H = 100 lm
(Fig. 4c and Supplementary Table S3) and (d) A = 48 lm, B = 80 lm,
D = 240 lm, and H = 200 lm (Fig. 4d and Supplementary Table S4).

By comparing the numerical results (see blue squares in Fig. 4)
with the theoretical predictions by Wenzel and Cassie equations
(see lines in Fig. 4), it can be appreciated how simulations faithfully
reflect the theoretical predictions only at high intrinsic contact
angles, which characterize the Cassie-Baxter state and the Cassie-
Wenzel transition. In these cases, micro-structures increase the
surface hydrophobicity, resulting in an apparent contact angle
higher than what would be obtained with a smooth surface. This
behavior is due to the presence of air pockets trapped in the
micro-structure grooves, which suspend the droplet over the bot-
tom surface. Decreasing hY results in a transition to the Wenzel
state, with water completely filling the micro-cavities. This transi-
tion is reproduced with reasonable accuracy by simulations, as
shown more prominently in Fig. 4a. By further reducing the wall
intrinsic contact angle, however, the numerical values deviate sig-
nificantly from Wenzel’s theory, since it does not predict that an
intrinsically hydrophilic surface may become hydrophobic due to
the presence of micro-structures, as observed in simulations
instead. The maximum discrepancy is achieved with intrinsic con-
tact angles of around 70�, and the mismatch concerns the value of
the apparent contact angle: in the simulations, water penetrates
the cavities of the micro-structure, as predicted by Wenzel’s the-
ory. Moreover, increasing the height of the cones reduces the
matching between numerical and theoretical results. It is worth
noting, though, how the overall qualitative behavior of the system
remains nearly invariant for the different micro-structures simu-
lated. The size of the micro-structures, on the other hand, affects
the value of the apparent contact angle (h) that is obtained with
a specific intrinsic contact angle (hY ), as well as the mesh size
below which the result is no longer �-dependent (see Supplemen-
tary Tables S1-S4).

One of the reasons behind the observed discrepancies between
numerical and theoretical results may lie in the non-
exhaustiveness of Wenzel and Cassie’s theories, already pointed
out several times over the years [25,30]. In fact, these theories rep-
resent a commonly accepted guideline for wetting phenomena
involving non-smooth surfaces, but they are unable to catch many
aspects of them since, e.g., they do not take into account the actual
8

geometry of the surface but only certain roughness factors, which
may be not sufficient to analyze the multitude of possible behav-
iors. As a matter of fact, according to the theoretical model, an
inherently hydrophilic surface with increasing roughness may only
improve its natural wetting properties; similarly, a suspended
state may only be achieved with intrinsically hydrophobic materi-
als. However, this description is not exhaustive, as shown by
experimental data [25,30,55] and simulation results reported by
other authors [36], since other possible wetting states exist, includ-
ing metastable ones. Synytska et al. [25], in particular, observed
that their experiments did not follow any of the models studied,
and the deviation from the Wenzel and Cassie equations increased
as the intrinsic contact angle decreased. This behavior can be jus-
tified by assuming the existence of a multitude of metastable con-
figurations for a droplet on a rough surface, each separated from
the adjacent one by an energy barrier.

In light of this, additional tests were performed imposing a non-
zero kinetic energy on the drop at the initial instant of simulation.
Micro-structured surfaces characterized by (a) A = 24 lm,
B = 80 lm, D = 120 lm, H = 200 lm or (b) A = 48 lm,
B = 80 lm, D = 120 lm, H = 100 lm were considered, and initial
droplet velocities between 0.2 m s�1 and 1.25 m s�1 were selected,
with results reported in Fig. 5. For high intrinsic contact angles,
corresponding to numerical results already in agreement with
the Cassie-Baxter theory, considering a non-zero initial velocity
does not significantly alter the final configuration: these outcomes
suggest that the condition achieved is a stable state. At lower
intrinsic contact angles, on the other hand, the presence of an
impact velocity allows the attainment of a final state different from
the one previously obtained and more in agreement with the the-
oretical predictions (see Supplementary Figs. S6 and S7 and Sup-
plementary Tables S5 and S6 for further details). The energy
required to achieve this result increases as the wall contact angle
hY decreases; moreover, the change in the resulting apparent con-
tact angle appears to be increasingly less pronounced as kinetic
energy increases. Without any claim to universality, these out-
comes would seem to confirm the hypothesis of metastable states,
since by introducing a perturbation into the system the condition
reached is altered. The results obtained with both geometries were
consistent with each other, demonstrating comparable behaviors



Table 5
Experimental values of contact angles obtained for the flat and micro-structured
samples (hS: static CA; ;hA=R;15� : advancing and receding CAs obtained at a 15 degree
tilt; hA=R;90� : advancing and receding CAs obtained at a 90 degree tilt).

Flat Micro-structured

hS (�) 70:4� 1:8 107:4� 4:5
hA;15� (�) 73:6� 0:2 94:1� 0:2
hR;15� (�) 68:8� 1:5 90:6� 1:1
hA;90� (�) – 100:5� 2:0
hR;90� (�) – 86:0� 4:1
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and thus generality of the resulting remarks (cf. Figs. 5a and b), at
least for the considered configurations.

A flat and a micro-structured experimental sample (made of the
same polymeric material) were produced and tested to validate the
observed simulation results. The actual geometric dimensions of
the micro-structure were assessed by analyzing the profiles
obtained from the 3D laser scanning (see Section 2.5 for further
details), and they are slightly different from those intended
(Table 4). Table 5 displays the results of contact angle tests per-
formed on the different samples. Static contact angle values rela-
tive to the flat surface reveal the hydrophilic behavior of the
specimen material (hS = 70.4� ± 1.8�). On the other hand, the intro-
duction of the surface micro-structure results in the sample being
hydrophobic, as shown by the apparent contact angle obtained
with the patterned surface (hS = 107.4� ± 4.5�, Fig. 6a). A more
detailed analysis of the experimental images in Fig. 6b also reveals
that water penetrates the gaps between the micro-structures
below the droplet, although it is not possible to assess whether it
fills this space completely or rather creates fluid-gas interfaces
between the cones. The absence of air pockets interposed between
the fluid and the surface would also seem to be confirmed by the
experiments concerning advancing and receding contact angles.
Even when tilting the micro-structured sample at a 15 or 90 degree
tilt angle, the drop remains attached to the sample and does not
slide over the surface (in contrast to what would happen with a
Cassie-Baxter state); the same behavior can be observed when
turning the specimen upside down. Comparing the values of the
static, advancing and receding angles of the micro-structured sam-
ple also shows that both hA and hR are smaller than hS, while gen-
erally hR < hS < hA. This result can be interpreted by assuming that,
due to gravity, the contact line highly deforms and the drop inter-
acts with the surrounding pillars, but without slipping or detaching
itself from the surface. To summarize, the experiments show that
the flat surface is hydrophilic, while the micro-structured sample
(made of the same material) is hydrophobic; moreover, the behav-
ior of the patterned surface is not consistent with a Cassie-Baxter
suspended state, but rather with fluid penetration throughout
the micro-structures (limited to the area below the drop).

Some simulations were then run considering micro-structure
dimensions comparable to those of the test specimens and without
initial velocity (see Fig. 6c and Supplementary Table S7), for a fair
numerical-experimental comparison. The numerical results
obtained from this analysis are consistent with the behavior shown
by previously simulated micro-structures (blue squares in Figs. 4
and 5). In agreement with experimental data, simulations reveal
a hydrophobic behavior for the micro-structured surface, even
when an intrinsic hydrophilic contact angle is imposed at the wall.
As reported in Fig. 6c, the numerical and experimental values of
the contact angle differ by about 12%. This discrepancy may be
ascribed to both experimental measurement uncertainties (e.g.,
the sample geometry is not exactly a truncated cone, the surfaces
are not perfectly smooth, the drop is unavoidably perturbed during
tests) and simulation approximations (e.g., not having used a
dynamic condition for the contact angle in the phase-field model
and having adopted a 2D model). Furthermore, a qualitative anal-
ysis of the numerical equilibrium condition appears to confirm
Table 4
Characteristic dimensions of the micro-structured surface produced, as from
profilometry data (see Fig. 1c for the definition of geometrical parameters).

Parameter Target value (lm) Real value (lm)

A 12 8:3� 0:9
B 40 30:4� 1:9
D 60 60:1� 0:1
H 100 87:1� 1:3
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consistency with the experiments: simulations show that water
penetrates the space between the micro-structures in the area
below the droplet, without the formation of air pockets (Wenzel-
like state). Finally, theoretical models indicate that the tested sam-
ple should be in a Wenzel state, with an apparent static contact
angle of h = 38� (see Fig. 6c). This consideration, however, is not
consistent with the experimental (and numerical) data, since a
hydrophobic apparent contact angle of 107.4� ± 4.5� is observed.

The simulations chosen for this work do not claim to be repre-
sentative or predictive of all observable behaviors in nature, espe-
cially since two-dimensional domains are used. The employment
of 2D simulations does indeed overcome the high computational
costs related to 3D models, although leading to some inaccuracies
in the description of phenomena. However, it could be a valuable
aid in the design of micro-structured surfaces and could help com-
pensating for the non-exhaustiveness of current theories.
4. Conclusions

In this work, we reproduced the sessile droplet experiment with
phase-field simulations based on the finite element method. Ini-
tially, we tested the validity of the method on a flat surface by
identifying the values of model parameters that lead to physically
consistent results, namely the interface thickness � and the mobil-
ity parameter M. We then studied the effects of surface micro-
structures on the apparent water CA (h) by varying the intrinsic
or Young’s CA (hY ) assumed as boundary condition. For the more
hydrophobic intrinsic conditions, the results show good agreement
with the theoretical Cassie-Baxter state up to the Wenzel transi-
tion. Considering the hydrophilic intrinsic condition, instead, the
results exhibit a mismatch from the theoretical Wenzel state. We
therefore supposed that this discrepancy could be ascribed to the
incomplete exhaustiveness of the theoretical models and the pos-
sible presence of metastable states that a droplet can explore on
non-smooth surfaces. Accordingly, we tested the possible effects
of droplet impact velocity to overcome metastable conditions,
observing final steady states closer to theoretical predictions.

To validate our numerical studies, we produced and tested a flat
and a micro-structured sample. The CA on the flat specimen reveals
the hydrophilic nature of the sample material (hS = 70.4� ± 1.8�). On
the other hand, the micro-structure leads to a hydrophobic surface
(hS = 107.4� ± 4.5�), with water penetration into the interstices
between adjacent micro-structures. Similarly, the values of
advancing and receding contact angles observed can be attributed
to water penetration between the micro-structures. Taking these
experimental evidences into account, we performed numerical
simulations using the intrinsic contact angle of the specimenmate-
rial and geometric dimensions comparable to those of the micro-
structured sample. The behavior of the simulated system is consis-
tent with the experiments, although there is a slight difference of
about 12% in the contact angle. This discrepancy may be due to
both experimental and numerical limitations: on the one hand,
the geometry of the sample is not perfectly truncated-conical; on
the other hand, numerical simulations were performed considering



Fig. 6. (a) Sessile droplet experiment on the micro-structured sample. (b) Magnification of the interaction between a water droplet and the micro-structured surface, where it
is possible to identify a contrast between the visible background (light blue in the image) and the liquid (yellow in the image) in the areas around the pillars. The image inset
shows the color change from left to right of the fifth pillar, transitioning from light blue to yellow. This change corresponds to the contact line of the water droplet with the
top of that pillar, highlighting the infiltration phenomenon. (c) Comparison between analytical predictions (Wenzel and Cassie-Baxter models), experimental and numerical
results of CA for the flat and micro-structured samples. Analytical predictions (Wenzel and Cassie-Baxter lines) were computed assuming that the micro-structures of the
sample are reasonably comparable to truncated cones with the geometric properties listed in Table 4, and that the intrinsic wettability of the material is hY = 70.4�.
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a 2D domain and other simplifying assumptions. We are therefore
considering for future works the use of contact angle dynamic
boundary conditions to improve the accuracy of the model. The
reliability of numerical simulations is further supported by the
water penetration observed in both simulations and experiments.

As also proposed in our previous works [56,57], this study rep-
resents a hybrid characterization protocol which can integrate dig-
ital and experimental measurements (e.g., coupling CHADA [58]
and MODA [59] protocols), assist and speed-up the design process
of surfaces with tailored wettability. Furthermore, this work repre-
sents a possible final step of a multi-scale model based on the inte-
gration with atomistic and mesoscopic simulations, which can
provide the boundary conditions for the used continuum model.
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