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The capacity of the optical transport network must be expanded to support the increasing demand due
to bandwidth-intensive applications. Multiband transmission solutions can achieve this goal by exploit-
ing the low loss optical spectrum windows while maintaining the same existing fiber infrastructure,
increasing the network’s capacity, and minimizing the operator capital expenditure (CAPEX) by limiting
the need for a new fiber deployment. In the context of multi-band transmission, this work proposes a
novel Reconfigurable-Optical-Add-Drop-Multiplexer (ROADM) architecture using a modular photonic
integrated multi-band Wavelength-Selective-Switch (WSS) that operates over multi-bands (S+C+L). This
study focuses on conducting a comprehensive network performance analysis of different settings, enabling
operation from 400G up to 800G using the proposed multi-band WSS on two real network topologies:
German and Italian. The results provide the potential benefits of transitioning from traditional C-band
transmission to multi-band transmission based on overall network performance. © 2023 Optica Publishing Group

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

It is estimated that global Internet traffic is projected to grow
at a Compound Annual Growth Rate (CAGR) of 30% [1]. The
introduction of 5G technology is expected to increase wireless
network capacity substantially; to support this increase, all other
network segments will require optical transmission over fiber
infrastructures. To meet this growing demand, network opera-
tors must develop cost-effective, scalable, and flexible strategies
to increase the capacity of their existing infrastructure. These
efforts are essential to ensure the reliable and efficient opera-
tion of the Internet in the future. The current state-of-the-art
Wavelength Division Multiplexing (WDM) optical infrastructure
takes advantage of the C band, which has a bandwidth of 4.8
THz, as a transmitting window from long-haul/submarine to
urban networks. By employing a preferred polarization mul-
tiplexed rectangular 16-ary quadrature amplitude modulation
(PM-16QAM) scheme, this technique allows data transfer rates
of around 30 Tbps per fiber. It is important to consider that the
installation of new fiber to increase capacity can result in high
costs, particularly in situations where fiber resources are lim-
ited [2]. Within this context, multi-band transmission, defined
as transmitting data through a broader range of low-loss opti-

cal fiber spectral bandwidths, presents a favorable solution to
improve network capacity and effectively repurposing existing
fiber infrastructure.

However, the incorporation of components outside of the C-
band spectrum can increase network costs, especially amplifiers
that are potentially expensive, but this can minimize the need for
a new fiber infrastructure. Moreover, Stimulated Raman Scatter-
ing SRS) can lead to degradation and imbalanced transmission
quality across multiple bands, negatively impacting network
capacity, particularly on larger networks. Hence, conducting a
thorough analysis of the advantages of incorporating multi-band
network components in a multi-band transmission system ver-
sus single-band transmission is decisive to evaluate the overall
performance of the network.

In this framework, there are two possible approaches to in-
crease the capacity of the optical network infrastructure: Spatial
Division Multiplexing (SDM), which can be deployed with Mul-
ticore (MCF), Multimode (MMF), or Multiparallel (MPF) fibers,
and Band Division Multiplexing (BDM), which involves using
a broader spectrum of optical fibers to enable low-loss trans-
mission (e.g., 54 THz in ITU G.652.D fibers). However, SDM
solutions such as MCF and MMF can improve transmission
capacity but require a complete transformation of the optical

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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Fig. 1. ROADM architecture enabled by multiple WSS mod-
ules.

transport ecosystem, including new fibers and devices. On the
other hand, BDM, which does not require the deployment of
extra optical fibers, is the most feasible immediate option to
increase the capacity of the optical network. Although optical
amplification is the main issue with the BDM system, there are
already several widely available prototype amplifiers that work
in the extended spectrum region [3]. Transparent wavelength
routing in BDM also needs filtering and switching components
to be available. The first move towards putting the BDM ap-
proach into practice is the introduction of filtering and switching
components. The network component such as WSS is vital be-
cause it offers autonomous management and routing of each
input channel to a fiber output of the WDM comb. WSS systems
are generally constructed using complex and bulky technologies
like Liquid Crystal on Silicon (LCoS) and Microelectronicme-
chanical Systems (MEMS) [4].

The current study suggests a multi-band WSS implementa-
tion utilizing Photonic Integrated Circuits (PICs) technology.
This approach contrasts existing bulky WSS systems based on
MEMS and LCoS technologies. The proposed WSS has a mod-
ular design that can operate in a broad optical spectrum, in-
cluding the C+L+S bands. It offers scalability to accommodate
additional output fibers and channels with a smaller footprint
than traditional MEMS-based solutions. The analysis only fo-
cuses on the switching functionality of the WSS module with-
out considering the local add/drop module of the ROADM, as
shown in Fig. 1. A preliminary network performance analysis
of the proposed multi-band modular WSS is performed by op-
erating it on a symbol rate of Rs = 60 GBaud and Free spectral
range (FSR) = 100 GHz WDM comb to enable 400G transmis-
sion [5]. This study begins by proposing the redesign of the
WSS to support 800G transmission with FSR = 150 GHz and
Rs = 120 GBaud and then evaluate its detailed performance con-
sidering two different topologies: Italian and German networks.
Furthermore, the performance comparison of transparent and

Fig. 2. Circuit model of the proposed WSS structure, highlight-
ing the main operational stages and their block structure.

translucent networks is also presented for different network con-
figurations. Finally, a detailed comparison has also been made in
terms of traffic and channel allocation for multi-band transmis-
sion with respect to widely deployed single-band transmission
systems.

The remaining of the paper is organized as follows. In Sec. 2,
the proposed architecture of WSS is described. In Sec. 3, the
WDM transport layer details are briefly described, and the Opti-
cal Signal-to-Noise Ratio (OSNR) penalty of the proposed WSS
is discussed for different symbol rates. Next, in Sec. 4, the net-
work layer details are reported along with a broad description
of the tool used for the network performance analysis. Sec. 5
describes the network performance results considering differ-
ent transceivers, transparent and translucent networks, and the
SDM vs. BDM network configuration comparison. Finally, the
conclusion of the article is stated in Sec. 6

2. WAVELENGTH SELECTIVE SWITCH ARCHITECTURE

The ROADM under analysis is based on a photonic inte-
grated WSS, enabling Dense Wavelength Division Multiplexing
(DWDM) over a multi-band scenario. The underlying design
principles of the PIC have been chosen to allow modularity
and scalability of the structure, allowing the architecture to be
adapted and simulated for various applications, envisioning
different amounts of ports, channels, and spectral characteris-
tics. This is achieved through a "divide and conquer" approach,
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Fig. 3. Contra-Directional Coupler filter: (top) schematic and
(bottom) frequency response.

splitting the demultiplexing and switching operations into sep-
arate sections while implementing the required functionalities
through cascades of simpler integrated components.

The main results and the responses of the components are
highlighted for a target application in the S+C+L bands, with
channel spacing of FSR= 100 GHz: the following network anal-
ysis also considers a case with FSR= 150 GHz, although the
same design principles and simulation steps are upheld. The
device architecture is depicted in Fig. 2, which highlights both
the general structure, the filtering cascade, and the switching
network structures [6]. The response of the components has been
simulated by analytical means or circuit block-based solutions,
using the Synopsys Optsim simulation platform to evaluate the
overall WSS performances.

A. Filtering section
This first section is tasked with demultiplexing the input signal
into its channels, separating each into a separate waveguide
while introducing minimal losses and crosstalk effects. This
operation is achieved through a multistage cascaded filtering
structure, which starts by separating the main bands of oper-
ations (S+C+L in the scenario under analysis) before moving
to a finer filtering resolution; this stage is fundamental in both
limiting the losses by reducing the following filtering cascade, as
well as reducing the inter-band crosstalk, allowing the optimized
design of the following components for the required band of
operation. After this initial division, each spectral sub-region is
demultiplexed by a filtering element cascade. Two main devices
accomplish this operation: Contra-Directional Couplers (CDCs)
for the band separation and Micro-Ring Resonator (MRR) based

filters for the channel demux.
These two elements achieve their wavelength filtering capabil-
ities through different operating principles and are therefore
suited for different tasks. CDCs operating principle is based on
the engineering of their gratings, which allows coupling of the
forward propagating mode of the first waveguide to the back-
ward propagating mode of the second waveguide. Their main
design parameters, highlighted in Fig. 3, are the waveguides and
gratings geometry: by tuning the waveguide unperturbed effec-
tive index (through width W1.2 and height) and the perturbed
one (∆W1,2) together with the gap G, we can suppress direct
coupling and maximize the contra-directional effect. Through
proper engineering of the grating periodicity (Λ1,n) we can tune
the effect for certain bandwidths and central frequencies.
MRRs work instead on a simpler interference principle: during
the round-trip in the ring structure, only certain frequencies
will experience constructive interference, and as such this ele-
ment can couple selective wavelengths to a second waveguide
while leaving the rest of the band unchanged. Single-ring struc-
tures have unsatisfactory properties with respect to transmitted
spectra flatness and stop-band attenuation, although the com-
bination of them in more complex structures can compensate
for these effects, as shown in Fig. 4. The design of these struc-
tures is mainly affected by two groups of parameters, namely
the coupling coefficients between the elements (K11,12,21,22) and
the radius of the rings R: by tuning the radii, we can select the
target channel, while the coupling coefficients are responsible
for the shape of the overall frequency response.

Due to their different operating principle, CDCs and MRRs
are suitable for slightly different applications. The CDC struc-
tures are ideal for separating the central region of operation
due to their flat-top wide-band properties and sharp stop-band
transitions: even though they require a larger foot-print with
respect to other filtering solutions, they can be tailored to cover
ultra wide-band of operation [7], making them fundamental
building blocks for multi-band applications. On the other hand,
MRRs, which are used for channel separation, represent one of
the standard integrated solutions for add-drop filtering systems,
although they are more suited to channel filtering and cannot
achieve ultra-wide filtering bandwidths.

In the proposed architecture, each channel is filtered by a two-
stage ladder MRR filter [8]: this configuration allows a flat-top
response, with a sharp stop-band transition and high extinction
ratio, ideal for minimizing the inter-channel crosstalk and reduc-
ing the transmission penalties. To mitigate the issue of aliasing of
MRR-based solutions, the devices have been designed and simu-
lated considering more complex grating-assisted coupling struc-
tures [9]: these couplers allow for the reduction of the number of
filtering elements needed, as additional antialiasing elements are
not required unlike in previously reported implementations [5].
This change allows more precise wavelength-dependent engi-
neering of the coupling value, which can compensate for the
intrinsic period nature of the response of MRR based device: as
depicted in the device frequency response, an FSR-free element
can be engineered, which does not introduce channel aliasing.
After the demux operation, the following section is specific for
routing the signals toward the target output port.

B. Switching section
In order to completely avoid contention, the routing is achieved
through parallel independent switching networks, with each
handling an individual channel and propagating it to the target
egress port.
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Fig. 4. Device schematic for the two-stage ladder MRR filter.
The frequency response is shown for the individual device
together with the proposed anti-aliasing solution.

These networks are implemented as 1×N binary tree
switches, comprised of N-1 1×2 Optical Switching Elements
(OSEs), as depicted in the general architecture (Fig. 2). This
solution has been chosen instead of a more traditional M × N
crossbar switch as it maintains the same connectivity and rout-
ing capabilities while reducing the number of elements and
allowing for a more flexible design. While in traditional crossbar
structures, the switches must be compatible with all input sig-
nals; using parallel independent switching networks, each sub-
module can be optimally designed for the expected frequency
of operation.

The OSE has been modeled as a Mach-Zehnder Interferom-
eter (MZI) switch, as shown in Fig. 5. MZIs are a standard
integrated solution for thermal and MEMS-controlled switch-
ing structures, as they can be easily implemented and provide
a relatively flat wide frequency response, ideal for frequency-
independent switching [10–12]. The design of the MZI is rela-
tively straightforward, with the coupling length Lc and the gap
G chosen to create 3 dB coupling regions for the wavelength of
interest, while thermal control allows the introduction of a π
phase shift, which changes the output from the through to the
drop port. In our simulation, we envisioned a thermal control
strategy, but the use of alternative control schemes does not lead
to significant functionality differences.

The active routing section terminates with the switches. The
last part of the structure comprises passive waveguide crossings

Fig. 5. 1×2 Mach-Zehnder Interferometer Switch: (top)
schematic and (bottom) frequency response.

and wavelength combiners to bring all the connections to the
target output port, as depicted in Fig. 6. These structures have
been modeled as passive lossy elements, considering reference
values from the literature for experimental and state-of-the-art
devices for crossings [13–15] and integrated wavelength com-
biners [16, 17].

3. WDM TRANSPORT LAYER

Having defined all the relevant components and the general
architecture, to assess the proposed architecture’s network effect,
the transmission impairments and effects must be evaluated in
a Digital Signal Processing (DSP)-aware simulation platform,
allowing the characterization of the component. With respect to
standard frequency response evaluation, which only addresses
the insertion loss and qualitative shaping of a broadband sig-
nal, this simulation process is able to extract the impairment of
the device by considering symbol transmission under a defined
modulation format and telecom scenario: this method can char-
acterize the Bit-error Rate or Symbol-error Rate introduced by
the device under test.

Two main coherent transmission scenarios are considered,
using a 16-QAM modulation format with a symbol rate of
Rs = 60 GBaud over a FSR = 100 GHz WDM comb in the
first case, and Rs = 120 GBaud over a FSR = 150 GHz WDM
comb for the second one. The relevant components (filters and
switching elements) have been designed for the two applica-
tions following the same principles to minimize the crosstalk
and penalties. The device is then simulated in the Optsim© Pho-
tonic Circuit Simulation Suite: while the transmitter and receiver
modules are implemented through the Suite library, each cir-
cuit component has been implemented based on the frequency
response extracted from the device simulations, using a wide
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Fig. 6. Interconnect stage topology for a 24 channels device
with 3 target output ports.

range of techniques, from Beam Propagation Method (BPM),
Finite-Difference Time-Domain (FDTD), Coupled Mode Theory
(CMT), and analytical models. The OSNR penalty (∆OSNR) has
been chosen as the QoT metric, evaluated for a target Bit-Error
Rate BER = 10−3. For the proposed structure, two main contri-
butions of the penalty can be highlighted: the path-dependent
penalty, due to the crossing interconnect stage, and the path-
independent effects, due to the fixed filtering and switching
elements. For our analysis, the response of the components has
been otherwise normalized apart from the two effects, focusing
on the QoT impairment and assuming the ideal recovery of the
insertion losses.

The DSP simulations are executed for a 24 channels 1× 3 WSS,
extracting the ∆OSNR for all possible routing configurations in
both the 60 GBaud and 120 GBaud case. The path-dependent
or routing penalty can be highlighted by displaying the data as
a function of the number of waveguide crossings encountered,
as shown in Fig. 7. The average penalties are depicted for both
cases and show compatible results for the two transmission sce-
narios: the fluctuations are justified by the probabilistic nature
of the BER simulations, which can lead to slight discrepancies
in the average value due to spurious results. Based on these
simulation results, a general prediction model can be built to
arbitrarily increase the cardinality of the WSS, i.e. the number of
input channels and output fibers, relying on the path-dependent
penalty estimation and the extrapolation of the data linearity. By
evaluating the crossing topology for a target M channels 1 × N
WSS and adjusting for the cascading effects of the components,
the penalty can be predicted for any routing configuration, al-
lowing larger-scale simulations based on a reduced data set.
This expansion of the original simulation data accounts for both
the filtering penalties introduced by the WSS device, which are
based on the cascaded effect of the normalized components,
while an additional path-dependent loss is considered due to
the larger topology of the multiplexing section. The insertion
losses of the de-multiplexing and switching stage are considered

Fig. 7. ∆OSNR penalty distribution for tested channel compar-
ing the 60 Gbaud and the 120 GBaud performance.

compensated due to their fixed nature, which is not affected by
the routing configuration of the device.

The topology-based expansion of the model is necessary due
to the computational cost of the DSP-enabled simulations: as
the device scales up, this analysis becomes prohibitive in both
required resources and computational time, as such the mathe-
matical extrapolation of the data poses a good trade-off, using
the smaller footprint results to estimate the device behavior. At
the same time, some form of synthetic penalty estimation would
still be required at the system level. For large-footprint circuits,
the simulation would also require a careful evaluation of the
manufacturing uncertainty and topology optimizations, which
falls outside the scope of our current investigation.

4. NETWORK PERFORMANCE ANALYSIS

The overall performance of the network is examined in order
to evaluate the effect of the new WSS architecture on various
optical transport solutions. The Statistical Network Assessment
Process (SNAP) [18] is used for this purpose, which operates
at the physical layer of the network being tested and assesses
the degradation of QoT caused by each network element. In
this study, a disaggregated abstraction of the physical layer is
adopted, where each network element is assumed to introduce
gain or loss as well as Gaussian disturbance. This includes
Amplified Spontaneous Emission (ASE) noise from amplifiers
and Non-Linear Interference (NLI) from fiber propagation. As a
result, the GSNR for the i-th channel under test is defined as:

GSNRi =
PS,i

PASE( fi) + PNLI,i( fi)
(1)

where PS,i denotes the signal launch power, PASE( fi) is the am-
plified spontaneous emission while PNLI,i( fi) is fiber nonlinear
interference [19, 20]. Our analysis assumes that the optical
amplifiers in a multi-band optical system, including the C- and
L-band channels amplified by commercial Erbium-Doped Fiber
Amplifiers (EDFAs) and the S-band channels amplified with a
Thulium-Doped Fiber Amplifier (TDFA), are tuned separately



Research Article Journal of Optical Communications and Networking 6

185 190 195 200 205
Frequency THz

25

26

27

28

29

30

31
GS

NR
 d

B L-band C-band S-band

C Band GSNR
C+L Band GSNR
C+L+S Band GSNR

Fig. 8. GSNR vs. frequency for 105 channels (S+C+L-
25+40+40 channels) for all scenarios (C-band only, C+L and
S+C+L).
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Fig. 9. GSNR vs. frequency for 25 channels/band for all sce-
narios (C-band only, C+L and S+C+L).

for each band. The amplified lines consist of identical 75 km
single-mode fibers that comply with the ITU-T G.652D standard.
The transceivers for each frequency operate on the ITU-T 100
GHz WDM grid with Rs = 60 GBaud for 400G transceivers [5]
and the 150 GHz WDM grid with Rs = 120 GBaud for 800G
transceivers [21]. The study adopts a span-by-span approach
to optimize the input power for the C, L, and S bands, using
the Local Optimization Global Optimization (LOGO) algorithm
to maximize the QoT. The GSNR profile versus frequency of
a single span of 75 km for the C, C + L, and S+C+L bands for
FSR=100 GHz is already shown in [5]. In this analysis, we have
considered reasonably loaded C, L and S bands at FSR=150 GHz
which results in 105 channels (C band-25 (≈4 THz), L band-
40 (6 THz), and S band-40 (6 THz) channels) shown in Fig. 8
and also fully loaded C-band only with a normalized number
of channels in other bands (C band-25 (≈4 THz), L band-25
(≈4 THz) and S band-25 (≈4 THz) channels) shown in Fig. 9.

Fig. 8 illustrates the GSNR values obtained for almost the
entire spectrum of C- and L- bands and partially covering the S-
band represented by dotted lines indicating the average. The av-
erage GSNR for the C-band only in this case is 30.42 dB, whereas
for the C+L band, the average GSNR obtained for the C-band is
29.7 dB, and for the L-band, the average GSNR is 30.3 dB. When
activating all bands (S+C+L), the average GSNR value for the
C-band is 29.5 dB, the average GSNR value for the L-band is
30.15 dB, and for the S-band, it is 25 dB. Similarly, Fig. 9 shows
the GSNR profile for a window of approximately 4 THz for each
band. The average GSNR for the C-band only is 30.4 dB, while
for the C+L band, the average GSNR for the C-band drops to
29.9 dB, and the L-band GSNR average is 30.45 dB. With activa-

Fig. 10. German topology.

Fig. 11. Italian topology.

tion of the three S+C+L bands, the average GSNR for the C-band
decreases to 29.7 dB, the average GSNR of the L band is 30.2 dB,
and the S-band average GSNR is 26 dB. In the C+L and S+C+L
band scenarios, the average GSNR of the C-band and L-band is
lower than the reference C-band transmission case, mainly due
to the iterative impact of SRS and NLI.

The Routing and Wavelength Assignment (RWA) algorithm
is used to designate Light-Paths (LPs); specifically, the k-shortest
routes with k = 5 are used for routing, and the first-fit technique
is used to allot spectrum. To reduce the need to establish new
LPs, traffic grooming is attempted by verifying the availability of
idle capacity in existing LPs. If a new LP needs to be established,
the optical controller selects the appropriate modulation format
based on the estimated QoT and the Required GSNR (RGSNR)
for the transceiver [22]. In addition, the network evaluation is
conducted with a uniform traffic distribution among all nodes
in the network.

In this work, we have considered the German and Italian
topologies illustrated in Fig. 10 and Fig. 11, respectively. The
German topology comprises 17 optical nodes (red dots) which
represent the ROADMs, where traffic request is added/dropped,
and 26 edges (blue lines) which represent the optical line sys-

tems comprised of fiber pairs and in-line amplifiers, with an
average node degree of 3.1, an average inter-node distance of



Research Article Journal of Optical Communications and Networking 7

Fig. 12. Blocking probability evaluated over the German net-
work (≈ 4 THz/band) considering 400G transceivers.

207 km, and a maximum link length of 300 km. On the other
hand, the Italian topology consists of 21 nodes and 36 edges,
with an average node degree of 3.43, an average inter-node dis-
tance of 209 km, and a maximum link length of 400 km.

5. RESULTS AND DISCUSSION

This section shows the results obtained for the two network
topologies under consideration. Throughout our analysis, we
used the upgraded WSS device described in Sec. 2 and we eval-
uated its impact on various networking scenarios, including
the multi-band scenario. We commence by comparing the per-
formance of different transceivers, 400G and 800G, followed
by assessing the utilization of regenerators and their effect on
the overall network performance in terms of traffic allocation.
Lastly, to ensure a fair evaluation of multi-band results when
implementing the proposed WSS structure in a ROADM architec-
ture, we compare the performance of BDM and SDM networks
regarding channel allocation. Blocking probability is a key per-
formance metric in network analysis, particularly in the context
of allocation of network resources and capacity planning. It
quantifies the probability that a new connection request is de-
nied or "blocked" due to insufficient resources, such as available
channels or bandwidth. The blocking probability threshold is set
at BP = 10−2 for all the analyses and is calculated by dividing
the number of blocked connection requests by the total num-
ber of connection requests attempted within the network. We
assume a Core Continuity Constraint (CCC) in the single-band
scenario, which requires that each LP be allocated in the same
fiber from the source to the destination node and corresponds to
the switching technique [23]. This method is preferred because
it yields two or three times as many fiber pairs as the multi-band
method in C+L and C+L+S.

A. 400G vs. 800G transceiver
By switching to higher capacity transceivers, it is possible to
achieve a lower cost per bit as more modulation levels are avail-
able, along with higher baud rates. Our analysis compared
the 400G and 800G transceivers while limiting the maximum
modulation format to 16QAM to ensure a fair comparison.

The simulations are executed for the German network topol-
ogy for the multi-band scenario for three transceivers: 400G,
800G and ideal. The ideal case is the theoretical maximum traffic
limit that can be achieved. The results of optimized transmis-
sion are utilized to conduct network-level analysis by using
the GSNR values for each WDM channel to generate a topo-
logical graph. This graph is weighted by GSNR degradation

Fig. 13. Blocking probability evaluated over the German net-
work (≈ 4 THz/band) considering 800G transceivers.

Fig. 14. Blocking probability evaluated over the German net-
work (C/L/S- band ≈ 4 THz/6 THz/6 THz) considering 800G
transceivers.

to implement SNAP. In all the cases depicted in Fig. 12, Fig. 13
Fig. 14, and Fig. 15, SNAP is applied. As a reference, we take
the C-band 1x fiber and compare it to the C-band 2x fibers with
the C+L multi-band and the C-band 3x fibers with the C+L+S
multi-band. We employed different parameters for the 400G
and 800G transceiver cases. Specifically, for the 400G transceiver,
we utilized a channel spacing of 100 GHz and a baud rate of
60 Gbaud. In the case of the 800G transceiver, we employed
a channel spacing of 150 GHz and a baud rate of 120 Gbaud.
To maintain consistency, we normalized all frequency bands
to ≈4 THz for both the 400G and 800G transceivers, shown in
Fig. 12 and Fig. 13. For the 800G transceiver, we also evaluated
its performance with an extended bandwidth of up to 6 THz
for the L- and S-bands and ≈4 THz for the C-band, shown in
Fig. 14.

The plot in Fig. 12 illustrates the traffic allocation versus the
blocking probability for the 400G transceiver case. The C-band
1x fiber has a delivery capacity of approximately 23 Tbps. When
we consider C-band 2x fibers and multi-band C+L 1x fiber, they
perform similarly and can allocate traffic of roughly 45 Tbps.
With C-band 3x fiber, we can achieve approximately 73 Tbps;
with multi-band C+L+S 1x fiber, we can assign approximately 68
Tbps. The plot in Fig. 13 illustrates the traffic allocation versus
the blocking probability for the 800G transceiver case. The C-
band 1x fiber has a delivery capacity of approximately 27 Tbps.
When we consider C-band 2x fibers and multi-band C+L 1x fiber,
they perform similarly and can allocate traffic of roughly 60 Tbps.
With C-band 3x fiber, we can achieve approximately 92 Tbps;
with multi-band C+L+S 1x fiber, we can assign approximately
87 Tbps. In the latter scenario of both the 400G and 800G hav-



Research Article Journal of Optical Communications and Networking 8

Fig. 15. Blocking probability evaluated over the German net-
work considering ideal transceivers.

ing almost the same bandwidth, the traffic allocation is slightly
higher in the 3x fiber than in the multi-band scenario. This is due
to the introduction of a non-linear propagation penalty when
transmitting three bands (C+L+S) on a single fiber.

The plot in the Fig. 14 illustrates the traffic allocation ver-
sus blocking probability for the 800G transceiver case for the
extended L- and S- bands (≈6 THz spectrum usage). The deliv-
ery capacity of the reference C-band 1x fiber is approximately
28 Tbps. For the C-band 2x fiber, the traffic allocation is nearly
55 Tbps, whereas, for the multi-band C+L 1x fiber case, the traf-
fic allocation is slightly greater than 100 Tbps. The difference in
traffic allocation is more significant in the multi-band case due
to the greater spectrum usage in the C+L bands, with almost 10
THz of spectrum usage compared to the 7.5 THz in the C-band
2x fiber. With C-band 3x fiber, we can achieve approximately
94 Tbps, and with multi-band C+L+S 1x fiber, we can allocate
around 148 Tbps, mainly due to the higher spectrum usage in the
latter case, which is approximately 15 THz. The C+L+S-band for
the 400G transceiver has a capacity of 5.67 b/Hz, while the 800G
transceiver has a C+L+S-band capacity of 14.6 b/Hz. Overall,
the 800G transceiver provides better traffic allocation than the
400G transceiver, with a significant difference in the multi-band
C+L+S scenario due to the higher spectrum usage.

The Fig. 15 represents the ideal transceiver scenario with
zero penalties, representing the maximum achievable traffic
capacity, and is higher than the capacity achievable with the
800G transceiver. According to the graphs the C-band reference
has a maximum attainable traffic allocation of around 75 Tbps.
In comparison, the C-band 2x fiber and C-band 3x fiber have
achievable capacities of 150 Tbps and 250 Tbps, respectively. The
attainable capacity is around 215 Tbps for the multi-band C+L
scenario, and it is slightly greater than 350 Tbps for the multi-
band C+L+S scenario. When comparing these ideal transceiver
scenarios, it can be observed that the 800G transceiver can still
effectively distribute traffic despite penalties. Additionally, in
the comparison between the 400G and 800G transceivers, the
800G model demonstrates better traffic allocation and a higher
bits per Hertz ratio.

B. Transparent vs Translucent

In the context of a transparent network, our approach involves
establishing a new LP that spans end-to-end, utilizing the high-
est achievable modulation format without intermediate regen-
eration and adhering to the wavelength continuity constraint
across all links in the path. However, in translucent scenarios,
this constraint is eliminated at nodes where regeneration occurs,
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Fig. 16. Network capacity for transparent and translucent net-
work design for the C-, C+L-, and S+C+L-band with 800 Gb/s
traffic request size in the Italian network topology.
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Fig. 17. Network capacity for transparent and translucent net-
work design for the C-, C+L-, and C+L+S-band with 800 Gb/s
traffic request size in the German network topology.

which involves using a pair of back-to-back transceivers. To
ensure that the maximum bit rate of 800 Gbps (16QAM) is main-
tained for the LP, our controller activates an additional pair of
transceivers at intermediate nodes when necessary.

The results are obtained for the multi-band (C+L- and C+L+S-
bands) scenario for both the Italian and German networks shown
in Fig. 16 and Fig. 17, respectively. The Italian network has
slightly greater link lengths than the German network. In Fig. 16,
it can be observed that in the transparent scenario, the total traffic
allocated for the C+L-band is 65 Tbps, whereas, for the translu-
cent scheme, it is 220 Tbps. Similarly, for the C+L+S-band, the
allocated traffic is almost 100 Tbps in the transparent scenario,
while it is around 350 Tbps in the translucent scenario. Likewise,
the data presented for the German network in Fig. 17 reveals that
in the transparent scenario, the total traffic assigned to the C+L-
band amounts to 120 Tbps, whereas in the translucent setup, it
rises to 210 Tbps. Additionally, in the case of the C+L+S-band,
the allocated traffic is approximately 155 Tbps in the transparent
scenario, whereas it reaches around 330 Tbps in the translucent
design.

The higher traffic allocation in the translucent scenario com-
pared to the transparent procedure is due to removing the wave-
length continuity constraint at the intermediate nodes where
regeneration is performed. This allows for more flexibility in
traffic routing and enables the use of additional wavelengths,
leading to higher traffic capacity. Additionally, activating ex-
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(a) SDM (C-band - 50 channels, 2x fibers)
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(b) BDM (C+L-band - 50 channels, 1x fiber)
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(c) SDM (C-band - 75 channels, 3x fibers)
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(d) BDM (C+L+S-band - 75 channels, 1x fibers)

Fig. 18. Italian topology channel allocation comparison - 800G transceiver.

tra pairs of transceivers on intermediate nodes when necessary
to maintain the maximum bit rate for that LP (800 Gbps) also
contributes to the higher traffic allocation in the translucent
scenario.

C. SDM vs. BDM comparison in terms of channels
To ensure a fair comparison, we evaluated multi-band results
using the proposed WSS structure integrated into the ROADM
architecture to assess the performance of BDM and SDM net-
works [24]. While the BDM method used multi-bands (C+L and
C+L+S), our study used the SNAP network performance anal-
ysis, presuming SDM with numerous fibers in the C-band on
the same total spectrum. We took into account different fibers
(2x and 3x) for SDM and maintained the L- and S-band channel
limit at 25 while utilizing almost 4 THz of spectrum per band
to effectively compare the link capabilities. The evaluation is
carried out on both the network topologies (Italy and German)
by considering the allocation of channels (25 channels per band)
in both scenarios of SDM with multiple fibers and BDM for
800G transceiver. The comparison between SDM (2x fibers, 50

channels) and BDM (C+L, 50 channels per fiber) is depicted in
Fig. 18 (a) and (b), while Fig. 18 (c) and (d) illustrate the compar-
ison between SDM (3x fibers, 75 channels) and BDM (C+L+S, 75
channels per fiber) for the Italian topology. Likewise, the com-
parison between SDM (2x fibers, 50 channels) and BDM (C+L,
50 channels per fiber) is depicted in Fig. 18 (a) and (b), while
Fig. 18 (c) and (d) illustrate the comparison between SDM (3x
fibers, 75 channels) and BDM (C+L+S, 75 channels per fiber) for
the German topology. The allocation of links based on channel
utilization is visualized as a heat map, where a darker shade
of orange indicates a higher percentage of channel allocation,
while blue represents a lower percentage of channel allocation.

The link allocation in terms of channel for the SDM and
BDM scenarios for both network topologies is shown in Table 1.
The multi-band BDM scenario has slightly lower channel al-
location in both network scenarios than the single-band SDM
scenario. However, the difference between SDM and BDM in-
creases slightly in the case of SDM with three fibers and multi-
band BDM (S+C+L bands) due to nonlinear propagation caused
by transmitting all three bands on a single fiber.
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(a) SDM (C-band - 50 channels, 2x fibers)
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(b) BDM (C+L-band - 50 channels, 1x fiber)
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(c) SDM (C-band - 75 channels, 3x fibers)
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(d) BDM (C+L+S-band - 75 channels, 1x fibers)

Fig. 19. German topology channel allocation comparison - 800G transceiver.

Table 1. SDM vs. BDM link allocation details.
Link allocation (channel) %

Topology C-band,
2x fibers

C+L-
band

C-band,
3x fibers

C+L+S
band

Italian 28.17 27.95 29.38 28.16
German 39.62 38.83 40.2 39.58

6. CONCLUSION

This work proposed a networking performance evaluation for
a modular photonic integrated wideband WSS that supports
multi-band operation across different spectral regions. Our
proposed multi-band WSS serves as a switching section of a
ROADM architecture, and we analyzed the performance of
different transceivers and the impact of regenerators on net-
work performance. Our findings reveal that higher capacity
transceivers result in improved traffic allocation when consider-
ing the same bandwidth, and specifically, the 800G transceiver
outperforms the 400G transceiver in terms of traffic allocation.
Additionally, we have shown the impact of regenerators on the
network using the 800G transceiver and the proposed multi-
band WSS on the network traffic allocations. We also conducted

a fair evaluation of multi-band (C+L- and C+L+S- bands) re-
sults with the widely deployed C- band and its impact on the
channel allocation, keeping the same number of channels for
each band. Our study provides valuable insights into optimal
network configurations that maximize network capacity and
performance.
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