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Abstract. Finding the right time for weaning from ventilator is a difficult clinical 
decision. Several systems based on machine or deep learning are reported in 

literature. However, the results of these applications are not completely satisfactory 

and may be improved. An important aspect is represented by the features used as 
input of these systems. In this paper we present the results of the application of 

genetic algorithms to perform feature selection on a dataset containing 13688 

patients under mechanical ventilation characterizing by 58 variables, extracted from 
the MIMIC III database. The results show that all features are important, but four of 

them are essential: ‘Sedation_days’, ‘Mean_Airway_Pressure’, ‘PaO2’, and 

‘Chloride’. This is only the initial step to obtain a tool to be added to the other 
clinical indices for minimize the risk of extubation failure. 

Keywords. MIMIC, mechanical ventilation, weaning, genetic algorithms, feature 

selection 

1. Introduction 

Weaning from mechanical ventilation is the operation of liberating patients from 

respiratory support that ends with removing the endotracheal tube that is used to attach 

a patient to a ventilator in intensive care unit (ICU). Finding the right time for extubating 

a patient is a difficult clinical decision. Delayed weaning is associated with higher risk 

of patients’ muscle atrophy, of nosocomial infections and with ICU’s costs. Moreover, 

extubation failure increases the risk of patients’ mortality. 

Different support tools are available to estimate the probability of extubation failure 

(EF). The Rapid Shallow Breathing Index (RSBI) [1] is one of the most used indices for 

this purpose. However, it has high sensitivity but lower specificity. Different Machine 

Learning (ML) methods have been used by researchers to provide accurate EF estimation 

[2–5]. They have good results, but improvement is still needed.  

The aim of our work is present some preliminary results related to the construction 

of a ML-based classifier to be used for the prediction of the weaning outcome. In 

particular, we focalize the attention on the selection of the most informative features for 

prediction purposes. 
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2. Dataset Construction 

2.1. Feature extraction 

The dataset used in this study was extracted from the MIMIC III database [6]. First, from 

the available data we identified only patients that were supported by a ventilator during 

their stay in ICU. The number of identified patients was 23968. Then, four exclusion 

criteria were applied: age less than 18 years, death before extubation, duration of the 

ventilation lower than 24 hours, unintentional extubation. The result was an initial dataset 

containing 13691 patients.  

For each patient we extracted a total of 91 variables describing personal (age, sex, 

weight, weight loss, height), and clinical information (SOFA score, GCS score, 

comorbidities, minimum, maximum and mean values of physiological parameters, 

laboratory parameters), weaning parameters, and the administered therapy. Patients were 

assigned to two classes: patients that were extubated and needed a new intubation within 

48 hours (EF, Extubation Failure,’0’) and patients who were successfully extubated and 

did not need reintubation within 48 hours (ES, Extubation Success,’1’). 

2.2. Data preprocessing 

Data cleaning was performed to manage missing data and potential outliers. First, 

variables or patients with more than 70% of missing values were excluded as well as 

variables with many outliers. Then, for the remaining variables, we performed 

imputation of the missing values based on the kNN (k Nearest Neighbors) method, 

considering the patients of the two classes separately. 

A further preprocessing step was applied to reduce the number of variables 

associated to the patient comorbidities. Starting from the initial 29 binary variables 

related to the comorbidities, we removed those variables equal to “0” for all patients 

included in our dataset. Then, we transformed the remaining binary variables into a 

decimal variable.  

After data cleaning and preprocessing, we obtained a dataset containing 13688 

patients and 58 variables. The dataset was highly imbalanced: the ES class contained 

10832 patients whereas the other 2856 belonged to the EF class. 

3. Feature Selection 

3.1. Training set construction 

The obtained dataset was divided into three sets. First, we randomly extracted 100 ES 

patients and 50 EF patients to be included in the Test Set (TS). For both groups, 50% of 

the patients were without imputed values.  

We decided to use 2300 patients (1150 for each class) to construct a balanced 

Training Set (TRS). To this purpose, the remaining 13538 patients were divided 

according to the class and clustered using agglomerative hierarchical clustering. Then, 

we proportionally extracted, from the obtained clusters and for each class, 1000 patients 

containing imputed values and 150 without missing values. A Validation Set (VS) made 

of 11238 patients remained available to evaluate the feature selection results.  
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3.2. GA implementation 

We chose the Deep Neural Network (DNN) as classification method to identify the 

weaning outcome. Dimensionality reduction was performed by means of feature 

selection to preserve the features meaning for explainability purposes. To optimize the 

subset of features to be used as input of the DNN, we decided to use a Genetics Algorithm 

(GA).  

Each GA solution was made of 58 yes/no (binary) variables corresponding to the 

features, where 1 means the features is selected, 0 not selected. 

The initial GA population consisted of 5000 solutions. At each iteration, 2000 

parents were selected using the roulette wheel selection method. To each couple of 

parents was applied a crossover with 4 cutting points and probability equal to 1, followed 

by mutation with probability equal to 0.4.  

The GA fitness function was based on the DNN classification results. After testing 

several DNN configurations with different numbers of hidden layers, we defined a 

triangle DNN structure in which the input layer consisted of a number of neurons equal 

to the number of selected features, the output layer was made of 1 neuron and the 

numbers of neurons of each hidden layers was progressively decreased by 4 with respect 

the previous layer.  

The fitness function, to be minimized, was computed using the following formula: 
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where TP, TN, FP and FN are respectively true positives, true negatives, false positives 

and false negatives. This fitness equation aimed to prefer solutions with high accuracy 

but, at the same time, to avoid too much imbalance between sensitivity and specificity. 

For each solution, we trained a DNN using the TRS and selecting only the subset of 

features identified in the current solution. Then, we used the trained network to classify 

the VS elements and calculate the corresponding fitness value. If the percentage of 

patients correctly classified was lower than 10%, the current network was discarded and 

the training was repeated up to a maximum of 5 times. If all the trained DNNs returned 

unsatisfactory results, the fitness value was set to 1000 to be sure to discard the actual 

solution in the next generations.  

4. Results 

4.1. Data cleaning results  

The 91 variables were checked to find missing values. From this analysis it emerged that 

35 variables had no missing values, 34 variables had less than 1% of missing values, 13 

variables had a number of missing between 1% and 40%, 5 variables had missing values 

between 40% and 70%, and only 4 variables had more than 70% of missing values. The 

number of missing was decreased removing 3 patients that presented a huge number of 

variables with no value associated. Moreover, we decided to remove the 4 variables with 

more than 70%. We also removed height and weight with 32% and 17% of missing 

values respectively, because the imputation of these variables could be affected by a high 
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uncertainty and could introduce biases in the classifier construction. After data cleaning,

the number of remaining variables was 85. The number of outliers was negligible. 

4.2. GA results

Due to the stochastic nature of the algorithm, we decided to perform 50 repetitions of

GA starting from the same initial population. For each repetition, we saved the solution 

with the best (lowest) fitness value. Analyzing the entire set of 50 best solutions, the 

number of select features ranged from 21 to 39, with a median value of 30. Figure 1 

shows, for each variable, how many times it was selected. Four variables were included 

in most of the solutions (≥40 times): ‘Sedation_days’, ‘Mean_Airway_Pressure’, ‘PaO2’, 

and ‘Chloride’. All variables were selected at least 8 times in the 50 solutions, meaning 

that all of them are somehow informative in combination with others for the weaning 

outcome prediction.

Figure 1. This diagram reports the number of solutions containing each variable.

To assess the goodness of the 50 GA solutions, we analyzed the classification results 

obtained using the corresponding DNN. We did not perform any tuning on the DNN 

implementation. Figure 2 shows sensitivity and specificity obtained, on the training and 

validation sets, using each best solution. Specificity is, on the average, slightly higher 

than sensitivity considering the TRS (0.72±0.05 vs 0.68±0.06, respectively), whereas on 

the VS the results are similar (0.69±0.05 vs 0.68±0.06 for specificity and sensitivity 

respectively). This behavior is essentially due to the penalty term inserted in the fitness 

function that allows to prefer solutions with classification performance balanced between 

the two classes. Moreover, it can be observed that the performances on the TRS and VS 

are quite similar, highlighting the generalization capability of the classifier.
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Figure 2. Sensitivity and specificity associated to each GA best solution.

5. Conclusions 

In this work we focalized on the role of different kinds of features to predict the outcome 

of weaning from a mechanical ventilator. Looking at how many times each variable 

occurs in the best GA solutions, we can state that all features are somehow informative, 

but four of them are almost essential for this purpose. It is also important to notice that 

there are different groups of variables associated with them giving similar results. This 

is only an initial step to obtain a tool to be added to the other clinical indices for minimize 

the risk of extubation failure.
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