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A B S T R A C T

Instrumented Indentation Test allows thorough surface multi-scale mechanical characterisation by depth-
sensing the indenter penetration and correlating it with the indenter-sample contact area and the applied
force. Localised plastic phenomena at the indentation edge, i.e. pile-up and sink-in, may bias the characterisa-
tion results. Current approaches attempt correcting related systematic errors by numerical simulation and
AFM-based techniques. However, they require careful tuning and complex and expensive experimental pro-
cedures. This work proposes a methodology based on in-situ Electric Contact Resistance which augments
information on the contact area and allows edge effect correction. The methodology is demonstrated and val-
idated on industrially relevant metallic materials.

© 2023 CIRP. Published by Elsevier Ltd. All rights reserved.
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Fig. 1. Force, penetration depth and electrical resistance as a function of test time.
Notice the continuous decrease of the measured resistance for increasing contact.
Indentation on Al sample.o).

ghts reserved.
1. Introduction

Current industrial trends within the Green Deal are pushing the
development of materials, manufacturing process and quality inspec-
tion to support the green transition [1]. As far as surface technologies
are concerned, coatings and nano-structuring are extensively studied
to enhance technological surface properties in various applications
[2]. For example, the manufacturing of Ge coating for photovoltaic
panels is studied to replace current solutions thanks to the higher
energy efficiency of Ge [3]. E-mobility applications benefit from thin
multi-layer coatings and nano-structuring of battery electrodes’ sur-
faces to improve their durability, performance and efficiency [4].
Composites coatings extend components’ durability by enhancing
the resistance to harsh environments and by engineering mechanical
and tribological properties to minimise wear while extending service
life and optimising performances [5]. Also, more conventional
manufacturing processes are still being optimised to induce surface
modification capable of extending the life of components, e.g. by
introducing residual stresses that can increase resistance to fatigue
and killer notches [6].

Indeed, adequate quality inspection techniques are required to eval-
uate the effectiveness of manufacturing processes and the properties of
materials. Amongst them, Instrumented Indentation Test (IIT) can eval-
uate a wide range of mechanical properties of a surface at different
characterisation scales, ranging from nano to macro range, with limited
sample preparation [7]. In the macro range, IIT can replace conventional
destructive tests. At micro- and nano-range, IIT allows the local evalua-
tion of mechanical properties, e.g. mapping and quantitatively distin-
guishing and characterising phases, and of micro- and nano-structures,
and allows measuring mechanical properties of coatings in-depth with-
out cross-sectioning the samples [5,7].

IIT consists of applying a loading-holding-unloading force-con-
trolled cycle with an indenter on a sample to be characterised. During
the test, the applied force, F, and the indenter penetration depth in
the sample, h, are measured, see, e.g., Fig. 1.

IIT is a depth-sensing technique, and the calibrated relationship
between the indenter penetration depth and the area of the contact
surface between the indenter and the material, Ap(h), allows resolv-
ing characterisation at shallow depths, thus overcoming limits of con-
ventional hardness tests. Analysing the indentation curve allows
evaluating mechanical properties, e.g. the indentation hardness, HIT,
and the indentation modulus, EIT, which estimates the Young’s modu-
lus of the tested material, as:

HIT ¼ F
Ap hcð Þ ð1Þ

EIT ¼ 1� n2s
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ap hc;maxð Þp
S
ffiffiffi
p

p � 1�n2i
Ei

ð2Þ
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where ni and Ei are the indenter Poisson and Young’s modulus, hc is
the corrected indenter penetration depth, as per Eq. (3), for the zero-
contact point displacement, h0, the elastic displacement of the frame,
Cf F , which is proportional to the frame compliance Cf , and for the
elastic recovery of the material, e FS, which is proportional to the recip-
rocal of the contact stiffness S of the sample, and to a factor e related
to the indenter geometry, typically 0.75 for Berkovich indenters:

hc ¼ h� h0 � e
F
S
� Cf F ð3Þ

S is derived, according to Eq. (4), from the empirical evaluation of
the measured contact stiffness, Sm, at the onset of the unloading, i.e.
at maximum force Fmax and penetration hmax and the calibrated value
of the frame compliance Cf:

Ctot ¼ 1
Sm

¼ @F
@h

����
hmax

 !�1

¼ Cf þ
1
S

ð4Þ

Calibration is essential to establish traceability and correct sys-
tematic errors, providing end users with confidence in the characteri-
sation results. Cf calibration corrects systematic errors due to elastic
displacement of the instrument, and Ap(h) calibration corrects sys-
tematic errors due to the deviation from the nominal indenter geom-
etry. In the most general case, for a Vickers or a Berkovich indenter,
Ap(h) is a polynomial function with several terms catering for the tip
dihedral angle and geometric errors, e.g. tip rounding and imperfec-
tions [8]. However, despite this calibration, further bias in the Ap(h)
can be present due to local plasticity at the indentation edge. This
phenomenon consists in the material either piling up or sinking in
around the indenter (see Fig. 2): in the former case, the calibrated
Ap(h) systematically underestimates the actual contact area; in the
latter, Ap(h) overestimates it, resulting in systematic errors in the HIT

that are inverse to the error and in nonlinear trends in the EIT [9]. The
edge effect depends on the ratio between the yield stress and the
Young’s modulus, and on the work-hardening coefficient of the
tested material [9]. Edge effect error is critical in the large nano-range
and in the micro-range, whilst it is typically negligible in the macro-
range, as the indentation size is significantly larger than the error
introduced [10]. A consistent amount of literature has proposed cor-
rection methods. They are either based on post-indentation analysis
of the indentation by AFM, which requires complex empirical setup
and non-trivial assumption to manage elastic recovery in the mate-
rial [11], or on numerical approaches, which rely on complex model-
ling of the system and the material behaviour [12].
Fig. 2. Pile-up and Sink-in edge effect bias estimation of projected contact area by the
conventional Oliver and Pharr approach [7], which respectively underestimates and
overestimates the actual area.
IIT data augmentation by in-situ Electrical Contact Resistance
(ECR) allows the evaluation of the electromechanical properties of
tested materials. ECR, using a doped diamond indenter, enables the
measurement of the continuous variation of the resistance by apply-
ing a current across the indentation contact and measuring the
resulting voltage as the applied force varies, see Fig. 1. Electrical sig-
nal variations have been exploited to identify phase change transfor-
mation induced by high stress, crucial to engineering semiconductors
manufacturing [13], characterise materials behaviours [14], and
study contact mechanics and plasticity at nano-scale [15].
This work proposes a methodology based on an experimental
setup and physics modelling that relies on ECR data augmentation of
IIT to correct systematic errors due to the edge effect in the Ap(hc)
measurement. Section 2 will describe the proposed methodology,
Section 3 the case study used for validating and demonstrating the
proposed methodology on industrially relevant metallic materials
and Section 4 will draw conclusions.
2. ECR-based correction of edge effect systematic errors

2.1. Fundamentals of ECR

According to the ECR framework [16], the relationship between
the electrical resistance and the contact area can be written as:

R ¼ Rc þ Rs þ Rtip þ Relectronics ¼
C1

Ap
þ C2ffiffiffiffiffiffi

Ap
p þ R0 ð5Þ

The resulting electrical resistance R depends on the contact resis-
tance Rc, inversely proportional to the contact area Ap with a mate-
rial-dependent constant C1 (predominant at contact onset [16]), and
on the spreading resistance Rs, inversely proportional to the square
root of the contact area with a constant C2, depending on the sample
and the indenter system resistivity and on the contact geometry [16].
An offset term R0 is included, modelling the system resistance contri-
bution of the tip resistance (Rtip) and the electronics and system resis-
tance (Relectronics) [16].

This fundamental relationship has been sparsely exploited in the
most recent nanoindentation literature to obtain measurements of
the area. However, all the proposed methods either rely on convo-
luted mathematical procedures, not easily applicable [17], or on using
expensive calibration materials, i.e. Au, Cu [18,19]. Furthermore, the
use of ECR for improving the metrological properties of the mechani-
cal characterisation is neglected nor used to increase the measure-
ment quality (i.e., precision and/or accuracy).
2.2. Methodology for correcting edge effect

The proposed methodology exploits Eq. (5), which can be rewrit-
ten to isolate the contact area as follows:

Ap Rð Þ ¼ C3ffiffiffi
R

p þ C4

R2 þ C5 ð6Þ

where parameters C3, C4 and C5 can be estimated by regression using
experimental data. Eq. (6) allows evaluating the contact area by
avoiding the penetration depth measurement, which may be biased
by the edge effects, thus achieving an accurate measurement of the
actual contact area. The regression dataset can be collected by per-
forming replicated indentations at different levels of force by an
indentation platform for which Cf and Ap(hc) have been formerly cali-
brated [8], and measuring Fmax, hc,max and R(hc,max). An Orthogonal
Distance Regression (ODR) is exploited to estimate the parameters of
Eq. (6) since ODR allows more robust results than ordinary least-
square regression (LSQ) when the uncertainty in regressor variables,
i.e., in the case at hand, the resistance, is not negligible [8]. Indeed,
the dependent variable ApðRÞ has to be estimated basing on the for-
merly calibrated relationship Ap(hc) and exploiting unbiased meas-
urements of h. Thus, data must be gathered in a range of applied
force in which the material does not suffer of the edge effect. How-
ever, this behaviour is typically located in the flat part of the curve
expressed by Eq. (6). Hence, when the ODR is applied to experimental
data gathered in this part of the curve, this flat trend may induce poor
robustness in the prediction for the whole range of variation of R, see
also Fig. 5. Therefore, Eq. (6) parameters cannot be computed directly
from data collected on the material needing the edge effect correc-
tion. Conversely, the proposed approach relies on the use of a refer-
ence material, which is not affected by edge effects at the scale level
at which the Eq. (6) is used, i.e. nano- and micro-range. This condition
can be satisfied by typical hardness reference materials, e.g. Alumin-
ium and Brass.



Fig. 3. (a) Scheme of the ECR setup. (b) Experimental setup with state-of-the-art Anton
Paar MCT3 and NHT3 prototyped to support the ECR data augmentation in the Mind4-
Lab of DIGEP-PoliTO.

Fig. 4. Through scale HIT trend of the three considered materials. At the low forces,
notice ISE. At high loads, notice the systematic trend indicating pile-up for SS, which is
not present for the Al and BR. For the three materials, notice a constant unbiased range
in the central part of the plot.
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Though, since the estimated parameters are correlated to the cali-
bration material resistivity, a “normalisation” to rescale the effect of
material resistivity is required to apply the resistance-based evalua-
tion of the area on the material needing edge effect correction. Con-
sidering the order of magnitude of the parameters C1 and C2 of Eq.
(5) for metals and semiconductors, and of the area when hc > 20 nm,
Eq. (5) can be approximated as [16,19]:

DR ¼ R� R0 � C2ffiffiffiffiffiffi
Ap

p ð7:1Þ

from which the following approximation is obtained:

Ap DRð Þ � C4

DR2 ð7:2Þ

Let quantities pertaining to the reference material and the mate-
rial needing correction be indicated with subscript mR and mC

respectively, and with “*” the quantities evaluated in conditions unaf-
fected by the edge effect. Let the data be collected and evaluate Eq.
(6) on the reference materials, i.e. Ap;mR ðRÞ. Then, for the material
needing correction, in conditions not affected by the edge effect, in a
neighbourhood of DR�

mC
ði:e: DR�

mC
§ dRÞ, and applying the resistivity

rescaling, the corrected contact area is:

Ap;mC ;corr DR�
mC

§ dR
� �

¼ Ap;mR DR�
mC

§ dR
� � Ap;mC h�c;mC

� �
Ap;mC DR�

mC

� � ð8Þ

Eq. (8) is exploited to robustly evaluate the regression parameters
of Eq. (6) for the mC, by a Monte Carlo Markov Chain (MCMC) [20].
The MCMC assumes a gaussian process [21] for the
Ap »GP

�
Ap;mC ;corrðRÞ;Nð0;SAÞ

�
, with the deterministic part as per Eq.

(8), and the stochastic contribution (included in the covariance
matrix SA) with the variance estimated from the reproducibility of Ap

and R [21]. In the neighbourhood of each measured ðFmax;hc;DRÞ�mC
,

additional data are randomly extracted based on the MCMC model,
and the obtained larger data set is exploited to fit the regression
model to accurately estimate area. The uncertainty of the corrected
area is estimated according to GUM [22], propagating the standard
deviation of the estimated parameters, the RMSE of the residuals and
the standard uncertainties of the regressors. Intuitively, the MCMC
approach allows increasing the data set numerosity while providing
a known correlation based on the physical relationship between the
area and the resistance, as per Eq. (8). This introduces a local trend in
the data which compensates for the flatness of the Ap;mC ðRÞ in the
region that is exploited for estimating the regression parameters of
Eq. (6), see also Fig. 5.

3. Case study

3.1. Experimental setup

Three materials are considered: Aluminium (Al), Brass (BR) - not
affected by pile-up - and stainless steel (SS), requiring the pile-up cor-
rection. Samples were calibrated by macro-IIT, scale at which edge
effects are negligible [8], with a macro-IIT indentation platform AXHU-
09 by AXIOTEK, calibrated by INRiM and hosted in the Mind4Lab of
Politecnico di Torino. Table 1 shows the results of the calibration.
Table 1
Results of HIT calibration with macro-IIT: mean and uncertainty
at 95% confidence level.

Material Al BR SS

HIT / GPa 1.117§0.028 0.878§0.022 8.127§0.203

Fig. 5. (a) ECR raw data collected on the three materials: notice the common trend,
shifted in the Ap-R space due to the different material electromechanical response. (b)
Results of method validation on Brass: with respect to LSQ regression (red) applied to
raw data (black), the ODR regression (blue) applied to the MCMC-generated data
(magenta) achieves a more precise estimation, compatible with both LSQ and raw data.
A state-of-the-art Anton Paar MCT3 STeP6 indentation platform is
exploited in this work to demonstrate and validate the methodology
proposed in Section 2.2. The platform is equipped with a doped-dia-
mond conductive Berkovich indenter and calibrated force transducer,
with an uncertainty of 0.5 mN, and LVDT displacement sensor, with
an uncertainty of 0.6%. The frame compliance and the area shape
function of the indenter are calibrated as per the standard approach
[8]. In-house prototyping to support ECR was developed, see Fig 3.
Experiments are performed in the range from 1 N to 30 N. The appli-
cation considers the Al as reference material to calibrate the method,
BR for validation, as it is not affected in the considered range by pile-
up, and SS for demonstrating the edge effect correction.
Additionally, with a calibrated nanoindenter Anton Paar NHT3

with a Berkovich indenter, data were collected to show an extended
trend of the HIT. This shows the evolution from the Indentation Size
Effect zone (ISE), at the lower end of the nano-range (see the left side
of Fig. 4), through a constant unbiased range (see the centre of Fig. 4),
to the onset of a systematic trend at F > 10 N, evidence of pile-up (for
the SS) (see right side of Fig. 4).
3.2. Method setup and validation

The methodology presented in Section 2.2 is applied to the three
materials: Fig. 5(a) shows the collected data for the three materials,
qualitatively in agreement with the trend of Eq. (6), and with differ-
ences induced by electromechanical response specific to each mate-
rial. The Eq. (6) parameters are estimated by ODR exploiting data on
Al, yielding an RMSE of 4.9e-10 m2 and an R2 of 0.9946. Method vali-
dation is performed on Brass, as it allows verification against an unbi-
ased condition. Rescaling according to Eq. (8) is performed: 100 data
points are generated by the MCMC in a neighbourhood dR ¼ 0.5 V of
the experimental raw data and exploited to evaluate the model of Eq.
(6) for Brass.

Results in Fig. 5(b) show that, at a 95% confidence level, there are
no systematic differences between the estimated trend of Ap,BR,corr

and raw data. Moreover, the proposed approach results in a smaller
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measurement uncertainty than an ordinary least-square regression.
The effect of the experimental points ðFmax; hc;RÞ�mC

to apply the
methodology is evaluated, thanks to the unbiased measurement on
Brass. Random extractions from the whole BR dataset are performed
considering varying subsample size, from 3 to 10 load levels, and no
systematic differences in the estimated trend can be highlighted.

3.3. Edge effect correction

The methodology is finally applied to the SS data, which show a sys-
tematic increase of the HIT at high levels of force. Data normalisation,
MCMC setup and ODR are applied to the data not affected by significant
pile-up, i.e. for F<10 N, see Fig. 4. Fig. 6 shows the results and compares
the effectiveness and the necessity of the data rescaling and of theMCMC
with respect to the simple application of the ODR on the data unaffected
by pile-up, i.e. the horizontal asymptotic region of Ap(R).
Fig. 6. Prediction of corrected area on pile-up affected material (SS) based on (a) ODR
applied to raw data and (b) MCMC data. Notice the consistent identification of pile-up
affected data from the vertical line, inferred from Fig. 3 and the data out of the predic-
tion bound of the ODR (red-dashed line).
The method successfully identifies systematic errors in data at
F>10 N at 95% confidence interval, and the effect of the correction is
assessed on the evaluation of the HIT at different levels of Fmax (see
Fig. 7) and comparing it with the calibrated value in Table 1, showing
the successful application of the method (the average relative error is
7% and is not statistically significant). Indeed, the systematic correc-
tion comes with the cost of increased uncertainty, worsening from
4% to 7%. The method was compared with some alternatives available
in the literature. Park’s method requires a-priori knowledge of E [23]
and yields a severe bias (223%) and a larger uncertainty (19%) with
respect to the proposed ECR-based method. Conversely, Pharr et al.’s
method, based on characteristic lengths scale for ISE correction [24],
allows better accuracy (3%) with 10% relative uncertainty: the predic-
tion of Pharr et al.’s [24] and of the ECR-based approach are not statis-
tically different, and the latter is more precise thanks to the data
augmentation.
Fig. 7. Effect of ECR-based pile-up correction according to the proposed methodology
on the HIT. Results on SS. Notice the effective removal of the systematic errors at F >

10 N.
4. Conclusions

Local plasticity introduced by the edge effect biases the area mea-
surement and, consequently, the characterisation results of Instru-
mented Indentation Test. This work presented a correction method
for the edge effect based on data augmentation obtained by in-situ
Electrical Contact Resistance (ECR) measurement. With respect to
other solutions available in the literature, it does not require addi-
tional expensive measurements to be performed by AFM or convo-
luted mathematical approaches but is only applicable to conductive
materials. Conversely, it relies on a data-driven approach based on
physics modelling, and it was validated and demonstrated on indus-
trially relevant materials showing an effective correction of edge
effect with the cost of a marginal increase of measurement uncer-
tainty. Future work will address the application to nano-scale and
nanomaterials and the method validation by numerical multi-scale
and multi-physics modelling. Also, the formalisation of the compari-
son of available correction methods will be reported.
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