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#### Abstract

Active particles that self-propel by transforming energy into mechanical motion represent a growing area of research in mathematics, physics, and chemistry. Here we investigate the dynamics of nonspherical inertial active particles moving in a harmonic potential, introducing geometric parameters which take into account the role of eccentricity for nonspherical particles. A comparison between the overdamped and underdamped models for elliptical particles is performed. The model of overdamped active Brownian motion has been used to describe most of the basic aspects of micrometer-sized particles moving in a liquid ("microswimmers"). We consider active particles by extending the active Brownian motion model to incorporate translation and rotation inertia and account for the role of eccentricity. We show how the overdamped and the underdamped models behave in the same way for small values of activity (Brownian case) if eccentricity is equal to zero, but increasing eccentricity leads the two dynamics to substantially depart from each other-in particular, the action of a torque induced by external forces, induced a marked difference close to the walls of the domain if eccentricity is high. Effects induced by inertia include an inertial delay time of the self-propulsion direction from the particle velocity, and the differences between the overdamped and underdamped systems are particularly evident in the first and second moments of the particle velocities. Comparison with the experimental results of vibrated granular particles shows good agreement and corroborates the notion that self-propelling massive particles moving in gaseous media are dominated by inertial effects.
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## I. INTRODUCTION

Active fluids consist of environments populated by selfpropelled "particles" [1], such as bacteria, microtubule networks, or artificial swimmers. These differ substantially from standard fluids, made of inert particles as they are able to absorb energy from the environment and convert it into directed motion [2]. Active fluids have been experimentally and theoretically analyzed for a variety of systems, with a focus on biological or artificial microswimmers [3-6], cell colonies [6-8], or protein filaments [9]. Comprehensive reviews are reported in [2,10-12]. In all these systems, the inertial effect can be neglected as these micrometer-sized particles typically self-propel in a liquid at a very low Reynolds number. Therefore, the dynamics of these colloidal particles in a solvent are overdamped and well described by the so-called active Brownian motion [13,14].

The active Brownian particle model has been tested on experimental data on self-moving colloids [13,15,16] and has also been used to describe and predict collective
phenomena in colloids and bacteria [2]. However, recent works studied larger self-propelled particles, or motion in low-density environments, where the Reynolds numbers are not small, and the consequences of inertial effects cannot be neglected $[12,17,18]$. Examples include the so-called "complex plasma," i.e., mesoscopic dust particles in plasmas [19], or granules brought to self-propulsion on a vibrating plate [17,20-28] or with an internal vibration motor [29]. Other examples of self-propelled particles with inertia range from minirobots [30,31] and macroscopic swimmers [32] to biological particles like beetles that can fly [33] or swim at water interfaces [34]. Many interesting applications in various domains can be developed by realizing artificial microswimmers. They can be used as autonomous agents to localize, pick up, and deliver nanoscopic objects in many applications, including drug delivery via tissues, performance in lab-on-achip systems, and gene therapy [35-37]. There are numerous examples of macroscopic self-propelling devices where inertia is dominant [38-43]. Most of the active particles in nature, such as bacteria, generally deviate from the ideal spherical
shape, assuming rather elliptical or more complex shapes. This, of course, modifies the swimming properties of the particles. However, the model cited so far did not fully take into account the geometry of the particles.

In the present work, the theory of Brownian motion will be the starting point to derive the underdamped Langevin formalism for the case of active Brownian particles confined by harmonic walls, such as the ones described by Solon et al. [44]. In order to take into account the elliptical shape of the particles, the friction and diffusion coefficients are generalized with a matrix formalism, which takes into account the correct shape and orientation of the particles. The effect of particle eccentricity is highlighted, as well as the differences between the overdamped and underdamped models.

This paper is organized as follows. In Sec. II the overdamped and underdamped models are presented: we mainly consider the case of an elliptical active Brownian particle confined by two harmonic walls. In Sec. II C the concepts of friction and diffusion coefficient are generalized to obtain friction and diffusion matrix [cf. Eqs. (17) and (18)], which take into account the elliptical shape and orientation of the particle. After scaling the variables to get dimensionless equations, stochastic simulations have been carried out and the results are presented in Sec. III. The results highlight the differences and similarities between the overdamped and the underdamped models in their particle density profiles, mean velocity and second momentum of velocity, and the role played by eccentricity. Finally, in Sec. III B the importance of inertia on macroscopic self-propelled particles is demonstrated by reproducing the experimental results of [45] and the mean-square displacement varying the value of activity and eccentricity (Fig. 8 below). We conclude with some general remarks and a few open questions in Sec. IV.

## II. STOCHASTIC MODELING

## A. The overdamped model

One of the most popular models of active particles is the Langevin overdamped stochastic dynamics, which has the advantage of being particularly simple, and it is also considered appropriate in the case of bacteria when their self-propulsion is not particularly strong. In this work we first consider a fluid with viscosity $\eta$ and density $\rho$, containing noninteracting, three-dimensional ellipsoidal active Brownian particles (ABPs), which move in a two-dimensional plane of coordinates $(x, y)$. The principal semiaxis $a$ of the ellipsoid makes an angle $\theta(t)$ with respect to the direction of the $x$ axis. The activity of the particles is given by a contribution to the motion of the particles that is constant, with activity coefficient $v_{s}$, and is oriented like the direction of the principal axis. Moreover, an external generalized force $\boldsymbol{K}=[\boldsymbol{F}, \boldsymbol{T}]$ acts on the system, where $\boldsymbol{F}=[F(x), F(y)]$ refers to the Cartesian components of the velocity, and $\boldsymbol{T}=\mathcal{T}(\theta)$ represents the effect of a torque on the angle $\theta$. In the overdamped case, this amounts to the following set of equations of motion:

$$
\begin{gather*}
\xi \dot{x}=F_{x}+\xi v_{s} \cos \theta+\xi \sqrt{2 D_{t}} \Gamma_{x}  \tag{1}\\
\xi \dot{y}=F_{y}+\xi v_{s} \sin \theta+\xi \sqrt{2 D_{t}} \Gamma_{y}  \tag{2}\\
\xi_{r} \dot{\theta}=\mathcal{T}(\theta)+\xi_{r} \sqrt{2 D_{r}} \Gamma_{\theta} \tag{3}
\end{gather*}
$$



FIG. 1. Sketch of the system: elliptical particles confined along the $x$ direction by two harmonic walls.
where $\left(F_{x}, F_{y}\right)$ is derived from a potential $U, \mathcal{T}(\theta)$ is the effect of the torque, $D_{t}$ and $D_{r}$ are diffusivities in space and angle, respectively, and $\xi$ and $\xi_{r}$ are the coefficients for translational and rotational friction, respectively. This model is considered in Ref. [44], mainly with $F_{y}=0$ and $F_{x}$ given by a harmonic confining potential,

$$
\begin{equation*}
U(x)=\frac{\lambda}{2} \Theta\left[x-x_{w}\right]\left(x-x_{w}\right)^{2} \tag{4}
\end{equation*}
$$

where $\Theta$ is the Heaviside function and $x_{w}$ is the wall position. In this way, we will consider a system of particles moving within a channel of given width, which was also the subject of numerous works (Fig. 1); see, e.g., Refs. [18,46,47]. If particles are elongated, as in the ellipsoidal case, the torque produced by the confining potential is expressed by

$$
\begin{equation*}
\mathcal{T}(\theta)=\lambda \kappa \Theta\left[x-x_{w}\right] \sin 2 \theta \tag{5}
\end{equation*}
$$

with $\quad \kappa=\left(a^{2}-b^{2}\right) / 8, \quad \xi=6 \pi a \eta, \quad \xi_{r}=8 \pi a^{3} \eta, \quad$ and $D_{t}=k_{B} T_{b} / \xi, \quad D_{r}=k_{B} T_{b} / \xi_{r}$. The equations of this overdamped model are recast here in the following vector form:

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{\xi}^{-1} \boldsymbol{K}+v_{s} \mathbf{n}+\sqrt{2 \boldsymbol{D}} \boldsymbol{\Gamma} \tag{6}
\end{equation*}
$$

where $\mathbf{n}:=\{\cos \theta, \sin \theta, 0\}, \boldsymbol{\xi}=\operatorname{diag}\left\{\xi, \xi, \xi_{r}\right\}$ and

$$
\begin{equation*}
\boldsymbol{K}=\left[-\partial_{x} U(x), 0, \mathcal{T}(\theta)\right] \tag{7}
\end{equation*}
$$

## B. The underdamped model

In the case that inertial effects cannot be neglected, because of nonnegligible mass and/or propulsion mechanisms (see, e.g., Refs. [9,12,29,45,48-57]), a suitable underdamped model can be considered. Accordingly, with $m$ the mass of the particles and $J$ the moment of inertia per unit mass, the underdamped version of the model described above is expressed by the following set of equations:

$$
\begin{gather*}
\dot{x}=v_{x}, \quad \dot{y}=v_{y}, \quad \dot{\theta}=v_{\theta},  \tag{8}\\
\dot{v}_{x}=-\frac{1}{m} F(x)+\gamma v_{s} \cos (\theta)-\gamma v_{x}+\sqrt{2 D_{x}} \Gamma_{x},  \tag{9}\\
\dot{v}_{y}=\gamma v_{s} \sin (\theta)-\gamma v_{y}+\sqrt{2 D_{y}} \Gamma_{y},  \tag{10}\\
\dot{v}_{\theta}=\frac{\mathcal{T}(\theta)}{m \sqrt{J}}-\gamma_{\theta} v_{\theta}+\sqrt{2 D_{\theta}} \Gamma_{\theta}, \tag{11}
\end{gather*}
$$

where $J=\left(a^{2}+b^{2}\right) / 5$ for an elliptical particle, $\tau_{v}=$ $(6 \pi a \eta / m)^{-1}=\gamma^{-1}$ gives the viscous timescale, $\gamma_{\theta}=\xi_{r} / m J$ [45], and the angular variables have been scaled replacing $\theta$
with $\theta J^{1 / 2}$. This latter scaling allows the set of equations to be dimensionally homogenous. The result is that the two-dimensional motion of the rotating objects is formally equivalent to a three-dimensional random walk of a point particle, with periodic boundary conditions along one direction. The vector form of Eqs. (9)-(11) reads

$$
\begin{equation*}
\ddot{\boldsymbol{x}}=\frac{\boldsymbol{K}}{m}+\gamma\left(v_{s} \mathbf{n}-\boldsymbol{G} \dot{\boldsymbol{x}}\right)+\sqrt{2 \boldsymbol{D}} \boldsymbol{\Gamma} \tag{12}
\end{equation*}
$$

where $\boldsymbol{x}:=(x, y, \theta)$,

$$
\begin{equation*}
\boldsymbol{K}=\left(-\partial_{x} U(\boldsymbol{x}), 0, \mathcal{T}(\theta / \sqrt{J})\right) \tag{13}
\end{equation*}
$$

and

$$
\boldsymbol{G}=\left(\begin{array}{ccc}
\gamma & 0 & 0  \tag{14}\\
0 & \gamma & 0 \\
0 & 0 & \gamma_{\theta}
\end{array}\right) ; \quad \boldsymbol{D}=D_{x}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & \alpha
\end{array}\right)
$$

with

$$
D_{x}=\frac{k T_{b} \gamma}{m}, \quad D_{\theta}=D_{r} \gamma_{\theta}^{2} J, \quad \alpha=\frac{D_{\theta}}{D_{x}}
$$

The "temperature" $T_{b}$ is to be properly understood. It represents a reservoir of energy contributing to the random motion of the particles. As in granular fluids and other dissipative systems made of particles much larger than the atomic scales, $T_{b}$ is an effective temperature, in the sense that it plays a role analogous to that of the bath temperature in equilibrium systems. Even if in thermal equilibrium with their fluid, particles such as bacteria would not be influenced by the thermal fluctuations of the fluid. In general, their "kinetic temperature" (obtained applying the energy equipartition principle to their kinetic energy) would differ from the thermodynamic one.

Note also that the system (8)-(11) reduces to the overdamped case $[(1)-(3)]$ in the $m \rightarrow 0$ limit, as detailed in Appendix A. However, this does not immediately imply that the solutions of the first set of equations converge to the solutions of the second one, since such kinds of limits are typically singular. In fact, it is known that in certain cases the small inertia limit of underdamped Langevin equations does not reproduce the corresponding overdamped dynamics [58]. A comparison of the overdamped with the underdamped model is interesting also from this point of view.

## C. Physical remarks on the matrices $G$ and $D$

A more realistic form of the tensors $\boldsymbol{G}$ and $\boldsymbol{D}$ can be deduced on physical grounds. First, it is clear that $\boldsymbol{G}$ has nonvanishing off-diagonal elements if the geometry is not spherical. This aspect is usually neglected in the literature [44,45], although the drag on nonspherical bodies is a wellestablished fluid dynamic topic. In our case, a viscous fluid interacting with an axially symmetric body in roto-translation motion is considered [59]. Accordingly, we consider a local reference frame $(\hat{x}, \hat{y})$ corresponding to the semiaxes of our active particles, and we decompose the drag on the body into components (Fig. 2). At low Reynolds numbers and in the particle frame, the drag can be written in a Stokes-like form, corrected with two coefficients, $\sigma_{\|}, \sigma_{\perp}$ in the direction parallel and orthogonal to the main axis, respectively [60]. Likewise, rotational friction is proportional to a coefficient


FIG. 2. Sketch of the frame of the particle. Figure is taken from Solon et al. [44].
$\gamma \sigma_{r}$. According to [61], the functions $\sigma_{\|}$and $\sigma_{\perp}$ for a prolate shape read

$$
\begin{align*}
\sigma_{\|} & =\frac{(8 / 3) e^{3}}{\left(1+e^{2}\right) \log \left[\frac{1+e}{1-e}\right]-2 e} \\
\sigma_{\perp} & =\frac{(16 / 3) e^{3}}{\left(3 e^{2}-1\right) \log \left[\frac{1+e}{1-e}\right]+2 e} \tag{15}
\end{align*}
$$

where $e=\left[1-(b / a)^{2}\right]^{\frac{1}{2}}$ is the eccentricity of the body. Basically, $\sigma_{\|}$and $\sigma_{\perp}$ are complex functions of the body eccentricity, while $\sigma_{r}$ is well known for the spherical case: $\sigma_{r}=10 / 3$ [[62], p. 436]. To the best of our knowledge, no closed forms are known for $\sigma_{r}$ in the case of rotation of a prolate spheroid around the axis orthogonal to the plane $(x, y)$.

Let $\theta$ be the angle that the major axis of our ellipsoid makes with the direction $x$, at a given instant of time, while it moves with velocity $\mathbf{v}_{o}=\left(v_{x}, v_{y}\right)$, with respect to the (absolute) laboratory reference frame, with axes $(x, y)$. The form of the tensor $\boldsymbol{G}$ is obtained by projecting the vector $\mathbf{v}_{o}$ on the local frame, computing the drag, and then returning to the absolute frame. In the laboratory frame, one then obtains the grand resistance friction matrix as $\boldsymbol{G}=\mathbf{R} \boldsymbol{\Sigma} \mathbf{R}^{\mathrm{T}}$, where

$$
\mathbf{R}=\left(\begin{array}{ccc}
\cos \theta & \sin \theta & 0  \tag{16}\\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right), \quad \boldsymbol{\Sigma}=\left(\begin{array}{ccc}
\sigma_{\|} & 0 & 0 \\
0 & \sigma_{\perp} & 0 \\
0 & 0 & \sigma_{r}
\end{array}\right)
$$

Furthermore, by introducing the rotational drag we eventually get
$\boldsymbol{G}=\gamma\left(\begin{array}{ccc}\sigma_{\|} \cos ^{2} \theta+\sigma_{\perp} \sin ^{2} \theta & \frac{\sigma_{\|}-\sigma_{\perp}}{2} \sin 2 \theta & 0 \\ \frac{\sigma_{\|}-\sigma_{\perp}}{2} \sin 2 \theta & \sigma_{\perp} \cos ^{2} \theta+\sigma_{\|} \sin ^{2} \theta & 0 \\ 0 & 0 & \sigma_{r}\end{array}\right)$,
with $\gamma=6 \pi \mathrm{a} \mathrm{\eta} / \mathrm{m}$. Therefore, the tensor has off-diagonal terms and depends on $\theta$. Notice that, in the spherical case $(e \rightarrow 0) \sigma_{\|}=\sigma_{\perp}=1$, and (17) reduces to (14), with $\gamma_{\theta}=$ $(10 / 3) \gamma$, and Stokes' law is retrieved. In the present work, the underdamped model of active particles will refer to the vector equation (12), with the nondiagonal friction matrix (17) in place of the diagonal one, (14), commonly found in the literature. This allows us to investigate the effect of eccentricity.

Concerning the third component of the tensor $\boldsymbol{D}$, which determines the noise acting on the angle $\theta$ in Eq. (11), a
direct application of the fluctuation-dissipation theorem (FDT) [63,64] allows one to set $D_{x}=D_{y}=D_{0}$ and $D_{\theta}=$ $\alpha D_{0}$, where $D_{0}=\gamma k T_{b} \sigma / m, \sigma=\left(\sigma_{\|}+\sigma_{\perp}\right) / 2, k$ is the Boltzman constant, and $T_{b}=m \sqrt{2 D_{t}} / k_{B}$ is the effective bath temperature. The quantity $\alpha$ is computed according to

$$
\begin{equation*}
\alpha=\frac{D_{\theta}}{D_{x}}=\frac{D_{r}\left(\gamma \sigma_{\theta}\right)^{2} J}{D_{t}(\gamma \sigma)^{2}}=\frac{D_{r}}{D_{t}}\left(\frac{\sigma_{\theta}}{\sigma}\right)^{2} J . \tag{18}
\end{equation*}
$$

In Appendix B, it is shown that, for thermal reasons, $\alpha$ has a lower bound roughly equal to $5 / 4$, for any eccentricity. Nevertheless, active particles may increase their rotational noise, and most often $\alpha$ is very larger than that bound.

## D. Scaling

Dimensionless versions of overdamped and underdamped models can be obtained scaling time with $\tau=D_{r}^{-1}$, while lengths are scaled with the size of the simulated box $L$, and velocities with the quantity $L D_{r}$. Therefore, after introducing the following dimensionless numbers:

$$
\begin{align*}
& N_{1}=\frac{\lambda}{\xi D_{r}}, \quad N_{2}=\frac{\lambda \kappa}{\xi_{r} D_{r}}, \quad N_{3}=\frac{\nu_{s}}{L D_{r}}  \tag{19}\\
& N_{4}=\frac{\sqrt{2 \sigma_{r} J}}{L}, \quad \sigma_{r}=\frac{D_{t}}{D_{r} J}, \quad R_{\tau}=\frac{m D_{r}}{\xi},
\end{align*}
$$

the dimensionless overdamped equations read

$$
\begin{align*}
& \dot{x}=-N_{1}(x-1)+N_{3} \cos \theta+N_{4} \Gamma_{x}, \\
& \dot{y}=N_{3} \sin \theta+N_{4} \Gamma_{y}, \\
& \dot{\theta}=N_{2} \sin 2 \theta+\sqrt{2} \Gamma_{\theta} . \tag{20}
\end{align*}
$$

The corresponding dimensionless underdamped equations are instead given by
$R_{\tau} \dot{v}_{x}=-N_{1}(x-1)+\sigma_{\|} N_{3} \cos \theta-G_{11} v_{x}+G_{22} v_{y}+N_{4} \Gamma_{x}$,
$R_{\tau} \dot{v}_{y}=\sigma_{\|} N_{3} \sin \theta-G_{21} v_{x}+G_{22} v_{y}+N_{4} \Gamma_{y}$,
$R_{\tau} \dot{v}_{\theta}=\sigma_{r} N_{2} \sin 2 \theta-\sigma_{r} G_{33} v_{\theta}+\sigma_{r} \sqrt{2} \Gamma_{\theta}$.
We remark that the parameter $N_{3}$ is a sort of Péclet number, since it is the ratio between the particle velocity and a characteristic diffusive velocity $L D_{r}$. Instead $R_{\tau}$ is equivalent to the ratio between the characteristic timescale of the underdamped model $m / \xi$ and the timescale of the overdamped model $D_{r}^{-1}$. It follows that $R_{\tau}$ is identically zero in the overdamped approach. Finally, it is straightforward to show that $N_{3} R_{\tau}=\frac{1}{9} \frac{a}{L} \operatorname{Re}\left(1-e^{2}\right)^{2 / 3}$ where $\operatorname{Re}=\rho v_{s} d_{e q} / \eta$ is the particle Reynolds number, built with the equivalent diameter $d_{e q}=$ $(6 \mathrm{~V} / \pi)^{1 / 3}, V$ being the particle volume, approximated with an ellipsoidal shape $[65,66]$.

## III. SIMULATIONS AND RESULTS

We simulated $5 \times 10^{5}$ active particles, initially randomly distributed in the interval $x \in[-2,2]$, with initial vanishing speed and random orientation (Fig. 3). The positions $x=-1$ and $x=1$ were the centers of (half) harmonic potentials (4) that act only on particles with $x<-1$ and $x>1$, respectively [44]. The particles were allowed to wander in a larger domain $x \in[-3,3]$. Periodic boundary conditions have been


FIG. 3. The simulation box of the ABP with periodic boundary conditions in the $y$ direction. The particles are injected in the range $x \in[-2,2]$ and the harmonic potential (i.e., a recovering force) in blue is set for $x>1$ and $x<-1$, thus simulating the presence of two "harmonic walls" which repel, pushing particles toward the bulk of the domain.
adopted in the $y$ direction with a period $\Delta y=1$. The bath effective temperature was set to 300 K , and the behavior of some "mesoscopic" quantities, such as the density distribution, and the first and the second moments of velocity were then analyzed. Following de Groot and Mazur [67], given $j=\{x, y, \theta\}$ and $n=\{1,2\}$, the mesoscopic quantities are defined according to

$$
\begin{align*}
\rho(x, t) & =\int d y d \theta d \dot{\boldsymbol{x}} p(\boldsymbol{x}, \dot{\boldsymbol{x}}, t)  \tag{22}\\
\left\langle v_{j}^{n}\right\rangle(x, t) & =\int d y d \theta d \dot{\boldsymbol{x}} v_{j}^{n} p(\boldsymbol{x}, \dot{\boldsymbol{x}}, t) \tag{23}
\end{align*}
$$

where $p=p(\boldsymbol{x}, \dot{\boldsymbol{x}}, t)$ is the probability distribution function for the stochastic differential equations (21). Numerically, the density and the moments of the velocity were computed by dividing the domain of interest $(x \in[-2,2])$ in bins and then counting, for a sufficiently long time, the number of particles in every bin at each time step, normalized by the total counts.

The computation of the stationary density needs first a finite time allowing the initial uniform distribution of particles to relax to the stationary one. In our simulations, this relaxation time has been estimated as the time at which the time-dependent particle density varies in time no more than $\pm 1 \%$ in the $L_{2}$ norm, which is the square root of the integral of the squared difference of two functions. As commented in the following, the duration of the runs then depends on the parameters, and it differs between overdamped and underdamped dynamics.

## A. Results

As expected, the overdamped dynamics reaches the stationary state much faster than the underdamped one. Moreover, for $N_{3}=0$, which corresponds to the Brownian


FIG. 4. Contour map of $\Delta \rho$, the difference between the overdamped and underdamped steady-state particle density profiles, as a function of the dimensionless parameter $N_{3}=v_{s} / L D_{r}$ and of the ratio between the two characteristic scales $R_{\tau}=m D_{r} / \xi$. (a) $e=0$, (b) $e=0.45$, (c) $e=0.67$, (d) $e=0.9$. Axes are reported in $\log -\log$ scale to emphasize small values of $R_{\tau}$ and $N_{3}$.
motion of passive ellipsoids, the simulation time to reach the equilibrium state can be three orders of magnitude longer than the time needed to reach a nonequilibrium stationary state with $N_{3}>0$, for both over- and underdamped dynamics. This is the case because the energy dissipation characterizing the active particles promotes convergence to a stationary state, as commonly expected [68,69].

## 1. Density profiles

The first observable to consider, and to check whether it differs between overdamped and underdamped cases, is the particle density profile. Here we evaluate the asymptotic $L_{1}$ norm of the difference between the respective densities
$\rho_{o}$ and $\rho_{u}$ that arise in time starting from the same initial conditions:

$$
\begin{equation*}
\Delta \rho=\int_{-2}^{2} d x\left|\rho_{u}(x)-\rho_{o}(x)\right| \tag{24}
\end{equation*}
$$

where we have normalized the densities, so that

$$
\int_{-2}^{2} \rho_{i}(x) d x=1 \quad \text { with } i=o, u
$$

The results are reported in Fig. 4 for different values of the parameters $R_{\tau}$ and $N_{3}$, namely, different values of the inertial effects, respectively, due to the mass and to self-propulsion, and for different values of the eccentricity: $e=0,0.45,0.67,0.9$. In particular, Fig. 4(a) shows for


FIG. 5. Comparison between the steady-state particle density profiles of overdamped and underdamped models for different values of eccentricity. $N_{3}=0.15$ and $R_{\tau}=0.15$. Eccentricity is equal to (a) 0 , (b) 0.45 , (c) 0.67 , (d) 0.9 .
spherical particles that the overdamped and the underdamped cases provide similar results for any value of $N_{3}$, when $R_{\tau}$ (mass effect) is negligible. Analogously, the density profiles are indistinguishable at any values of $R_{\tau}$ when $N_{3}$ (the propulsion, or $v_{s}$ ) is negligible. Hyperbolic-like contour curves-corresponding by definition to constant values of $\operatorname{Re}\left(1-e^{2}\right)^{2 / 3}$ —mark the cumulative difference $\Delta \rho$, showing that the increase of either parameter or both $N_{3}$ and $R_{\tau}$ makes the two profiles depart from each other. As desired, the underdamped dynamics for $N_{3}=0$ and very small $m$ reproduce the passive Brownian motion, described by overdamped equations.

The scenario changes when the eccentricity is increased. In Figs. 4(b) for $e=0.45$, Fig. 4(c) for $e=0.67$, and Fig. 4(d) for $e=0.9$, the two models behave differently also at small values of $N_{3}$ and $R_{\tau}$. Furthermore, one observes a qualitative change in the structure of the contour map. The hyperbolas split into two kinds, one growing and the other decreasing with $R_{\tau}$. Consequently, unlike the $e=0$ case, $\Delta \rho$ is not monotonic with $R_{\tau}$ and $N_{3}$. Given $N_{3}$, it first decreases and then increases with $R_{\tau}$. The line of the minima of $\Delta \rho$ moves toward higher $R_{\tau}$ as $e$ grows. The contour maps show that small values of $N_{3}$ allow the overdamped and underdamped models to behave in quite a similar way ( $\Delta \rho<0.05$ ), as evidenced also by Fig. 5. On the other hand, making the mass very small ( $R_{\tau}$ small) important differences between the two models arise as the eccentricity grows.

Given the eccentricity of one active particle, there are two parameters, $R_{\tau}$ and $N_{3}$, that are independently varied in the
contour map. The first gets smaller when the mass does, and the second when the activity does. We found that small mass and large activity may compensate and produce relevant inertial effects.

This suggests that, in the case of active systems, the underdamped approach is always required for highly nonspherical particles, regardless of their mass. Indeed, rotational inertia-that is influenced by eccentricity-sensibly affects the timescale of tumbling, influencing the propulsion direction.

As an example of the above arguments, Fig. 5 shows the density distributions corresponding to the case $N_{3}=0.15$ and $R_{\tau}=0.15$, for different eccentricities. For $e=0$, Fig. 5(a) shows that underdamped and overdamped models lead to approximately the same density profile. For $e=0.45$, Fig. 5(b) reveals a small difference in the wall region, the one affected by the harmonic potential (see inset), which becomes larger and larger as the eccentricity grows. The reason is that eccentric particles accumulate near the walls of the container more than spherical particles do. The particles reaching the walls slow down, revert their velocity and gradually accelerate to return to the bulk. However, eccentric particles tend to turn parallel to the walls because the torque is applied to them, and this torque is more intense for higher eccentricity. Due to the effect of torque close to the wall, even lightbut eccentric-particles oppose the motion in the direction perpendicular to their major axis, enhancing the inertial effect. Such behavior at the walls has been observed by others [46,47].


FIG. 6. (a) $\left\langle v_{x}\right\rangle$ is the mean velocity in the $x$ direction, (b) $\left\langle v_{x}^{2}\right\rangle$ is the second moment of velocity in the $x$ direction, (c) $\left\langle v_{y}^{2}\right\rangle$ is the second moment of velocity in the $y$ direction, and (d) $\left\langle v_{\theta}^{2}\right\rangle$ is the second moment of velocity in the $\theta$ direction. The density profile is reported in (e). $N_{3}=0.15, R_{\tau}=0.15$, and $e=0$.

## 2. Ensemble-averaged particle velocities

The differences between the overdamped and underdamped systems are particularly evident in the first and second moments of the particle velocities. Since the mean velocity in the $y$ direction is null by construction, we will focus on $\left\langle v_{x}\right\rangle,\left\langle v_{x}^{2}\right\rangle,\left\langle v_{y}^{2}\right\rangle$, and $\left\langle v_{\theta}^{2}\right\rangle$. It is remarkable that although overdamped and underdamped models perform similarly with respect to the density, when $e=0$, the moments of the velocities are different (Fig, 6). This suggests again that the overdamped approximation is not sufficiently accurate in general, and the underdamped model is to be preferred. This is further evidenced by Fig. 7, which shows the effect of eccentricity on the second moment of velocity in both the overdamped model (left column), and underdamped model (right column). One observes that the overdamped model is not sensitive to variations of $e$ [Figs. 7(a)-7(c)]. On the


FIG. 7. Comparison between the second moment of velocity and the variance of the overdamped (a)-(c) and underdamped model (d)-(f) for different values of eccentricity $e=0,0.45,0.67,0.9$. $N_{3}=0.15$ and $R_{\tau}=0.15$.


FIG. 8. Mean-square displacement as a function of time for the overdamped (a) and the underdamped case (b) for gradual increase of self-velocity and different values of eccentricity $e=0$ (dashed lines) and $e=0.9$ (straight lines).
contrary, the underdamped model sensibly changes with $e$ varying from 0 to 0.9 [Figs. 7(b)-7(f)].

## 3. Diffusion processes

Mean-square displacement ( $\mathrm{MSD}=\left\langle x^{2}+y^{2}\right\rangle$ ), is essential to understand the diffusive character of the dispersion of active nonspherical particles and how they differ from Brownian behavior. We simulated 30000 particles, all injected in the origin of the axes, in an open axially symmetric domain, with no torque or external forces. We considered four different values of self-velocity, corresponding to $N_{3}=0,0.09,0.44$, and two different values of eccentricity (dashed line for $e=0$ and a straight line for $e=0.9$ ). Figure 8 shows the results of both the overdamped [Fig. 8(a)] and the underdamped [Fig. 8(b)] case. It is evident that the mean-square displacement of active particles, at a short time, has an initial diffusive behavior in the overdamped regime and a ballistic behavior in the underdamped case, in agreement with the literature [2,45,70,71]. This initial regime is independent of self-velocity.

At a longer time, the mean-square displacement may either display a diffusive regime, as happens for the passive case


FIG. 9. Density clouds $\rho$ as functions of the distance $r$ from the origin of the axes, at different times $t=0.025,0.11,1.3,13$, in a log-linear plot. (a), (b) Overdamped model; (c), (d) underdamped model. Eccentricity: $e=0$ (a), (c); $e=9$ (b), (d).
(blue lines) or superdiffusive case, nearly parallel and very close to ballistic, for very large values of the activity [72,73]. The appearance of a superdiffusive regime in the MSD also suggests the nonequilibrium nature of the motion [70,71,74].

Figure 8 confirms the significance of the underdamped model in taking into account the role of eccentricity [Fig. 8(b)]. In fact, dashed ( $e=0$ ) and solid ( $e=0.9$ ) lines separate as the eccentricity changes. On the contrary, the overdamped system is not sensitive to variations of the geometry of the particle considered, as also shown in Fig. 7.

Finally, in order to assess the dispersion process, the spacetime evolution of the density distribution has been assessed (Fig. 9). As expected, when time increases, the density clouds cover a region of space farther and farther away from the origin, where they were initially injected at $t=0$. This is expected, but, unlike the overdamped case, the underdamped model reveals that the eccentricity has a strong impact on this behavior. To the best of our knowledge, this is a novel finding.

## B. Comparison with previous experiments

In this section we adapt the stochastic simulations to reproduce the experimental results of Ref. [45]. In that work, the authors analyzed self-propelling vibrobots, and reported distinct inertial delay between particle orientation and velocity. Test particles are three-dimensionally printed vibrobots propelled by sinusoidal vibrations generated by an electromagnetic shaker. The excitation frequency and amplitude were fixed to $f=80 \mathrm{~Hz}$ and $A=66 \mu \mathrm{~m}$, respectively, which
ensures a stable motion of the particles. The original device by Scholz et al. [45] is shown in Fig. 10.

Vibrobots are driven by the repeated impacts between their tilted elastic legs and a vibrating surface (so-called ratcheting mechanism). The microscopic surface inhomogeneities and a bouncing ball instability cause the particle's legs to jump asynchronously and a very irregular precession. This results in random tumbling. The leg inclination, mass, and moment of inertia of the particles were changed to explore a wide range of parameter combinations (see Table I). It has been seen from experiments that massive particles do not move instantly, but


FIG. 10. 3D printed particles: (a) generic particle; (b) carrier particle with an additional outer mass; (c) tug particle with an additional central mass; (d) ring particle without a central core; (e) illustration of the mechanism of a generic particle moving on a vibrating plate. Modified from [45].

TABLE I. Mass, moment of inertia, and model parameters used in [45].

| Particle | $M[\mathrm{~kg}]$ | $J\left[\mathrm{~kg} \mathrm{~m}^{2}\right]$ | $V_{p}\left[\mathrm{~m} \mathrm{~s}^{-1}\right]$ | $\tau^{-1}\left[\mathrm{~s}^{-1}\right]$ | $D\left[\mathrm{~m}^{2} \mathrm{~s}^{-1}\right]$ | $D_{r}\left[\mathrm{rad}^{2} \mathrm{~s}^{-1}\right]$ | $\tau_{r}^{-1}\left[\mathrm{~s}^{-1}\right]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | ---: |
| Generic | $0.76 \times 10^{-3}$ | $1.64 \times 10^{-8}$ | 0.071 | 9.3 | $3.56 \times 10^{-5}$ | 0.91 | 14.9 |
| Carrier | $4.07 \times 10^{-3}$ | $1.46 \times 10^{-7}$ | 0.0929 | 6.85 | $7.7 \times 10^{-5}$ | 2.7 | 0.354 |
| Tug | $1.57 \times 10^{-3}$ | $2.54 \times 10^{-8}$ | 0.087 | 3.0 | $2.2 \times 10^{-4}$ | 0.59 | 17.6 |
| Ring | $0.33 \times 10^{-3}$ | $1.26 \times 10^{-8}$ | 0.057 | 5.0 | $8.4 \times 10^{-5}$ | 2.4 | 5.0 |

rather accelerate from rest when the vibration begins. Further details are reported in Scholz et al. [45].

Despite the complex nonlinear dynamics of vibrobots, Scholz's observations can be fully described by a generalized active Langevin motion model, with explicit inertial forces. Since typical particles are not perfectly symmetrical, they tend to perform circular motions on intermediate timescales. To this aim, Scholz considered an external torque $\tau_{0}$, in order to drive a circular motion with average angular velocity $\omega=\tau_{0} / \xi_{r}$. This corresponds to replacing the torque introduced in (5) with $\tau_{0}$. The harmonic confining potential vanishes in this case. The underdamped Langevin equations (9)-(11) therefore take the following form:

$$
\begin{gather*}
\dot{v}_{x}=\gamma v_{s} \cos (\theta)-\gamma v_{x}+\sqrt{2 D_{x}} \Gamma_{x},  \tag{25}\\
\dot{v}_{y}=\gamma v_{s} \sin (\theta)-\gamma v_{y}+\sqrt{2 D_{y}} \Gamma_{y},  \tag{26}\\
\dot{v}_{\theta}=\frac{\tau_{0}}{m J}-\gamma_{\theta} v_{\theta}+\sqrt{2 D_{\theta}} \Gamma_{\theta} . \tag{27}
\end{gather*}
$$

Figure 11 displays the ensemble average of the initial velocity for four different types of particles with respect to time. Our simulations were performed using $N=5000$ particles and are referred to a very short initial time $(2 \mathrm{sec})$, with a step of $d t=0.0001 \mathrm{sec}$. The comparison with the experimental results reported in Fig. 2 of [45] is fairly good, which is further proof that self-propelling massive particles moving in the gaseous medium are dominated by inertial effects.


FIG. 11. Inertial delay in particle trajectories. Time dependence of the average particle velocity starting from rest at $t_{0}$ for three types of particles: generic, carrier, and ring. To compare our simulations with the experiments by Scholz, we adopted the values provided in Ref. [45] (see also the values reported in Table I), where $\tau_{r}=\xi_{r} / J$ is the rotational diffusion rate.

## IV. CONCLUSIONS

We have developed a stochastic theory that highlights the role of activity, inertia, and eccentricity of nonspherical active particles. First, we have added translation and rotation inertia to common models of active Brownian motion. Then we have introduced geometric parameters which take into account the role of eccentricity for nonspherical particles, and we discuss the appropriate form and relation of the inertia tensor and diffusion matrix; cf. Sec. II C. In this regard, we evidenced the differences between overdamped and underdamped models, at different eccentricities, which turn out to be important for relatively massive particles or for large Reynolds numbers. In particular, we observed that the overdamped and the underdamped models behave in the same way for small values of activity (Brownian case) if eccentricity is equal to zero, but increasing eccentricity leads the two dynamics to substantially depart from each other. The action of a torque induced by external forces induced a marked difference close to the walls of the domain if eccentricity is high. We illustrated some effects induced by inertia, including an inertial delay time of the self-propulsion direction from the particle velocity.

This allowed us to correctly describe the experiment of Ref. [45]; a comparison of the underdamped model with data on vibrated granulars showed a good agreement between the two.

Future work will extend the present models by considering the tumbling of active particles, mathematically modelled by a Poisson shot noise term, or adding interactions between pairs of active particles. In this case, the velocity fluctuates as in an Ornstein-Uhlenbeck process, changing the direction and amplitude as particles collide with each other, at least as long as the concentration is not so high that collective phenomena emerge. Further extensions will include the role of inertia on the formation of distinct phases in the underdamped case, particularly in terms of local ordering of active particles and cluster formation.

## APPENDIX A: FROM UNDERDAMPED TO OVERDAMPED MODEL

We show here how to derive the overdamped model from the underdamped Langevin equations, in the limit $m \rightarrow 0$. Let us consider the underdamped equations:

$$
\begin{gather*}
\dot{v}_{x}=-\frac{1}{m} \partial_{x} U(x)+\gamma v \cos \theta-\gamma v_{x}+\sqrt{2 D_{x}} \Gamma_{x},  \tag{A1}\\
\dot{v}_{y}=\gamma v \sin \theta-\gamma v_{y}+\sqrt{2 D_{y}} \Gamma_{y},  \tag{A2}\\
\dot{v}_{\theta}=-\frac{\mathcal{T}(\theta)}{m \sqrt{J}}-\gamma_{\theta} v_{\theta}+\sqrt{2 D_{\theta}} \Gamma_{\theta}, \tag{A3}
\end{gather*}
$$



FIG. 12. Sketch of the random force acting on the elliptic particle.
with $\gamma=\xi / m$ and $D_{x}=\xi^{2} D_{t} / m^{2}$ as in [44,45]. We get

$$
\begin{gather*}
m \dot{v}_{x}=-\partial_{x} U(x)+\xi v \cos \theta-\xi v_{x}+\xi \sqrt{2 D_{t}} \Gamma_{x}  \tag{A4}\\
m \dot{v}_{y}=\xi v \sin \theta-\xi v_{y}+\xi \sqrt{2 D_{t}} \Gamma_{y} \tag{A5}
\end{gather*}
$$

Replacing $\theta \sqrt{J}$ with $\theta$, and letting $m \rightarrow 0$, we get

$$
\begin{gather*}
\xi v_{x}=-\partial_{x} U(x)+\xi v \cos (\theta)+\xi \sqrt{2 D_{t}} \Gamma_{x}  \tag{A6}\\
\xi v_{y}=\xi v \sin (\theta)+\xi \sqrt{2 D_{t}} \Gamma_{y} \tag{A7}
\end{gather*}
$$

which are the overdamped equations (1) and (2). Equation (A3) can be treated analogously, taking $D_{\theta}=\xi_{r}^{2} D_{r} / m^{2} J, \quad \gamma_{\theta}=\xi_{r} / m J, \theta$ in place of $\theta \sqrt{J}$, and $\sqrt{J} v_{\theta}$ in place of $v_{\theta}$, we obtain

$$
\begin{equation*}
\sqrt{J} \dot{v}_{\theta}=\frac{\mathcal{T}(\theta)}{m \sqrt{J}}-\frac{\xi_{r}}{m J} \sqrt{J} v_{\theta}+\frac{\xi_{r}}{m \sqrt{J}} \sqrt{2 D_{r}} \Gamma_{\theta} \tag{A8}
\end{equation*}
$$

Multiplying for $m \sqrt{J}$ it follows that

$$
\begin{equation*}
m J \dot{v}_{\theta}=\mathcal{T}(\theta)-\xi_{r} v_{\theta}+\xi_{r} \sqrt{2 D_{r}} \Gamma_{\theta} \tag{A9}
\end{equation*}
$$

In the overdamped limit $m \rightarrow 0$ we finally obtain

$$
\begin{equation*}
\xi_{r} v_{\theta}=\mathcal{T}(\theta)+\xi_{r} \sqrt{2 D_{r}} \Gamma_{\theta} \tag{A10}
\end{equation*}
$$

which is the overdamped equation (3).



FIG. 13. Characterization of the random term $z(t)$. Comparison between Monte Carlo simulation (exact distribution), Laplace distribution, and two Gaussian distributions corresponding to $\alpha=5 / 4$ and $\alpha=1$, respectively. The latter refers to the modified case.
normally distributed with pdf $N\left(0,1 ; \Gamma_{y}\right)$, using Eq. (B2), and following [76], we obtain a solution in terms of the Meijer $G$ function,

$$
\begin{align*}
p\left(z_{1}\right) & =\int_{-1}^{1} \frac{p_{x}\left(\xi_{x}\right)}{|x|} N\left(0,1 ; \frac{z_{1}}{x}\right) d x \\
& =\frac{1}{2 \pi^{2} \sqrt{2} i} \int_{-i \infty}^{i \infty} \frac{\mathcal{G}[r]}{\mathcal{G}\left[r+\frac{3}{2}\right]}\left(\frac{z_{1}^{2}}{2}\right)^{r} d r \tag{B3}
\end{align*}
$$

where $\mathcal{G}[r]$ is the standard Gamma function. With the use of (B3) we obtain a very simple result for the variance:

$$
\begin{equation*}
\sigma_{z_{1}}^{2}=\int_{-\infty}^{\infty} z_{1}^{2} p\left(z_{1}\right) d z_{1}=\frac{1}{4} \tag{B4}
\end{equation*}
$$

After repeating the same computation for the second addend, $z_{2}(t)=\Gamma_{x}(t) \xi_{y}(t)$, we get

$$
\begin{align*}
p\left(z_{2}\right) & =\int_{-s}^{s} \frac{p_{y}\left(\xi_{y}\right)}{|y|} \mathcal{N}\left(\frac{z_{2}}{y}\right) d y \\
& =\frac{1}{2 \pi^{2} \sqrt{2\left(1-e^{2}\right)}} \int_{-i \infty}^{i \infty} \frac{\mathcal{G}[r]}{\mathcal{G}\left[r+\frac{3}{2}\right]}\left[\frac{z_{2}^{2}}{2\left(1-e^{2}\right)}\right]^{r} d r \tag{B5}
\end{align*}
$$

and

$$
\begin{equation*}
\sigma_{z_{2}}^{2}=\frac{1-e^{2}}{4} \tag{B6}
\end{equation*}
$$

Unfortunately, a formula for the pdf of the whole signal $z=z_{1}-z_{2}$ cannot be obtained in a closed form, since the convolution between the two pdfs does not allow an analytical solution. However, through a Monte Carlo simulation, it can be shown that $z(t)$ is almost distributed as a zero-mean Laplace distribution (see Fig. 13):

$$
\begin{equation*}
p_{z}(z)=\frac{1}{2 m} e^{-\frac{|z|}{m}} \tag{B7}
\end{equation*}
$$

where $m=\langle | z| \rangle$ is the mean deviation. For our purposes, the above distribution can be approximated by a Gaussian one, having the variance of the real process $z$, that is provided by the sum of the variances of the two (independent) processes $z_{1}$ and $z_{2}$, namely,

$$
\begin{equation*}
\sigma_{z}^{2}=\sigma_{z_{1}}^{2}+\sigma_{z_{2}}^{2}=\frac{1}{2}-\frac{e^{2}}{4} \tag{B8}
\end{equation*}
$$
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FIG. 14. Relative error between the Gaussian distribution and the exact one, according to the norm defined in Eq. (B10).
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