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Abstract: This paper analyses the multi-objective design of an inductor for a DC-DC buck converter.
The core volume and total losses are the two competing objectives, which should be minimised while
satisfying the design constraints on the required differential inductance profile and the maximum
overheating. The multi-objective optimisation problem is solved by means of a population-based
metaheuristic algorithm based on Artificial Immune Systems (AIS). Despite its effectiveness in finding
the Pareto front, the algorithm requires the evaluation of many candidate solutions before converging.
In the case of the inductor design problem, the evaluation of a configuration is time-consuming. In fact,
a non-linear iterative technique (fixed point) is needed to obtain the differential inductance profile of
the configuration, as it may operate in conditions of partial saturation. However, many configurations
evaluated during an optimisation do not comply with the design constraint, resulting in expensive
and unnecessary calculations. Therefore, this paper proposes the adoption of a data-driven surrogate
model in a pre-selection phase of the optimisation. The adopted model should classify newly
generated configurations as compliant or not with the design constraint. Configurations classified as
unfeasible are disregarded, thus avoiding the computational burden of their complete evaluation.
Interesting results have been obtained, both in terms of avoided configuration evaluations and the
quality of the Pareto front found by the optimisation procedure.

Keywords: surrogate model; multi-objective optimisation; constraints handling; inductor design;
DC-DC converters

1. Introduction

The innovations in the field of semiconductor devices have paved the way for the
diffusion of efficient switch-mode power supplies. In recent years, wide bandgap mate-
rials, such as silicon carbide (SiC) and gallium nitride (GaN) devices, enabled the design
of high switching frequency power converters, going towards the MHz range [1]. The
improvements in the power semiconductor involve higher current and voltage ratings
and lower conduction and switching losses, allowing power electronics converters with
high efficiency and power density. However, a power electronic converter is not only
made up of semiconductor devices. Every converter structure requires the use of passive
components, and in particular, magnetic elements. The research in magnetic materials
for power electronics did not experience the same growth rate as semiconductor devices
since the magnetic technology field had already reached a higher degree of maturity in
the past. For this reason, the goals of maximising power density and efficiency should
be addressed by better exploiting the available materials and technologies. The design of
inductors for power electronic converters represents a significant challenge that involves
the evaluation of the compromise between conflicting goals, defined by the high efficiency
and the high power density requirements [2–7]. The present analysis is focused on the
output inductor of DC-DC buck converters. In this topology, the inductor has to ensure
an acceptable current ripple in the entire current range of the application. In addition, the
devices should guarantee low losses to ensure high conversion efficiency and reduced
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volume to minimise the size of the converter [8]. However, a significant obstacle to the
miniaturisation is represented by the saturation of the magnetic core [9]. In this converter
topology, inductors are subject to a magnetic field bias caused by the non-zero average
current. The DC magnetic field bias leads to the operation of the core material towards the
saturation region of the magnetisation curve. This condition implies that the differential
permeability drops to values considerably lower than the initial one, causing a reduction in
the differential inductance of the component. Conventionally, the operation in the partially
saturated condition has been considered undesirable due to the criticalities introduced by
the non-linear behaviour of the inductor. In order to avoid inductor saturation, the standard
design rules of inductors for DC-DC converters lead to oversized cores, which do not allow
the proper exploitation of magnetic material. However, design configuration operating in
partial saturation allows for further reduction in the core dimension, accepting a limited
increase in the total losses [9–14]. Figure 1 represents a set of design configurations (each
dot in the plane represents the results of one configuration) obtained considering only
the operation in linear conditions (yellow dots), compared to the ones that are achievable,
including the operation in partial saturation (blue dots). As shown, the operation in partial
saturation allows the exploitation of smaller core volumes, which would not result in
feasible configurations considering only the linear operation [15].

Figure 1. Qualitative comparison of the solutions evaluated considering the operation in linear and
in partial saturation conditions, in the space of the total losses and the core volume. The maximum
magnetic flux density considered for the linear operation is 0.2 T.

However, the design of partially saturated inductors requires adopting a non-linear
model to evaluate the differential inductance profile of the devices. This task is particularly
time-consuming since it requires the solution of the non-linear equivalent reluctance model
of the part by means of iterative techniques. The computational effort required by these
iterative techniques represents a significant burden when the design optimisation of the
inductor is carried out as a multi-objective optimisation problem (given the two conflicting
objectives of volume and losses). The multi-objective design of inductors has already
been treated in literature [16–20], and it is usually solved by means of population-based
metaheuristic approaches. Despite their effectiveness, these approaches typically require
the evaluation of many designs before converging. However, many of the designs evaluated
during the optimisation procedure (up to 50%) are revealed to be unfeasible since they
do not comply with the design constraints on the operative inductance or maximum
overheating [21]. Avoiding these unnecessary calculations could then increase the speed
of convergence of the optimisation. Therefore, this paper proposes the adoption of a
data-driven surrogate model to handle the design constraints in a pre-selection phase of
the optimisation. In this approach, the designs generated during the optimisation are
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first classified by the surrogate model as compliant or not with the design constraints.
Configurations classified as unfeasible are disregarded, thus avoiding the computational
burden of their complete evaluation.

This paper is structured as follows: in Section 2, the methodology adopted for the
design of inductors for DC-DC buck converters is presented and, in Section 3, the specifica-
tions of the proposed test case are described. The multi-objective optimisation approach
to the design problem is proposed in Section 4 and further described in Appendix A.
Section 5 presents the classifier-based approach for the constraint handling of the proposed
multi-objective optimisation problem, while Section 6 discusses the achieved results of the
proposed methodology. In Section 7, the conclusions of the proposed research are reported.

2. Design Procedure of Inductors for DC-DC Converters

Given the specifications of the converter, defined by the maximum operating current,
the input and output voltages, the switching frequency, and the maximum current ripple,
the required operating inductance Lop can be computed. In particular, a tolerance range
over the prescribed inductance value can be defined. A non-linear reluctance model can be
adopted for the preliminary evaluation of the differential inductance profile of the design
configurations [22]. The non-linear problem is solved through the polarisation fixed point
(FP) technique [23]. The loss evaluation can be performed through analytical computations.
In particular, the assumption of neglecting the AC winding losses can be stated, and the
winding losses can be determined by computing the DC resistance of the winding [22].
Concerning the losses of the magnetic core, the improved Generalised Steinmetz Equation
(iGSE) allows computing the losses under an arbitrary waveform [24,25]. For the sake of
clarity, it should be noted that the DC magnetic field bias, typical in inductors operating in
DC-DC converters, involves an increase in magnetic losses. The parameters of the iGSE
can be adjusted as a function of the applied premagnetising field HDC [26]. However, the
dependence of the parameters on the DC bias field has to be investigated with experimental
measurements at different frequencies, magnetic flux density, and premagnetising field
values. In addition, these parameters are generally not reported by manufacturers. This
lack of information forces the designer to neglect the effect of the DC bias on the core loss
increase, knowing that the computed value will be underestimated. A further requirement
for an output inductor of a DC-DC buck converter is controlled overheating during regular
operation. The appropriate estimation of the inductor heating requires also knowing the
positioning of the other components on the PCB of the converter and the thermal speci-
fications of the surrounding materials to implement a thermal finite element simulation.
However, a preliminary estimation of the temperature rise caused by the inductor losses
can be performed considering a natural convection heat transfer condition, with a uniform
heat flux density over the outer surface of the core exposed to air.

3. Statement of the Design Problem

The multi-objective optimisation approach is performed on the test case of the sim-
plified model described in Section 2. The selected geometry is the double-E core, and the
adopted core material is the N87 ferrite. The specifications of the evaluated case study are
reported in Table 1.

Table 1. Design specifications of the test case problem.

Input voltage 48 V
Output voltage 24 V
Output current 10 A

Maximum current ripple (pp) 30%
Switching frequency 50 kHz

Inductance value 80 µH
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The design variables, shown in Figure 2, are the three geometrical dimensions of the
core (width A, height of the single E core B, and central column’s extension F) [27], the
air gap’s length g, and the number of turns N. In order to reduce the number of design
variables, the cross-section of the central column is assumed to be square and twice as wide
as the cross-section of the outer ferromagnetic paths.

Figure 2. Three-dimensional representation of the double-E core geometry. The design variables are:
the width of the E core A, the height of a single E-core B, the extension of the central column F, and
the air gap’s length g.

The geometric design variables can take real values in a fixed range, while the number
of turns is an integer quantity. The ranges considered for the design variable are defined in
Table 2:

Table 2. Ranges adopted for the design variables.

Variable Lower Bound Upper Bound

A 30 mm 59.2 mm
B 8 mm 22.3 mm
F 2 mm 8 mm
g 0 mm 2 mm
N 6 100

A design configuration is feasible only if its differential inductance profile can ensure
a feasible current ripple. For this reason, a series of constraints are put on the differential
inductance profile, defined as follows:

• Lower bound, Lop ≥ Lmin;
• Upper bound, Lop ≤ Lmax;
• Inductance drop limit, Lop ≥ ksat · L0;

where L0 is the initial value of the differential inductance, while the other parameters
present in the constraints are defined in Table 3.
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Table 3. Parameters adopted in the feasibility constraints of the design problem.

Minimum inductance value, Lmin 0.95 · Lnom

Maximum inductance value, Lmax 1.2 · Lnom

Maximum inductance drop factor, ksat 0.6
Maximum over-temperature, Tmax 100 ◦C

The constraints on the differential inductance profile are represented in Figure 3.
The first two conditions define a bandwidth for the admissible inductance values that
guarantee the current ripple limits. The third condition refers to the saturation of the
inductor. As mentioned in Section 1, solutions that operate in partial saturation help to
reduce the core dimension. However, an inductor that goes towards the deep saturation
makes the current control critical and implies higher core losses due to the high DC bias
magnetic field. A limit to the acceptable saturation rate is fixed with respect to the initial
inductance value to avoid this issue. Therefore, a given design configuration must be
compliant with the following constraint, given by the intersection of the three:

Lmin ≤ Lop ≤ Lmax ∧ Lop ≥ ksat · L0. (1)

Figure 3. Differential inductance profile of a design configuration as a function of the output current
of the converter. The bandwidth of the admissible inductance value is highlighted in green. The
proposed case represents a solution operating in partial saturation.

Another constraint is represented by the maximum over-temperature the core can
tolerate, which can be defined as follows:

T ≤ Tmax, (2)

where T is the over-temperature reached by the core during operation. The value of Tmax is
also shown in Table 3.

4. Multi-Objective Optimisation Approach

The optimisation problem is configured as the search for the core volume V and total
losses P minimisation, complying with the constraints defined in (1) and (2) and reported
in Table 3. The two objectives are typically conflicting: a strategy that reduces volume
will inevitably result in higher losses. In particular, as presented in [22], for a specific core
size and a given switching frequency, a minimum loss configuration can be identified,
defined by an adequately selected number of turns and air gap length configuration. In a
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multi-objective optimisation approach, not a single optimal solution is searched, but rather
the set of non-dominated solutions (Pareto front or set, if considered in the objectives or
variables space, respectively). A solution can be loosely defined as non-dominated when it
is not possible to improve one of the objectives without worsening another one. Once the
Pareto set is known, selecting a configuration with low losses and a non-negligible volume
or vice-versa depends on the designer’s specific requirements.

Several algorithms have been proposed in the literature to search the Pareto front in a
multi-objective algorithm. Population-based algorithms based on metaheuristics, such as
Artificial Immune Systems (AIS) [28,29], have proven effective in reproducing the Pareto
front on different benchmark problems. However, these algorithms require numerous
objective function evaluations before convergence. In the inductor design problem, the
evaluation of the objective function requires the computation of the total losses and the
component size, which are not particularly costly operations if approached as in [22]. The
computation of the constraints in (1) requires the solution of the equivalent non-linear
reluctance model proposed in [22], computed with the iterative fixed point technique.

The method adopted in this paper to solve the multi-objective optimisation problem
is the Vector Immune System (VIS) presented in [28,29]. This approach exploits AIS,
which is intrinsically well-suited to the solution of multi-objective optimisation problems
since it maintains the diversity in the population of solutions during the procedure. This
method performs well compared to other well-established multi-objective optimisation
methods [28,29], such as the widely adopted Non-dominated Sorting Genetic Algorithm II
(NSGA-II) [16,18,30].

In brief, the algorithm is based on a population of antibodies that represent candidate
solutions to the optimisation problem. All the antibodies representing non-dominated
solutions found throughout the procedure are kept in a memory set. The objective is to
recreate the true Pareto front (which is unknown) through the known Pareto front (the
memory set). The antibodies are evolved through two loops:

• An outer loop (network), where randomly generated configurations are introduced in
the population (exploration);

• An inner loop (clonal selection), where the population is improved by means of local
mutations (exploitation).

Further details about the optimisation algorithm can be found in Appendix A.
During the optimisation procedure, new design configurations are generated (both

randomly and from local mutations). Each configuration must undergo a series of steps to
assess its feasibility and then evaluate the objectives:

1. First, the geometric consistency is checked (e.g., non-negative area of the core’s
windows). An inconsistent configuration is discarded and replaced by a new one
if it was randomly generated. Otherwise, if the configuration is a clone (mutated
from a feasible configuration), the mutation is gradually reduced until the solution is
feasible again.

2. The compliance with the design constraints in (1) (differential inductance profile) and
in (2) (maximum overheating) is evaluated. This procedure is time-consuming since it
requires iterative techniques. In this case, if the configuration results as unfeasible, it
is just discarded.

3. The remaining candidate solutions are evaluated in terms of objectives (volume and
total losses).

The clouds of points in Figure 4 represent all the design configurations explored during
a complete run of the optimisation procedure on the test problem, in the objectives space
(volume V and total losses P, on the x and y axes, respectively). The colour depends on
the feasibility of the configurations and distinguishes those configurations compliant with
the design constraints (i.e., good, orange points) from those that are unfeasible (i.e., bad,
blue points). Two graphs are reported to further distinguish between parent configurations
(Figure 4a) and clones (Figure 4b). It can be noticed that only a small percentage of the
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configurations generated randomly (parents) is feasible. Clones, instead, have higher
chances of complying with the design constraints since they originate from local mutations
of feasible configurations.

(a) (b)
Figure 4. Representation in the objectives space (total losses and core volume) of all the design
configurations explored during a run of the VIS multi-objective optimisation algorithm. The orange
dots represent the feasible configurations (good), while the blue dots are the unfeasible ones (bad):
(a) generated randomly (parents); (b) generated by local mutations of the parents (clones). The total
number of parents and clones evaluated and the percentages of good/bad ones are shown.

Considering the whole run, about 50% of the design configurations explored proved
to be unfeasible, resulting in expensive and unnecessary calculations. Indeed, about five
hundred thousand fixed-point evaluations could have been avoided. This work aims to
adopt a data-driven surrogate model of the feasibility constraints in (1) and (2) to speed
up the algorithm. The surrogate model should classify newly generated configurations
as compliant or not with the design constraint, based only on the values assumed by the
design variables. Configurations classified as unfeasible can then be disregarded, thus
avoiding the computational burden of their evaluation.

5. Surrogate Modelling of Constraints for Pre-Selection

The surrogate model must face a binary classification task, as it has to predict if
a configuration complies or not with the design constraints. In order to examine the
classification task, the same configurations as in Figure 4 can be represented in the design
space. Only three variables are considered (extension of the central column F, air gap’s
length g and number of turns N, which mainly influence the design’s feasibility), to allow
a three-dimensional representation. In this way, it is possible to visualise and highlight the
feasibility region in the design space.

Figure 5a shows the feasible (orange points) and unfeasible (grey points) configura-
tions, among those generated randomly. Wide regions of the design space can be easily
identified, where only unfeasible configurations can be found. Figure 5b shows instead
the feasible and unfeasible (blue points) configurations, among those generated from local
mutations of feasible configurations. Since the mutations introduced are small, the figure
is able to represent the interface between the feasibility region and the rest of the design
space, which does not appear to be uniformly shaped. Since this interface is narrow and
largely nonlinear, the classification task is challenging.



Electronics 2023, 12, 781 8 of 16

(a) (b)
Figure 5. Representation in a design sub-space identified by the number of turns, the extension of
the central column and the air gap length, of all the configurations explored during a run of the VIS
multi-objective optimisation algorithm. All the feasible configurations (orange dots) are compared
to (a) the unfeasible configurations generated randomly (grey dots); (b) the unfeasible solutions
generated with local mutations (blue dots).

5.1. AIS-Based Classifier

Different approaches can be adopted to face this binary classification problem, but
as a first attempt, a classifier based on an AIS [31] has been used. As with any super-
vised method, this classifier uses previous observations to make predictions on unknown
data. These previous observations, that serve as a training data set, are labelled data, i.e.,
configurations whose compliance with the design constraints has already been evaluated.
Therefore, each training sample represents a design configuration D, which is identified
by the array x = {A, B, F, g, N} of the design variables, and is assigned a label y, defined
as follows:

y(D) =

{
1, if D(x) is compliant with all the design constraints,
0, otherwise.

(3)

The AIS classifier presented in [31] is a supervised method that is based on the
concepts of antigens and antibodies. These are both characterised by a value of the x and
a corresponding label y, which may be unknown in the case of antigens. The training
samples are used to create a collection of labelled antigens. The AIS is instead composed of
a series of antibodies called memory cells. Each memory cell covers a certain region of the
design space or a sub-space, and it is associated with a unique label. The training phase
consists of the interactions between the AIS and the training antigens: each memory cell is
locally mutated to optimise its capability to recognise the antigenic patterns x∗ (i.e., arrays
in the design space, or in a sub-space) whose associated label y matches the label predicted
by the antibody. At the end of the training phase, each antibody has a recognition region,
which is a sphere in the design space, or a sub-space. An antibody is activated when an
antigen falls in its recognition region. Therefore, when unknown antigens (unseen and
unlabelled data) are presented to the AIS, a collective response is created by combining the
response of the activated antibodies. The latter is the label predicted by the AIS classifier.

The rationale behind the choice of this classifier is the common structure with the VIS
algorithm, as they are both based on AIS. This can open up interesting possibilities in terms
of online training, where the AIS is continuously improved by means of new configurations
evaluated during the optimisation procedure, in order to better cover the design space.
Nevertheless, in future developments of this research activity, other approaches will be
defined to solve the classification problem.
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5.2. Effects of the Classifier on the Optimisation

The adoption of the surrogate model in the optimisation process consists of the classi-
fication (feasible/unfeasible) of each new configuration generated, prior to its evaluation
by means of the fixed point technique. Configurations classified as unfeasible are disre-
garded and not evaluated with the FP iterative method. Configurations that were classified
as feasible are evaluated instead by means of the FP. Since the response of the classifier
may be incorrect, combining the responses of the classifier and of the FP evaluation, a
confusion matrix such as the one in Figure 6 can be built. The latter contains the different
combinations of the classifier-FP responses to a given design configuration, which can be
summarised as follows:

• True positives: feasible configurations that are correctly classified as positive.
• False positives: unfeasible configurations wrongly classified as positives. Since they

are evaluated with the FP during the optimisation, the incorrect classification implies
unnecessary calculation that slows down the procedure.

• True negatives: unfeasible configurations correctly classified as negative, which can
be correctly disregarded in the optimisation process.

• False negatives: feasible configurations wrongly classified as negatives, which are
therefore disregarded during the optimisation. This is the worst case since it implies
discarding solutions potentially belonging to the Pareto Front.

Figure 6. Confusion matrix of the responses given by the classifier system and the evaluation with
the FP iterative technique. The traffic lights highlight the effect of the response on the optimisation
process: green stands for a correct classification, yellow for an incorrect evaluation that should not
affect the output of the optimisation, and red for an incorrect classification which could negatively
affect the final result.

5.3. Evaluation of the Classifier’s Performance

The proposed AIS-based classifier system must be trained on a data set of previously
evaluated configurations. The definition of the data set is a critical task that can strongly
influence classification accuracy. Figure 4a shows that in the proposed problem, randomly
generated configurations are mostly unfeasible. Hence, a training data set generated
randomly would be strongly unbalanced, which could result in a weak accuracy. To this
end, over 80,000 configurations were generated to extract around 2500 feasible samples.
From the remaining (unfeasible) configurations, 2500 were extracted to form a balanced
data set that uniformly covers the design space. It should be noted that, for the training
of the classifier system, a non-negligible number of conventional feasibility evaluations
is required to build up a consistent data set. However, the computational time required
for the training is considerably lower than the one required in an optimisation execution.
In addition, the classifier training can be generalised for optimisation problems related to
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different inductance constraints. If the non-linear computation is generalised to a given
core geometry and air gap value, the equivalent reluctance profile can be obtained as a
function of the applied magnetomotive force. The computed profile is not strictly related
to a given inductance value since different numbers of turns allow several differential
inductance profiles for the same geometry-air gap combination. From a single set of
non-linear problem solutions, different training data sets for different inductance profile
constraints can be obtained by relating the computed non-linear reluctance profile to
the number of turn values admissible for the considered optimisation problem, further
improving the computational efficiency of the proposed approach. After the training phase,
a test run of the VIS optimisation has been executed to evaluate the effectiveness of the
trained classifier in the multi-objective optimisation process. Therefore, each configuration
generated is evaluated both by means of the FP method and the classification approach.
Table 4 shows the results of this analysis, divided by parents and clones.

Table 4. Classifier performances in feasibility evaluation.

Parents Clones

True positive (%) 44 67
False positive (%) 56 33
True negative (%) 99 51
False negative (%) 1 49

Total positive 8× 103 500× 103

Total negative 200× 103 400× 103

Some highlights can be made on the results of the analysis:

• The high percentage of true negatives (around 97%) in the randomly generated config-
urations considerably reduces the number of FP evaluations in this phase. Despite the
high rate of false positives, the low number of total positives identified by the classifier
among the parent results in a significant reduction in the unnecessary evaluations of
the FP.

• The good performance in the classification of negatives among parents is motivated by
the presence of wide areas of unfeasible configurations in the design space (Figure 5a).

• As previously discussed (Figure 5b), the classification task is much harder in the proxim-
ity of the interface between the feasibility region and the rest of the design space. Most
configurations generated from local mutations are located in this area. This explains
the poor performance of the classifier in the clones. In particular, while around 200,000
FP evaluations are saved by correct classification of unfeasible configurations (true
negatives), an equivalent number of feasible configurations are wrongly disregarded.

• The percentage of false positives in clones is smaller than in parents. However, around
150,000 configurations are unnecessarily evaluated.

6. Evaluation of the Surrogate Modelling Approach

The AIS-based classifier shows interesting performances in reducing FP evaluations.
To further investigate these aspects, a comparison of the results for three different ap-
proaches is proposed:

• Execution of VIS optimisation method without a classifier (VIS).
• Application of the classifier only on randomly generated configurations (VISAIS).
• Application of the classifier both on randomly generated and locally mutated configu-

rations. (VISAIS,clone).

For each of the presented cases, 30 optimisation executions are performed. The first result is
the average number of FP evaluation calls, reported in Figure 7, in which separated results
are reported for the classification of parents and clones.
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(a) (b)
Figure 7. Box plots of the FP executions in the 30 runs of the three tested approaches. The pink
diamonds represent the mean value of each case: (a) describes the FP evaluations for the randomly
generated cells. A zoom of the results for the two classifier approach is reported in the upper right
corner; (b) describes the FP evaluations for the locally mutated cells

Figure 7a highlights the considerable advantage of adopting the classifier on the
randomly generated elements. A considerable FP evaluation saving can be observed since
97% of the parents generated in VIS optimisation are unfeasible. As previously mentioned,
the distribution of the unfeasible randomly generated solutions in the design variable space
leads to a classification accuracy of 99% on true negative elements. By observing Figure 7b,
the adoption of the classifier on clones allows us to reduce the FP iterations, but this result
can be further improved by reducing the bad recognition of unfeasible solutions. Figure 8
reports the total FP calls for the three cases.

Figure 8. Box plot of the total FP executions in the 30 runs of the three tested approaches. The pink
diamonds represent the mean value of each case.

As previously mentioned, about 50% of the configurations generated in the VIS
optimisation are unfeasible, and thus a perfect classifier allows for avoiding, on average,
500,000 FP calls. The results show that the tested classifier avoids 260,000 calls when
applied only on randomly generated solutions and avoids 360,000 calls when applied both
on parents and clones. These results are quite satisfactory but can still be improved by
adopting a more effective classification system in the region of the locally mutated cells.
Other considerations can be studied by observing the Pareto Fronts obtained through the
three proposed approaches, reported in Figure 9.
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Figure 9. Pareto fronts of the analysed design case, obtained with the three proposed approaches.
The reported fronts are computed by combining the solutions of the 30 executions performed in each
case. In addition, the Pareto front of the training-test data set is reported. A zoom of the Pareto fronts
in the region of small volumes is also reported to highlight the marked differences in this area.

The proposed Pareto Fronts are defined by selecting the non-dominated solutions
between the results of the 30 runs for each tested approach. In addition, the Pareto Front of
the randomly generated configurations adopted for the training-test data set of the classifier
is reported. As shown, practically none of the configurations in the data set belong to the
true Pareto Front.

A substantial overlapping of the three fronts can be observed, except for the region
of the lowest volume cores. Clearly, in these regions, the constraint evaluations became
more critical for two reasons: The first is related to the core saturation, which is more
likely to happen for small volume cores, which are attractive for the operation in partial
saturation. The second is related to the maximum over-temperature. A small core solution
belonging to the Pareto Front is characterised by non-negligible total losses and a reduced
outer surface for heat dissipation that can lead to exceeding the thermal limit fixed by the
application specification. It is apparent from Figure 9 how the adoption of the classifier on
parents and clones involves a worsening of the Pareto Front, which can be motivated by the
high percentage of false negatives classifications in clones. As previously described, false
negative configurations are wrongly disregarded in optimisation. The number of wrongly
disregarded configurations is about 200,000, and these may include design solutions be-
longing to the Pareto Front. The worsening of the Pareto Front can be analytically evaluated
by considering some performance measurements. In particular, the Reverse Generational
Distance (RGD) is evaluated. This performance index computes the distance di for each
solution jth in the Pareto True to the closest solution in the Pareto known. The mean value
over the True Front is then considered:

RGD =
1

Ntrue

√√√√Ntrue

∑
i=1

d2
i . (4)

Since the Pareto True cannot be analytically evaluated for the presented case, the
following assumption is made: the Pareto True is defined as the set of non-dominated
solutions evaluated in all the 90 runs performed with the three different approaches. The
other considered Pareto quality index is the Spacing (S), which measures how well the
solutions of the Pareto Known are distributed. The Spacing is defined as:

S =

√√√√ 1
Nknown − 1

Nknown

∑
i=1

(d̄− di)2, (5)



Electronics 2023, 12, 781 13 of 16

where d̄ is the mean value of all di.
Figure 10 shows the results for the two presented performance measures.

(a) (b)
Figure 10. (a) Box plots of the reverse generational distance index for the 30 runs of the three tested
approaches. The pink diamonds represent the mean value of each case; (b) Box plot of the spacing
index for the 30 runs of the three tested approaches. The pink diamonds represent the mean value of
each case.

A lower value for S and RGD is related to a better quality of the obtained Pareto Front.
The Spacing is not particularly affected by the adoption of the classifier since it is mainly
determined by the characteristic of the VIS methodology adopted. On the other side, the
RGD gets worse as the influence of the classification on the optimisation process increases.
In particular, the worst behaviour is found with the adoption of the classifier on parents and
clones. As seen before, the wrong classification of the small volume solutions determines a
higher distance of the Pareto Fronts obtained with this approach, with respect to the Pareto
True that in this region is totally determined by the solutions obtained with the VIS method
without classification on the constraint evaluation.

7. Conclusions

The adoption of a classification-based constraint handling in the design of inductors for
DC-DC converters aims to reduce the number of time-consuming computations required by
the conventional feasibility evaluation approaches, represented by the solution of non-linear
equivalent reluctance models or, in a more detailed design procedure, electromagnetic
finite element simulations. In this paper, as a first attempt, an Artificial Immune System-
based classifier has been selected. The obtained performances indicate the opportunity to
considerably reduce the required feasibility evaluation with conventional time-consuming
approaches, still obtaining good results in terms of quality indexes of the optimisation
process. The evaluated design problem highlights the highly unbalanced nature of the
data set available for the classifier training due to the majority of unfeasible configurations
in a randomly generated design space. In future developments of this research activity,
other classification strategies will be explored to better deal with the unbalanced nature of
the problem.
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Appendix A

Let us consider a general definition of a multi-objective optimisation problem (MOOP),
that can be stated as the search of:

minimise f (x) over x ∈ Ω,

subject to g(x) = 0,

h(x) ≤ 0,

(A1)

where x is the vector of the decision variables, which can assume values in the design
space Ω ⊆ Rn and f (x) ∈ Rm is the vector of the objective functions (m is the number
of optimisation objectives). A feasible region is identified within the design space by the
intersection of equality and inequality constraints.

Typically, different objectives are contrasting and cannot be minimised at the same
time; hence, a unique solution cannot be found. The solution of the MOOP then consists in
finding the set of non-dominated solutions (Pareto set or front if referring to the variables
or objectives space, respectively). A solution x1 dominates another solution x2 (x1 ≺ x2), if:

fk(x1) ≤ fk(x2)∀k = 1, ..., m ∧ ∃k = 1, ..., m : fk(x1) < fk(x2). (A2)

VIS is an AIS-based algorithm [29] that solves a MOOP by attempting to reproduce
the Pareto front. Antibodies represent candidate solutions to the MOOP: an antibody
contains both the array x of the values assumed by the design variables and its image in
the objectives space (array of the values of the m objective functions evaluated in x). The
algorithm considers a set of candidate solutions (population). A memory set contains all
the non-dominated solutions found throughout the optimisation process. The population
is improved through a series of steps aimed at maximising the fitness of the antibodies.
The latter measures the goodness of an antibody and depends on the dominance relations
within the population: if a solution is non-dominated, its fitness is 1, if it is dominated
by all the other solutions in the set, its fitness is 0. The antibodies are also evaluated in
terms of affinity, which is instead a measure of the distance between antibodies in the
objectives space (normalised). In order to maintain diversity and cover the Pareto front
more uniformly, the algorithm eliminates antibodies whit high affinity. The basic structure
of the algorithm can be depicted as follows:

1. An initial population Pop of Nab configurations (antibodies Ab) is randomly gener-
ated.

2. A memory set Mem is also created, initially empty, where all the non-dominated
solutions found during the search are stored.

3. The memory set is built through a network loop, where for Nnet iterations or until a
stop criterion is reached:

(a) The fitness f of all antibodies in the current population is evaluated, also
including the antibodies eventually present in the memory set.

(b) The current population is improved through a clonal selection loop, where for
Nsel iterations or until a stop criterion is reached:

i. The antibodies in the current population (parents) are replicated into
Ncl clones;

ii. Each clone is then locally mutated. The random mutation ∆ is evaluated
as follows: ∆ = 1

β N (µ = 0, σ = 1) · exp(− f ), where β is a mutation
amplitude parameter and f the fitness of the parent (lower fitness
corresponds to larger mutations);

iii. The fitness of the clones is evaluated, also including the antibodies
eventually present in the memory set;

iv. The clone with the highest fitness is selected and it replaces the parent
in the next generation if it has higher fitness.
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(c) The current population and the memory set are merged and their affinity is
calculated.

(d) Network selection is performed, removing antibodies with high affinity. The
affinity threshold δ is evaluated as follows: δ = Nmem,des/

√
m, where m is the

number of objectives and Nmem,des is the desired size of the memory set.
(e) The memory set is updated with the non-dominated solutions, among those

that survived the network selection.
(f) A fraction knew (with respect to the current size of the population) of randomly

generated new configurations is introduced in the population to increase the
exploration of the design space.

4. The final memory set is taken as the Pareto set of the problem.

The values of the parameters adopted in all the runs of the VIS optimisation are shown in
Table A1.

Table A1. Values adopted for the parameters of VIS in all optimisation runs.

Parameter Value

Initial population size, NAb 50
Number of clones, NCl 5
Desired size of the memory set, Nmem,des 100
Number of network loops, Nnet 50
Number of clonal selection loops, Nsel 10
Mutation amplitude factor, β 0.02
Fraction of new antibodies, knew 0.4
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