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Nowadays, the fiber spectrum is only partially exploited, i.e., mainly in the C-band and more recently in
the C+L-band, where the fiber attenuation profile experiences the minimum. Thus, fiber communications
technology – amplifiers, switching, transceivers, etc. – and networking solutions are mature for those
spectrum bands. However, the continuous increase in traffic means that capacity saturation of the current
infrastructure is looming. Taking advantage of the unused portions of the spectrum (e.g., S- and E-band)
may be an efficient solution to accommodate an increase in traffic without installing new fibers. Research is
thus investigating multi-band transmission and networking to evaluate and enable such network upgrades.
Some issues need to be solved or taken into account, from the enabling technology (e.g., amplifiers in
the S- or E-band are still under development) to physical layer effects previously neglected, such as the
Stimulated Raman Scattering (SRS). SRS affects wideband-transmission, potentially degrading active
channels. The contribution of this paper is the investigation of network upgrades for C+L-band systems. In
particular, upgrades exploiting E- and S-band are compared taking into account each band capacity and the
effects of SRS on both new and already deployed channels (in both the C- and L-band). A detailed analysis
of the physical layer is provided, also in the presence of guard bands between previously exploited bands
and the bands used for upgrade. By leveraging on the physical layer assessment, a networking analysis is
carried on to evaluate the supported traffic increase and also the signal quality degradation due to SRS on
active channels. The results suggest that upgrades to the E and S bands support a comparable increase in
traffic. However, the exploitation of the E-band with 14 THz of guard band between C- and E-band may
avoid detrimental effects to already active channels in C+L-band, suggesting this upgrade strategy can be
the most effective of the two. © 2023 Optica Publishing Group

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

The exploitation of bands beyond C and L (e.g., S- and E-band)
is an effective solution to accommodate an increase in traffic
without installing new fibers in the network [1–3]. Indeed, cur-
rent deployed fibers are mainly used in the C-band and only in
some cases in the L-band. Thus, in the near and medium term,
network upgrades may exploit bands beyond C (and L), while
in the long term, different solutions – such as the installation
of several parallel fibers – could be adopted [4]. The first up-
grades to the L-band have been carried out for example in [5].
In [6, 7], a preliminary network analysis on upgrades exploit-
ing multi band was presented. In [8], the authors studied the
impact of multi band on the capacity of networks equipped or

not with regenerators (translucent and transparent networks,
respectively), showing that the use of regenerators may signif-
icantly increase network capacity (e.g., via more extensive use
of high-order modulation formats) at the expense of deploy-
ing more interfaces. However, the activation of an additional
band in transparent networks results in a capacity equal to or
larger than the one with a C-band-based translucent network
and relying on fewer additional interfaces. Thus, the exploita-
tion of other bands, such as S- and E-band, may permit operators
to accommodate new traffic demands postponing investments.
Multi-band transmission is also feasible considering that many
of the currently deployed fibers do not present the absorption
peak (occurring within the E-band) [3].

For the aforementioned reasons, the research community has

http://dx.doi.org/10.1364/ao.XX.XXXXXX
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been investigating multi-band transmission and related enabling
technology. In [9], transmission along L+C+S-band has been
demonstrated for 40 Gb/s channels. Similarly, in [10], 40 Gb/s
transmission over the S-band was demonstrated over installed
fibers. Regarding the enabling technology, first of all, erbium
doped fiber amplifiers (EDFA) mainly operate in C+L-band,
not in the other bands. Amplifiers based on a thulium-doped
fiber amplifier (TDFA) operating in S-band are commercially
available [11, 12]. In the E-band, bismuth doped fiber ampli-
fiers (BDFA) [13] or Nd3+ doped fiber amplifier (NDFA) [14]
have been investigated. For what concerns wavelength switch-
ing, current commercial wavelength selective switches (WSS,
e.g., Waveshaper [15]) operate up to C+L-band. Recently, a
1 × 2 WSS [16] operating in O-, S-, C- and L-band and a 47-port
WSS [17] in O-, E-, S-, and C-band have been demonstrated.
In [18], the authors investigate the challenges of amplification
and WSS, and an optical amplifier is presented to mitigate the
SRS effect: an EDFA/BDFA hybrid amplifier operating at 100
nm is proposed; then, the design for an LCoS-based 2 × 35
WSS operating over the 100 nm is shown; finally, an amplifier is
presented that embeds an optical spectrum processor showing
the equalization of WDM channels with the ability to limit the
detrimental impact of SRS effect. In [19], the authors investigate
transceivers and assume in-phase/quadrature (I/Q) modula-
tors designed for the C-band, demonstrating the operability of
commercial transceivers optimized for C-band in multi-band
networks. the authors investigate transceivers showing that – in
the case of modulators designed for the C-band – the modula-
tors may present a wavelength-dependent I/Q imbalance when
they operate beyond C; however, this imbalance can be compen-
sated with digital signal processing, finally, demonstrating the
operability of commercial transceivers optimized for C-band in
multi-band networks.

Moreover, we have to consider that, in such a wideband
transmission scenario, Stimulated Raman Scattering (SRS) [20]
is highly relevant, as it generates a power transfer from higher
to lower frequency channels. This may imply a degradation in
quality of transmission (QoT) in the running channels in the
C and L bands [2]. Such a physical effect has to be evaluated
and considered in network upgrades. Indeed, when planning
a network upgrade to S- or E-band, the impact of SRS on the
running channels in the C+L-band should be accounted for.
Because of SRS, some channels in C+L-band may experience a
QoT below the forward error correction (FEC) threshold, thus
requiring reconfigurations, such as changing them to a lower-
order modulation format or re-routing them. The former may
imply a bit rate reduction; thus, additional channels should
be set in order to guarantee the original end-to-end capacity.
Such aspect has not be deeply investigated in the literature in
the context of networking studies. Indeed, although SRS is typ-
ically taken into account, the major part of the contributions
(e.g., [2, 21–23]) focus on provisioning schemes or – in gen-
eral – on resource allocation schemes, highlighting the increase
of network capacity when exploiting multi band, rather than
analyzing upgrading and operational issues, such as the degra-
dation of already active channels when activating an additional
band.

In this paper, network upgrade based on S- and E-band is an-
alyzed starting from a C+L-band system. For network upgrades
exploiting the E-band, we propose adopting an appropriate
guard band (GB) between the C- and E-band. The objective
purpose is to design the GB so that the impact of the E-band on
traffic in the C- and L-band, due to SRS, is significantly reduced

or even negligible. This avoids – at the expense of having fewer
available channels – QoT degradation for the channels already
operating in the C- and L-band, which is paramount to guar-
antee seamless upgrades. Being transparent lightpaths mostly
impaired by Gaussian disturbances (nonlinear impairments –
NLI – and Amplified Spontaneous Emission – ASE – noise), the
generalized signal-to-noise ratio (GSNR) is adopted as a figure
of merit to estimate the QoT when exploiting coherent technolo-
gies [24, 25]. A GB of 14 THz between the C+L-band and the
E-band can minimize the impact of activation of the E-band on
the C+L channels: indeed, it is shown that with GB = 14 THz
the E-band introduces negligible cross-effects on the GSNR, i.e.,
≤ 0.2 dB, supporting that the proposed multi-band solution
enables a seamless upgrade of the C+L-band line system [6].

In this work, then, a network-wide performance assessment
is used to compare both upgrade options – to the E- or to S-band
– in terms of supported traffic increase and reconfigurations
required on the active channels in the C+L-band. The results
suggest that upgrading to the E-band with GB = 14 THz can be
more effective, as it provides a comparable traffic increase com-
pared to activating the S-band or the E-band with smaller GB,
while limiting reconfigurations on the already active channels in
the C+L-band.

2. NETWORK ABSTRACTION AND PHYSICAL LAYER
ASSESSMENT

Figure 1 illustrates an optical network composed by several
optical line systems (OLS), which today mainly exploit the C-
band. Due to the already commercially available technology,
the next step to increase network capacity is the L-band up-
grade, also based on EDFA amplification. This upgrade can be
performed at the amplification sites without the need of a new
fiber deployment, which it might be either very expensive or
not possible at all [3]. To increase the OLS capacity even further,
two spectral bands, the E- and the S-band, can be used. In or-
der to properly evaluate each upgrade scenario, it is crucial to
accurately model the multi-band transmission, considering all
frequency dependent parameters, for both fiber and amplifier.
Fig. 2(a) presents the attenuation (dB/km) and chromatic disper-
sion (ps/nm/km) profiles while Fig. 2(b) presents the nonlinear
coefficient (W−1· km−1) for standard single-mode fiber (SSMF)
for all spectral bands used in this work. Moreover, the GSNR has
been shown to be a fast and accurate QoT estimation, even for
wide bandwidth transmission. To use GSNR, defined by Eq. 1
for the i-th channel, as a metric for QoT evaluation, we quantify
the ASE power, which considers the ASE noise generated by the
amplifiers to calculate the optical signal-to-noise ratio (OSNR)
defined by Eq. 2, and the nonlinear (NL) power, which considers
the NLI generated during the fiber propagation and is used to
calculate the nonlinear signal-to-noise ratio (SNRNL) defined
by Eq. 3 [25], in which PS,i is the i-th channel input power. The
NLI is computed using the Generalized Gaussian Noise (GGN)
model accounting for SRS [20]. Finally, in order to compute the
GSNR for an entire path composed by several spans, we used a
disaggregated [25] abstraction of the physical layer defined by
Eq. 4, which depends on the GSNR of each span s belonging to
the lightpath l.

GSNRi =
(

OSNR−1
i + SNR−1

NL,i

)−1
, (1)

OSNRi =
PS,i

PASE,i
, (2)
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Optical network

C-band OLS

C+L OLS
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Fig. 1. Network and optical line system (OLS) abstraction for C-band and C+L-, C+L+S- and C+L+E-band upgrades.
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Fig. 2. (a) Fiber attenuation and chromatic dispersion profile
and (b) Nonlinear coefficient of SSMF from L- to E-bands.

SNRNL,i =
PS,i

PNLI,i
, (3)

GSNRi,l =
1

∑s∈l(GSNRi,s)−1 (4)

The NLI is computed using the Generalized Gaussian
Noise (GGN) model accounting for SRS [20]. In this work, we
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Fig. 3. Raman gain efficieny versus frequency offset for a SSMF.

compute the different number of channels under test (CUT) pro-
portionally to the total number of channels in each band: 4, 7,
7 and 8 for C-, L-, S- and E-band, respectively. We assume op-
tical channels operating with a symbol-rate of 64 GBaud and a
75 GHz WDM grid, capable of allocating a total of 92, 54, 125
and 146 channels in L-, C-, S- and E-band, respectively. We also
evaluate the impact in using an additional 1.5 THz of bandwidth
in E-band by adding 20 channels more, resulting in 166 chan-
nels in total. Moreover, we assumed the network is operated
by C+L-band line systems relying on typical commercial ED-
FAs characterized by average noise figures of 4.2 dB and 4.7 dB
for the C- and L-band, respectively. Note that we consider the
frequency dependence of the amplifier characteristics. TDFA
is assumed for S-band amplification, with average noise-figure
of 6.5 dB [11]. We consider NDFA for the E-band as proposed
in [14], with an average noise figure of 5.5 dB. Moreover, in this
work we consider an ideal amplifier capable of recovering the
input power at the end of each span. The entire physical layer
analysis has been carried out with the open-source GNPy [26]
tool.

As illustrated in Fig. 1, this work aims [at] an upgrade sce-
nario after the deployment and utilization of a C+L-band system.
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Fig. 4. Characteristics of the established C+L-band system,
subject to upgrade in term of: (a) input power profile and
(b) GSNR, OSNR and SNRNL of single 60 km span.

For this reason, we should consider a design optimized for this
particular setup, which is characterized in Fig. 4 for a single
span of 60 km. For a C+L-band system, we use the approach
proposed in [27, 28], applying a tilt and offset to the flat opti-
mal input power per channel, shown in Fig. 4(a). The average
input power levels are -1.62 and 0.58 dBm for L- and C-band,
respectively. By decreasing the input power in the L-band and
increasing in the C-band, this approach aims at a compensation
of the NLI interaction raised mainly by the SRS effect between
these bands for that particular case. Figure 4(b) presents the
GSNR, OSNR and SNLNL for the input power shown in Fig. 4(a).
In it, we can see two opposite behaviors caused by the SRS ef-
fect. In C-band the OSNR is lower, indicating that more gain is
needed in order to recover the propagation loss, and the SNRNL
is higher, indicating that more power is lost during the prop-
agation, resulting in a less intense nonlinear interaction. The
opposite effect can be observed in the L-band, which due to the
SRS effect will receive power instead of losing it as the C-band,
resulting in a higher OSNR than the SNRNL. The minimum
GSNR for L-band is around 31.5 dB while the minimum value
for C-band is 31 dB, which are the values used by the network
control plane to estimate the QoT in each span, and consequently
for the entire lightpath. The results shown in Fig. 4 aim to high-
light that adding more bands to transmission without equalizing
the input powers considerably changes the nature of the QoT,
between linear (lower OSNR than SNRNL) and nonlinear (lower
SNRNL than OSNR) and / or diminishing it. As we simulate a

C+L-band system that has been already deployed, the next anal-
ysis assumes that it is not possible to change to keep unchanged
the input powers in the C+L-band system reported in Fig. 4(a),
in order to limit reconfigurations. Note that this work focuses
on assessing the impact of adding one spectral band (S- or E-
band) in QoT and quantifying network capacity enhancements
for these network upgrade scenarios in Sec. 3. [We are assuming
that the performance in the already deployed C+L-band cannot
be degraded as consequence of the newly carried out upgrades.]

Following our analysis, in Fig. 5(a) we present the GSNR pro-
file for all CUTs comparing three scenarios: (a) C+L-band ([red]
circles), (b) C+L+S-band ([green] triangles) and (c) C+L+E-
band ([blue] squares) with the GB = 14 THz spacing between
C- and E-band, for a single span with length of 60 km. The
input powers levels are 0.76 and 2.27 dBm per channel for S-
and E-band, respectively, also for a 60 km long span, optimized
considering fixed power levels in C+L. The 14 THz GB between
the C and E-band has been shown in [6] as the bandwidth with
the smallest impact guaranteeing low impact on the QoT on
the current C+L band. Indeed, as shown in Fig. 3, the Raman
gain efficiency peak is more intense around that frequency offset,
while for a larger spectral distance it rapidly decreases. Setting
such (unused spectrum) that channels in E will be spaced
by channels in C by a wider spectral distance and, even if we can
not achieve a completely isolation, due to the long tails of the
Raman efficiency, this is able to maintain a negligible interac-
tion between the channels of E- and C-bands. Firstly, we confirm
that using this spacing to realize a C+L+E-band solution, the
impact on QoT is insignificant. The average degradation of the
minimum GSNR, among all lengths of the span found in the net-
work, is less than 0.17 dB. The GSNR varies from 24.5 to 28 dB in
the E-band. Regarding [the] S-band upgrade, Fig. 5(a) highlights
the impact (green triangles) in the minimum GSNR on C- and
L-band. The degradation in minimum GSNR is 0.8 and 1.13 dB
for C- and L-band, respectively. Moreover, the GSNR in S-band
ranges from 25.5 up to 27.2 dB. Figure 5(b) presents the mini-
mum GSNR versus span length, considering a variation from
30 to 60 km, which is the maximum span length of the network
physical topology being considered. The values are shown per
band/scenario. Analyzing C-band (red curves), all lengths com-
puted presented a larger degradation in this band if the S-band
is added to the already deployed C+L-band system, compared
to upgrading with the E-band. Moreover, the difference is higher
for small spans than for larger ones, showing a maximum degra-
dation of around 0.92 dB. S-band upgrade degradation (green
curves) presents the same behaviour with highest impact for
smaller spans. The maximum degradation of 1.3 dB is obtained
for 30 km. Furthermore, it is possible to observe that in this band
the degradation of using the E-band upgrade is negligible for all
computed lengths, with a maximum value of 0.2 dB. Compar-
ing the QoT of E- and S-band, the difference in performance is
almost constant, with an average of 1.5 dB. Even with the QoT
higher performance of S-band, E-band can attain a comparable
performance in terms of allocated capacity, as it enables us to
exploit a larger bandwidth (i.e., more channels). Both the deliv-
ered capacity and the impact on already deployed C+L-band
channels are analysed at a network level in Sec. 3.

Finally, Table 1 presents the average (among all network span
lengths) GSNR-penalty for both upgrade scenarios shown in
Fig. 5 and a third scenario, in which we made use of a smaller
GB, thus increasing the number of channels in the E band for a
total of 166 channels in this band. we made use of extra 1.5 THz
of bandwidth in E-band for a total of 166 channels in this band.
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Fig. 5. (a) GSNR profile versus frequency for C+L-, C+L+E-
and C+L+S-band and (b) Minimum GSNR per scenario (solid,
dashed and dotted lines) per band (red, green, blue and black)
versus span lengths.

Average

Penalty
C+L+S

C+L+E

(E=146 channels)

GB = 14 THz

C+L+E

(E=166 channels)

GB = 12.5 THz

C-band 0.80 dB 0.17 dB 0.76 dB

L-band 1.13 dB 0.17 dB 0.65 dB

Table 1. Average GSNR penalty per band/scenario.

This third scenario adds more bandwidth, maintaining a more
limited guard band presented in previous works [6]. It can be
seen that adding the S-band or a wider E-band – but with a
smaller GB – results in higher penalties if compared with the
E-band with a guard-band of 14 THz. Note that the additional
third scenario is added to evaluate whether, even with the higher
GSNR penalties due to a more limited GB, the addition of 20
channels can have an improvement in reducing the network
blocking probability. This is evaluated in Section 3.

Fig. 6. Spanish backbone topology.

3. NETWORK ANALYSIS

Upgrades to S- or E-band are compared by means of a custom-
built event-driven C++ simulator. A 30-node Spanish back-
bone topology – shown in Fig. 6 – is considered. Traffic fol-
lows a Poisson distribution with 1/λ mean inter-arrival time.
1/µ = 500s is the mean connection holding time, exponen-
tially distributed. Traffic load is expressed as λ/µ and it is
varied up to 7500 Erlang by varying 1/λ. Dual polarization
quadrature phase shift keying (DP-QPSK) and dual polariza-
tion 16 quadrature amplitude modulation (DP-16QAM) are as-
sumed with a symbol rate of 64 GBaud. 400-Gb/s-net-rate
requests are considered. These requests can be routed using
1×400-Gb/s DP-16QAM signal occupying a 75 GHz frequency
slot or via 2×200-Gb/s DP-QPSK signal to which a 150 GHz
frequency slot is allocated. The GSNR of the worst channel
(also considering cross-phase modulation) is assumed for each
band. The following threshold values are assumed for GSNR
to achieve a maximum pre-forward-error-correction bit error
rate of 3 × 10−3 according to back-to-back transceiver character-
ization as in [29]: THDP−16QAM = 16.1 dB + M for DP-16QAM,
THDP−QPSK = 9.5 dB + M for DP-QPSK, with M a parameter
describing network margins (e.g., to account for aging [30]).
Path computation is based on load balancing as in [31] and first
fit policy within the chosen band is used for spectrum assign-
ment. Regarding the choice of band, preference is given to the
C-band; L-band is used when no spectrum continuity constraint
can be satisfied in the C-band; S- or E-band are used when no
spectrum continuity constraint can be satisfied in both C- and
L-band. If the spectrum continuity constraint is not satisfied
along C-, L-, and S- or E-band, the request is blocked.

Upgrades to S- and E-band are compared in terms of both
blocking probability and the number of reconfigurations re-
quired to guarantee QoT in C+L-band when activating the new
band. As described above, in the case of E-band upgrade, two
GB (12.5 and 14.0 THz) between E- and C-band are considered.

Figure 7 shows the blocking probability versus traffic load of
C+L-, C+L+S-, and C+L+E-band (with 12.5 THz and 14.0 THz of
the GB between E- and C-band) with M = 0 (no margins). The
exploitation of the S- or E-band results in a significant reduction
in blocking probability. Moreover, the three different network
upgrades provide a similar blocking probability. As an example,
at a blocking of 10−2, the exploitation of E- or S-band allows
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us to support almost twice the traffic of the C+L-band. When
comparing the upgrade to the S-band with the upgrade to the
E-band with GB = 14.0 THz, although the latter exploits more
spectrum (around 1.5 THz more), the GSNR in E-band results to
be smaller than the one in the S-band (around 1 dB for a single
span). This second effect translates into the more frequent use of
lower-order modulation format, thus requiring more spectrum
per request and balancing the presence of more spectrum in
E-band. A similar effect is experienced when comparing the two
different upgrades with the E-band, with GB = 12.5 THz and
with GB = 14.5 THz, respectively. Indeed, E-band with smaller
GB presents similar blocking than that with larger GB. On the
one hand, upgrading to the E-band with GB = 12.5 THz offers
more channels (1.5 THz of spectrum more → more spectrum),
but from the other hand, GSNR with GB = 12.5 THz is lower
than the one with GB = 14 THz (around 1 dB on a single span).
This GSNR reduction is due to the presence of more channels
when GB = 12.5 THz is adopted, resulting in a greater impact
of nonlinear effects. Consequently, lower-order modulation
formats are more widely used, resulting in a similar blocking
probability despite the extra channels.

Moreover, it should be noticed that in some cases, the update
may not be seamless, since several routes in the C+L-band re-
quire a reconfiguration because of the impact of SRS when a new
band starts to be used. In particular, an impact is experienced on
already active channels in C+L when the upgrade is done with
S- or E-band and GB = 12.5 THz. On the contrary, as mentioned
above, it has been observed that to bring up the E-band with GB
= 14.0 THz does not imply any reconfiguration in the channels
deployed in the C+L-band.

Figure 8 shows the number of routes requiring reconfigura-
tions (e.g., re-routing, modulation format change, bit rate reduc-
tion) versus the margin value M when an upgrade to the S-band
is adopted. Note that the present simulations are assuming – in
the case of reconfiguration – a change of the modulation format
(always from DP-16QAM to DP-QPSK) with a bit rate reduction;
alternatively, additional channels should be established to pre-
serve the original bit rate. With no margins (M = 0), 4 out of
870 routes require reconfigurations in C+L-band channels when
using the S-band. The number of routes to be reconfigured in-
creases with M since QoT requirements become more stringent.
Consequently, more routes are critical, with a GSNR close to the
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Fig. 8. Number of routes requiring reconfiguration when ex-
ploiting S-band versus margin M
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Fig. 9. Number of routes requiring reconfiguration when ex-
ploiting E-band with GB=12.5 THz versus margin M

threshold such that the GSNR variation due to SRS brings it be-
low THDP−16QAM. As an example, with M = 1 dB, the channels
along more than 40 routes would need to be reconfigured. with
M = 2 dB, the channels along around 113 routes would need to
be reconfigured.

The upgrade to E-band with GB = 12.5 THz may also induce
reconfigurations in C+L-band, as shown in Fig. 9. Although with
M = 0, channels do not need reconfiguration in the assumed
scenario, some reconfigurations are required when increasing
the margin. As an example, with M = 1 dB, channels along
more than 20 routes would need to be reconfigured. As an ex-
ample, with M = 2 dB, channels along around 96 routes would
need to be reconfigured. By comparing Fig. 8 and Fig. 9, it is
clear that upgrading to S-band induces more reconfigurations in
C+L-band than the upgrade to E-band with GB = 12.5 THz.

Figure 10 shows the blocking probability versus M at a load
of 2500 Erlang. As expected, the blocking probability increases
with M, since QoT becomes more stringent, translating into
the use of the less spectral efficient DP-QPSK format, which
demands more spectrum (150 GHz instead of 75 GHz). For
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Fig. 10. Blocking probability versus margin M at a load of
2500 Erlang

the load considered, upgrading to E-band with GB = 12.5 THz
experiences slightly better performance than the others until the
margins are limited (M ≤ 2 dB). With M = 3, upgrade to E-
band with GB = 12.5 THz presents slightly worse performance.
Indeed, on the one hand, with that GB value, GSNR in the E-
band presents lower value (e.g., with respect to GB= 14.0 THz),
given that SRS cannot be neglected. From the other side, M =
3 dB drives an a high threshold on GSNR. Thus, this combination
of lower GSNR and high threshold requires that the DP-QPSK is
more frequently used. Consequently, more spectrum is occupied
and, thus, higher blocking is experienced.

4. CONCLUSIONS

We compared network upgrades that exploit the S- or E-band
taking into account Stimulated Raman Scattering, assuming the
availability of amplifiers, filters, and interfaces compatible with
these bands. Network simulations have shown that an upgrade
to the E-band while relying on a properly selected guard band
between E- and C-band may be preferred to an upgrade to the S-
band. Indeed, on the one hand, upgrade scenarios exploiting the
E- or S-band achieve similar traffic increment (e.g., almost double
traffic with the E-band with respect to the original C+L-band
system). On the other hand, the upgrade to E-band when a guard
band is properly designed (GB = 14.0 THz in the considered
scenario) does not imply any channel reconfiguration in C+L-
band (e.g., modulation format adaptation), while the upgrade
to S-band or to E-band with GB = 12.5 THz may impact QoT in
C+L-band to such an extent that channel reconfigurations are
required. , especially when high network margins are adopted.
Future works may investigate network upgrades and re-configu-
rations in the presence of more advanced transmission systems,
such as probabilistic constellation shaping, which provides finer
trade-offs between optical reach and spectral efficiency.
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