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Completing and Predicting Internet Traffic Matrices
Using Adversarial Autoencoders and Hidden

Markov Models
Alessio Sacco, Member, IEEE, Flavio Esposito, Member, IEEE, and Guido Marchetto, Senior Member, IEEE

Abstract—Internet traffic matrices are used nowadays for a
variety of network management operations, from planning to
repairing. Despite years of research on the topic, obtaining a
global view of traffic is still challenging and error-prone. Due to
flaws in the measurement systems and possible failure in data
collection tools, missing values are unavoidable. It is thus helpful
for many network operators to recover the missing data from
the partial direct measurements. While some existing matrix
completion methods allowed this reconstruction, they do not
fully consider network traffic behavior and hidden traffic char-
acteristics, showing the inability to adapt to multiple scenarios.
Others instead make assumptions about the matrix structure
that may be invalid or impractical, curtailing the applicability.
In this paper, we propose Hide & Seek, a novel matrix completion
and prediction algorithm based on a combination of generative
autoencoders and Hidden Markov Models. After an extensive
experimental evaluation based on both real-world datasets and
on a testbed, we demonstrated how our algorithm can accurately
reconstruct missing values while also predicting their short-term
evolution.

Index Terms—traffic matrix, machine learning, inference

I. INTRODUCTION

A Traffic Matrix (TM), representing the volume of network
flows between all possible origin-destination (OD) pairs in
the network over a given time interval, is a critical input
for many distributed system management tasks, including
capacity planning, anomaly detection, and even business in-
telligence. For example, they can help with provider selection
in routing [1]–[3], network resources provisioning for highly-
demanding applications [4], network debugging [5], or even
with network anomaly detection and network security [6], [7].

Despite their importance, obtaining a complete TM at
any given time is a challenge. TM incompleteness may be
caused by measurement impracticality [1], (voluntary) data
amputations [8], or both. For example, mirroring an interface
with a fine-grain resolution can significantly impact the perfor-
mance of network elements, and the distributed nature of the
network infrastructure often hinders visibility. Despite several
years of research on this topic, operators still rely mostly on
low-resolution measurements such as SNMP messages, and
even excellent measurement systems suffer from errors and
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missing data [8], [9]. For this reason, TM is often required
to be complete or reconstructed before it can be used in any
application, or as an input of new Machine Learning (ML)
model utilized in network management operations, e.g., [10].

The TM estimation problem finds a foundation in statisti-
cal signal processing [11], where the community identified
sufficient conditions and algorithms to estimate the miss-
ing elements of a partially-observed matrix. The majority
of existing techniques to estimate a TM’s element given a
limited set of measurements rely on network inference and
network tomography methods, e.g., [12], [13]. In addition to
those methods, many other network inference problems are
formulated as an Under-Determined Linear Inverse (UDLI)
problem, but those solutions only work when the number
of measurements is sufficient to uniquely and accurately
determine the solution [14].

Other authors have studied how, in some cases, a TM can
be efficiently completed when at most some specific portions
are missing [15]–[17]. Such general approaches are based
on the assumption that traffic matrix elements show strong
statistical regularities and there are predictable relationships
between elements. In such a way, the missing elements can
often be cast in terms of linear functions of observable
elements, leveraging the presence of a low effective rank
that enables splitting the TM into smaller submatrices. Once
these conditions are verified, a statistical inference method is
applied, often based on signal processing, to infer the missing
elements of the TM. While these solutions are sound, they
only work on matrices that have low effective rank, see, e.g.,
[2]. Moreover, although the literature has already addressed
the problem from both spatial and temporal perspectives,
giving birth to Machine Learning (ML)-based methods as
in [18]–[20], a more general approach that can account
simultaneously for both space and time is still missing, i.e.,
a method that can both solve the matrix completion problem
and predict future values of such matrix elements.

To this aim, we propose Hide & Seek, a novel solution
that can complete the TM starting from hidden information
while also predicting the future values of these missing entries.
Our solution is based on an augmented Hidden Markov
Model (HMM), where the traditionally employed Viterbi al-
gorithm [21] is replaced with a more performant algorithm
based on Adversarial AutoEncoder (AAE) [22]. In particular,
the AAE-based encoding method is applied to complete the
matrix, while the more general HMM keeps track of the
evolution of the traffic data over time to predict the next value.
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The key to our matrix completion/prediction approach is
the ability to observe a sufficiently useful subset of the matrix
entries, which we denote as hidden information. We find this
piece of information both using the ability of AAE and with
the application of some eXplainable AI (XAI) techniques to
determine the more important features. The main advantage
of our method is that we do not rely on any statistical
assumptions about the rank of the traffic matrix. Conversely, in
our model, we convert the estimation problem into a process
aiming to learn the hidden relationship between the partial
traffic data, viewed as hidden information, and the missing
traffic value.

In particular, extending [23], our contribution in this paper is
two-folds. (i) We first propose a traffic matrix completion and
prediction algorithm built atop the traditional HMM. Given the
limited set of requirements and its learning-based nature, the
algorithm is applicable in a variety of contexts, within traffic
inference or outside network management. (ii) Then, we study
how to improve the reliability of a network analyzer tool in
terms of what information any solution using network data for
decisions should tolerate the absence. In particular, by using
XAI, we attempt to answer the question what is the piece of
information more crucial in matrix completion and what are
the data redundant, whose absence is tolerated?

We extensively evaluate our solution on (i) real-world
Internet traces, namely collections from the Abilene, GEANT,
and Mawi networks, and (ii) in an emulated SDN-based
testbed scenario over Mininet. We demonstrate how effective
our AAE-based model is in finding the hidden relationship
between the missing value and the observed traffic entries that
are adjacent in the TM. Besides, the results also confirm that
HMM can properly predict the evolution of these unknown
entries.

The rest of the paper is structured as follows. We discuss
in Section II the existing literature about TM completion
problem. Section III describes our model used and presents
the specific problems addressed by Hide & Seek (H&S in
short). We then present in Section IV the methods used in
the solution, highlighting how we combined AAE with HMM
in our algorithm. We present results in Section V, and finally,
we conclude our paper in Section VI.

II. RELATED WORK

Given the variety of fields where it finds applicability and
the importance in networking, the problem of traffic matrix
estimation has been well-studied and addressed from different
angles [24]. Common methods for matrix completion are
based on the incorporation of side information from different
sources, such as total incoming bytes and number of
customers [12]. For example, in [13] the proposed solution
takes advantage of using multiple readily available data
sources. In particular, the combination of flow measurement
and link load measurement is used to effectively identify and
remove dirty data, and this approach can reduce errors in
traffic matrix estimation. Similarly, side information can be
used for an active version of matrix completion, where queries
can be made to the true underlying matrix, as it has been

proposed in [2]. By unifying a matrix-completion approach
and a querying strategy into a single algorithm, their solution
is able to identify and alleviate insufficient information by
judiciously querying a small number of additional entries.

Another widely common approach is the low-rank matrix
completion, spanning a wide range of techniques, from norm
minimization [11], to singular value thresholding [25], to alter-
nating minimization [16], to mention a few. These approaches
share the assumption that the whole matrix has low rank,
posing an optimization to fit the entire matrix with a single
rank-r model.

At the same time, some studies have acknowledged some
spatial and temporal properties in the TM. Based on the
spatial traffic feature, in [26] TM is modeled as multi-Gaussian
models and then used to estimate the missing data. Using
the traffic spatial affinity feature, the TM is partitioned into
many clusters by spectral clustering, and then the subparts of
TM with similar behavior are identified to finish the matrix
completion process. To recover the missing entries in traffic
data, also spatio-temporal tensor completion methods have
been studied in the literature [8], [9], [27]. For example, [27]
introduces a tensor (a multidimensional array) to model a time
series of pure spatial traffic matrices. To extract this latent
structure of traffic using tensor factorization, the model takes
into account the lower-dimensional latent structure of network
traffic and hidden traffic characteristics.

Different from these solutions, we propose a learning-based
approach that combines statistical with ML features and takes
advantage of the concept of spatial affinity inside a smaller
submatrix, after having opportunely studied the decisions
taken with XAI. Recently, the application of ML-based
algorithms to restore missing information has appeared as a
viable approach. For example, in [28] a neural network solves
a regression problem to impute missing data that are sent
from IoT gateways to the cloud. In [29], a novel solution has
been presented to estimate traffic measurements and select the
most rewarding flows. Considering an SDN scenario and the
specific problem of partitioning Ternary Content Addressable
Memory (TCAM) entries of switches, this solution exploits
Compressed Sensing (CS) inference methods. A Multi-Armed
Bandit (MAB) based algorithm, then, can adaptively measure
the most rewarding flows. More recent deep learning-based
algorithms, e.g., RNN, LSTM, ConvLSTM, have been
presented in [18]–[20], respectively, to solve the traffic matrix
estimation process. While the design of these solutions is
sound, our H&S does not require any additional information,
e.g., link load, and is independent of specific matrix
assumptions, e.g., the assumption of a low-rank matrix.

III. PROBLEM DEFINITION

A traffic matrix, i.e., a matrix reporting the traffic volumes
between origin and destination in a network, has a potential
utility for network capacity planning and management oper-
ations [30], [31]. In large operational IP networks, however,
traffic matrices are often hard to measure directly, and it is
thus required to complete the matrix in the unknown cells.

In this paper, we analyze the problem of Traffic Matrix
(TM) estimation from two different perspectives: completing
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Fig. 1: System overview: we first identify the missing traffic
matrix elements, then we extract the information required by
our prediction model and finally, we restore the traffic matrix
values and predict future traffic demands.

the matrix and predicting future values. Although they differ
in model resolution, both problems, TM completion and
prediction, start with a partially-observed traffic matrix. Since
these two tasks share the same system model, we first describe
the details of our model and then we formally define the two
problems addressed by Hide & Seek.

A. System Model

In our model, we consider a network with n nodes, and we
denote with Ω the non-empty set of all sources and destinations
in a network, where |Ω| = n. Hence, the resulting Traffic
Matrix (TM) at time t is an n×n square matrix, whose element
represents the number of bytes sent from node i to node j
during the considered measurement interval.

We then consider the evolution of the sampling time, turning
the TM into a 3-dimensional array, Q ∈ IRn×n×m, where n
is the cardinality of the nodes, and there are m time intervals.
Its entry Q(i, j, t) denotes the traffic bytes at time t, i.e., in
the measurement interval [t − 1, t), of the origin-destination
pair i − j where i = 1, . . . n, j = 1, 2 . . . n, t = 1, 2 . . .m.
Therefore, the entries Q(i, j, :) represent the variation in the
number of traffic bytes along with the time for the Origin
and Destination (OD) pair (i, j). We model the TM entries as
continuous values, as we consider this assumption appropriate
for most traffic volumes [15].

In addition, we use a binary matrix Z ∈ IRn×n×m to
indicate whether entries of the TM Q are missing, defined
as follows:

Z(i, j, t) =

{
0 if Q(i, j, t) is missing,
1 otherwise

(1)

Consequently, the observed measurement matrix R ∈
IRn×n×m, which denotes the set of information that is avail-
able, is obtained as:

R = Z ·Q, (2)

where · represents the scalar product of two matrices, i.e.,
R(i, j, t) = Z(i, j, t) ·Q(i, j, t).

B. Solving the Matrix Completion and Inference Problems

Based on the foundations of the aforementioned traffic
model, we define two different yet related problems, namely

completion and prediction, where the latter is also referred to
as inference. The completion problem for traffic matrices is
defined as follows. Let Qt be the actual TM at time t, Rt

the observed TM, and D the set with all the entry points of
Rt whose measurement is missing. In matrix completion, a
mapping function F1 must be found to constitute Qt given
as input Rt and the set D. Conversely to other similar
studies [12], [27], in this paper, we do not limit this mapping
function to be linear, but we instead consider a model based
on neural networks, as described in Section IV-C.

Then, we define the TM prediction or inference problem as
follows. Given Rt as the observed TM at time t and D as
the set with all the entry points of Rt whose measurement is
missing, in matrix inference, a mapping function F2 must be
found to reconstruct the actual TM at time t+ 1, Qt+1, given
as input Rt and D.

In Fig. 1 we visualize the main steps of our solution along
with the defined notation. After pre-processing the information
from the collected TM, we solve the two problems. Although
the matrix prediction can potentially regard the entire TM,
in this paper we limit our attention to matrix entries whose
historical information is only partially available. Although a
large amount of literature has already addressed the problem of
predicting Internet traffic with excellent results [3], [32]–[34],
these solutions make predictions without considering missing
data. Therefore, we present a solution that is orthogonal to
these traffic prediction methods and that can be used in
conjunction with them to optimize network planning and
management.

From traffic theory, we know that some spatial and temporal
properties in the traffic matrices exist [8], [9], [27], and
therefore our model should guess missing values by leveraging
these similarities. More specifically, spatial properties of the
TMs refer to the statistical properties between the TM entries
at a fixed t, i.e., a snapshot Q(:, :, t), while temporal properties
refer to the statistical properties when varying with t, either
with fixed spatial indices, i.e., the process Q(i, j, :), or some
summary such as the total traffic S(t) =

∑
i,j Q(i, j, t) at

each time point t. We empirically evaluate how the spatial
correlation of TM cells (not necessarily geographical correla-
tion) can be exploited to reconstruct missing information (Sec-
tion V-G). In Hide & Seek, we rely on these assumptions to
estimate the missing entries of TMs, and we employ a general
Hidden Markov Model to understand traffic models and traffic
characteristics. Such a model is then opportunely empowered
with adversarial autoencoders to improve the resolution of both
completion and inference problems, as detailed in the next
section.

IV. PREDICTIVE MODEL DESIGN

This section describes the model used to estimate the miss-
ing values within a traffic matrix. Our estimator consists of
an HMM model that dictates the evolution over time of traffic
values and an autoencoder used to improve the performance
of the HMM. We show that performance of traditional HMM
can improve by making use of adversarial autoencoder as
an alternative method for the decoding problem. We start by
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describing the Hidden Markov Model (HMM) framework and
its parameters, with particular focus on the decoding problem.
Then, we overview how the autoencoder is applied in the
general HMM model; we conclude detailing how we employ
the obtained model throughout the estimation process.

A. Hidden Markov Model Framework

Given their ability to capture important traffic statistical
characteristics with only a relatively small number of states,
Hidden Markov Models have received much attention for
traffic models [35], [36]. These studies have examined the
effectiveness of HMM in modeling the packet flow generated
by an individual application or the aggregate traffic on a single
channel. Alongside, [37], [38] suggest that an HMM model
may be effective in capturing the dynamic behavior of losses
and delays on end-to-end communication channels. In the
wake of this analysis, we model the traffic data exchanged
by a pair of nodes by means of the HMM.

Hidden Markov Models are widely used time invariant state-
space models defined as follows:

p(X,Y ) = π(x0)

T∏
i=0

p(yi |xi)
T−1∏
i=0

p(xi+1 |xi), (3)

where xi is the hidden variable and yi is the observed vari-
able, p(xi+1 | xi) is the transition probability describing the
dynamic behavior of the system, and p(yi | xi) represents the
emission probability describing how the system generates the
observation based on the hidden variable. To start the process,
the model needs an initial state distribution, i.e., π(x0).

The main assumption in HMM is that the state evolves as
a Markov process, in which the probability distribution of the
current state depends only on the state of the previous epoch.
In other words, p(xi |xi−1, ..., x1) = p(xi |xi−1). It has been
shown that this first-order Markov process is sufficient for
modeling the temporal properties of networks [38], [39].

The state evolution over time is commonly described using a
transition probability matrix (PM), containing all the transition
probabilities p(xi+1 |xi),∀xi ∈ χ. It should be noted that,
despite the similarity, the PM matrix is completely different
from the traffic matrix (TM) that we consider in our model,
as the TM gives the number of bytes transmitted between a
source and a destination, while the PM contains the transition
probabilities between the states of the Hidden Markov Model.
A typical way to represent HMM is as λ = (A,B, π), where
A denotes the transition probability matrix, B refers to the
emission probability matrix, and π is the vector of initial states
probabilities.

PM, π(x0), and p(yi |xi = j) are generally unknown, so
we need to estimate them either using some parametric or
data-driven approaches. In fact, HMMs are characterized by
three basic problems: training, likelihood, and decoding. The
first problem, training, common to other ML algorithms, is
formally defined as: Given the observation sequence in time
Y , finding the model λ = (A,B, π) that maximizes the
probability of Y . The training problem is crucial for any HMM
applications, to find model parameters adapting to the training
observation sequence. The standard solution for this problem

is the Baum-Welch algorithm (forward-backward algorithm),
which is an instance of a general family of expectation-
maximization (EM) algorithms [40]. In such an algorithm,
there are two main steps: the E-step, which computes the
probabilities of being at state s at time t; and the M-step,
which fixes the model parameters maximizing the likelihood
of posteriors found in the E-step.

The second problem, the likelihood, can be described as
follows: Given the observation sequence over time Y and the
HMM model λ, determine the likelihood P (Y |λ), i.e., the
probability that the observed sequence was produced by the
model λ. This problem can be solved via the recursive forward
algorithm, responsible for computing the joint probability of
observing the sequence up to time t and the Markov process
being in state st. These probabilities are then used to obtain
the likelihood values P (Y |λ).

Similarly, the decoding phase attempts to find the most
likely hidden state sequence X given the observation sequence
over time Y and the HMM model λ. This problem is usually
solved by means of the Viterbi [21] algorithm for hidden
state estimation, which uses a dynamic programming approach
in order to maximize the likelihood of the whole generating
state sequence. In a first step, it gets the most likely state
st at time t through a γt parameter. In a second step, the
γ parameter can be calculated using the forward-backward
method. Namely, the problem of finding the most likely state
sequence can be summarized as follows: given a sequence of
observed values (ỹ0, ỹ1, ..., ỹn), we would like to infer the
corresponding hidden variable x̃t, i.e.,

x̃t ∼ p(xt | ỹt, ..., ỹ0). (4)

In H&S we design to replace the traditional Viterbi algo-
rithm with an AAE, described in the following. Given its
ability to encode and decode information between different
spaces, we observe how this learner can be helpful and
effective in empowering HMM (as demonstrated by results in
Section V). Combining a recent data-driven algorithm (AAE)
with the statistical approach imposed by HMM leads to an
optimized decoding procedure.

B. Learning with Adversarial Autoencoder

Adversarial AutoEncoder (AAE) has been firstly presented
in [22] as a model that can turn an autoencoder into a
generative model. Following the more general approach of
generative adversarial networks (GAN), AAE can perform
variational inference by matching the aggregated posterior of
the hidden code vector of the autoencoder with an arbitrary
prior distribution.

In recent years GAN has been at the basis of a variety of
alterations, giving rise to a large number of GAN-based mod-
els, such as CycleGAN [41], BiGAN [42], Super-Resolution
GAN [43], to cite a few. These variants are generally applied
to bits of an image, but any model consists of at least two
neural networks: a generator and a discriminator. The former
network receives as input a vector of randomly generated noise
and produces as output an “imitated” image that looks similar,
if not identical, to the authentic image. The latter network
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attempts to determine whether a given image is “authentic”
or “fake”. Similarly, in AAE, an autoencoder is trained with
two objectives—a reconstruction error criterion (typical of
autoencoders) and an adversarial training criterion (typical of
GAN). AAE differs from the traditional autoencoder, i.e., the
Variational autoencoder (VAE), in that it has a discriminator
and a latent space as well as a different training procedure.

GAN-based models are often used to capture rich distri-
butions such as audio, images, or video, and to generate a
synthetic version. Following the recent and mostly unexplored
trend of applying these models in different domains [44],
[45], we consider this class of problems for Markovian en-
vironments. Specifically, as suggested in [45], we use the
autoencoder to map some of the available entries of the TM
(observed state of HMM) to the missing values (hidden state
of HMM).

After a necessary training phase, the encoder of AAE learns
to convert input data to an intermediate representation (latent
space), while the decoder learns a deep generative model that
maps this representation to a posterior data distribution (final
output). The adversarial network (generator + discriminator)
guides this matching. The generator is also an encoder that
draws samples aiming to create an aggregated posterior distri-
bution that can fool the discriminator network into believing
that the latent space comes from the true prior distribution.
The autoencoder (encoder + decoder), meanwhile, attempts
to minimize the reconstruction error so that once the training
procedure is done, the autoencoder is able to map the imposed
input to the desired data distribution. The input data of our
scenario represents the traffic data with partial information,
R, while the output data is the complete traffic matrix with
reconstructed values, Q.

C. H&S Procedure
Referring to the previous notations of HMM (Section IV-A),

we can now define variables’ meaning in our system and
map them to the HMM notations. For each missing value at
time t we define the current evidence yt as a square matrix
with dimension k×k. Such submatrix represents the elements
surrounding the missing value, located at (i, j), which we
are interested in estimating. The hidden state value xt is
instead the missing entry of TM at position (i, j). While
modeling a single hidden value is a standard procedure in
HMM-based algorithms [21], there is a tradeoff in choosing
the best matrix size k. Such submatrix dimension k affects the
cardinality of the observed states yt and is a crucial parameter
that must be specified when designing the model. On the
one hand, a smaller size implies a simpler model but may
yield an inadequate representation of the space of possible
behaviors, accounting for insufficient spatial similarities. On
the other hand, a large k leads to a more complex model
with more parameters but may, in turn, lead to overfitting. In
our validation, we used a 7 × 7 submatrix, which was the
result of a cross-validation study and was highlighted by the
saliency maps that showed the importance of neighboring cells
(Section V-G).
Pre-processing. As a best practice, before using the traffic
quantities in our model, or any ML model, they must be

prepared. Data preparation includes the use of normalization or
other standardization techniques to re-scale input and output
variables before training the ML model. Differences in the
scales of the input variables may increase the difficulty of
the problem being modeled [46]. For this reason, we apply a
standard normalization approach to scale the input values in
a range [1 − 10], making the model more general and trans-
ferable to different scenarios. Although input is traditionally
normalized over the interval [0− 1], we experienced how this
smaller interval can not capture the traffic diversity, leading to
a higher reconstruction error. Since our problem belongs to the
family of regression, a small range can simplify the training
but may lead to considerable differences when de-normalizing
the output values. This effect was particularly manifested when
data distributions were less uniform and the spectrum of values
was broad. Along with the normalization of input, we perform
an edge padding operation. As explained in previous sections,
to estimate the missing values, our solution is based on the
adjacent normal data to obtain the close submatrix. However,
specific locations, i.e., the edges of the TM, could have an
insufficient number of available adjacent data. To solve this
problem, the most direct and effective method is to arrange
some additional data on the edges. In particular, we apply the
notion of circularity so that the left edge and the right edge of
the matrix appear “adjacent”, as well as for the top and down
rows. Thus, we use data of the matrix itself as padding data.
Lastly, to inform the model of missing values, we apply the
concept of masking. Masking consists of marking the locations
of the input space to be ignored with an identifiable value, for
example −1. The AAE model, then, always expects the same
number of inputs (k×k) but can distinguish between measured
and missing values. This procedure can be easily generalized
when there exist multiple missing values to estimate, so we
mark all those values that the neural network must neglect for
the learning process.
HMM parameters. Although we set the number of hidden
states to 1, we must define how to model the evolution of
this value, reflected by the transition probability matrix (PM).
This design is made more difficult since we are dealing
with continuous values for the bytes of traffic, and we are
also interested in predicting future values when an entry is
missing. For this reason, we decide to use an approach where
the computation of the future value xt+1 is equivalent to
estimating the difference with respect to the last hidden state
xt. Since we have normalized values, this difference resides
within the interval [−9.9, 9.9]. Besides, since the PM must
be limited, we only consider 100 possible values inside this
interval so that the prediction is accurate, but the problem
is treatable. A higher number would increase the dimensions
of the PM, making the model intractable. In other words,
we compute the probability over a discrete set of possible
evolutions rather than predicting the future traffic directly. We
referred to this set as E, and the value at time t is et. Hence,
the PM reports the probabilities that the next hidden state is
obtained by adding et to the current state, where considered
traffic values have been opportunely normalized.
Matrix completion. In view of the foregoing, the traffic matrix
completion task in H&S is equivalent to the decoding problem
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of HMM, where the objective is to find the value of a missing
entry (hidden state), given as input the adjacent submatrix
(observed matrix). Using the above notation, the problem is
as follows: Given the observation yt at time t, the traffic
matrix is completed by finding the hidden xt with the highest
probability. By using AAE to learn this mapping function,
H&S is also able to deal with non-linear relationships, which
allows generalization of our model over a broader range of
traffic conditions.
Future traffic prediction. Along with the matrix completion
problem at time t, it may be necessary to predict the future
state at time t+1. This case is equivalent to the HMM task of
computing posterior distribution over the future states given
the current TM and the past evolution. The predicted next
hidden state is derived as the one with the highest probability,
according to:

et = arg max
et

p(et | ỹt, ..., ỹ0),

x̃t+1 = x̃t + et.
(5)

Since in our HMM model we consider the evolution of the
hidden states as a difference from the previous step, we must
first determine this difference, et, and then add this value
to the traffic value at time t, i.e., xt. We can summarize
the complete traffic matrix prediction procedure as follows:
Given the sequence of observations at time t, we decode them
into the hidden state using AAE and predict the next hidden
variable using maximization of posterior probabilities. Finally,
in this paper, we are interested in one-step ahead prediction,
since predicting for more steps ahead degrades the accuracy,
especially for HMMs, as suggested by other studies [47], [48].

V. EVALUATION RESULTS

In this section we quantify the benefits brought by our
Hide & Seek algorithm in the resolution of the traffic matrix
completion and prediction problem. Thus, separately for these
tasks, we present the results of experiments performed to
assess the effectiveness of the proposed approach.

A. Experimental Settings

Implementation. We implemented our AAE agent as an
application importing the Keras library [49], while the HMM
model is built upon the hmmlearn library [50]. We will
release our source code with an open-source license upon
manuscript acceptance.
Internet traffic traces. In our trace-driven evaluation we
used three publicly available datasets. The first was the
GEANT [51] dataset, consisting of 11460 traffic matrices built
using full routing information of 23 routers, sampled Netflow
data, and routing information of the European GEANT net-
work, with a sampling interval of 15 minutes and duration
of one week. The second set of traces was imported from
the Abilene traffic matrix dataset [52], a backbone network
consisting of 11 nodes of major cities in the USA. In this
case, we used one week of traffic collected with a granularity
of 10 minutes for a total of 48386 TMs. The third was
captured within the WIDE backbone network that connects

Japanese universities and research institutes to the Internet,
whose collection was made publicly available by the MAWI
group [53]. This archive is an ongoing collection of Internet
traffic traces, but we considered ten consecutive traces dated
2020, spanning over two hours and thirty minutes from
samplepoint-F. The result is a collection of 9010 24 × 24
matrices obtained by aggregating by IP address prefix, with
a granularity of 1 second, and by filtering smaller flows to
keep the matrices’ size at a reasonable level. While GEANT
and Abilene constitute two of the most used datasets in this
field, our MAWI dataset is a more recent collection that, being
sparse and highly varying, exposes different patterns of traffic
to learn during the estimation process.
Benchmark algorithms. To demonstrate the effectiveness of
our proposed H&S for matrix completion, we compare its per-
formance with the following algorithms, opportunely adapted
to our context. First, CCAE, an algorithm that transforms the
recovery problem to images inpainting [54], a computer vision
technique used to reconstruct missing segments in images.
In [55], the inpainting method reconstructs the missing values
using cascaded convolutional autoencoders, where matrices are
regarded as “generalized” images. In the paper, it has been
shown that inpainting enhances the robustness even in extreme
conditions, i.e., several missing values. We adapt it to our
network traffic matrix context.

The second benchmark algorithm is the Spatio-Temporal
Tensor Completion method, or STTC [27]. This method models
network traffic as a tensor pattern, projecting tensors into a
lower-dimensional latent space via tensor factorization, while
preserving the multi-way nature of the network traffic data.
The method, then, exploits the multidimensional structure
correlation properties of tensors to estimate the missing entries.
Tensor-based interpolation methods have been shown to cap-
ture more global information than matrix-based methods due
to the intrinsic multidimensional characteristics of the tensor
model [56], [57].

Third, we compare H&S with LMaFit, the Low-rank Matrix
Fitting (LMaFit) algorithm [16]. This predictor solves a low-
rank factorization model for matrix completion by applying a
successive nonlinear over-relaxation. It is one of the most com-
monly used methods since it can be applied in a wide range
of matrix completion or low-rank approximation problems.
Forth, we test H&S against the classical k nearest neighbors
or kNN, where we assume that the missing values of the TM
are predicted by local interpolation of the targets associated to
the nearest k neighbors [58]. Based on the similarity between
rows and columns, we use a weighted average with k = 7.
Fifth, we compare against ConvLTSM, a recent solution that
integrates a Convolutional Neural Network (CNN) model and
a Long Short-Term Memory (LSTM) network for spatiotem-
poral modeling and estimating the future network traffic [19].
This solution exploits a backward network to process the input
and correct the (usually inaccurate) previously predicted data
before feeding it into the predictive model.

Alongside, we consider the efficacy in traffic values fore-
casting and, to this end, we compare our estimator against
two other well-known regressor algorithms. (i) ARIMA, a time-
series approach that can model the evolution of data over time.
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TABLE I: Time required for the different solutions to be trained, complete, and predict the matrix over the three datasets.

GEANT Abilene MAWI

Training [s] Compl. [ms] Pred. [ms] Training [s] Compl. [ms] Pred. [ms] Training [s] Compl. [ms] Pred.[ms]

H&S 4857.32 1.3671e-01 2.7334e02 6669.86 7.5961e-02 1.1691e02 1673.19 4.4790e-01 1.5564e02
CCAE 9513.83 2.8152e-01 — 8545.44 1.1139 — 12150.23 7.4157 —
kNN 0.0030 1.2067e-01 — 0.0034 2.7166e-01 — 0.0045 2.7014e-01 —

STTC — 2.4552e02 4.2130e02 — 3.1745e02 6.7511e02 — 2.0548e02 4.5784e02
LMaFit — 2.9710e-01 — — 5.7675e-01 — — 7.3232 —
ARIMA 3925.16 — 6.6097e01 6228.44 — 6.2012e01 2297.80 — 4.3232e01

ConvLSTM 1522.94 — 8.9529e-01 2259.75 — 2.5503e-01 2272.37 — 1.8944
RFR 3032.49 — 5.2943e-01 7617.70 — 4.5876e-01 864.77 — 2.7903e-01

ARIMA is typically used to represent stationary time series in
almost all domains where a variable is measured at equidistant
times, such as in financial market data. (ii) RFR, Random
Forest Regression (RFR) is an additive model that predicts by
combining decisions from a sequence of base models, typically
a simple decision tree. This broad technique of using multiple
models to obtain better predictive performance is also known
as model ensembling and provides robustness to RFR.

B. Training and Prediction Time

We report in Table I the time required for all the methods
implemented to train the different traces and to complete and
predict the single TM. For LMaFit and STTC, we do not report
the training time since they are two statistical approaches
where the former only needs to set rank k, while the latter
the ρ parameter. We set both of them via cross-validation.
In kNN, the training is not to learn parameters but rather
to create the appropriate data structure to be used for the
search, i.e., completion process. CCAE and LMaFit are used
only in completion, and the prediction time is not reported
because not measurable. Similarly, the completion time is
absent for ARIMA, ConvLSTM, and RFR since these methods
are used to predict future values. First, we can observe that our
AAE-based method is faster than the other AE-based method,
CCAE. This time is also compatible with the other methods
and depends on the size of the training set and of the matrix.
Therefore, we can see how training on Abilene is generally
longer than others, given its major dimensionality.

Second, in the completion and prediction process, the time
of our solution is line with benchmarks and in the order of
milliseconds. This outcome makes H&S available to be used
in real-time systems where TM is updated frequently, and the
estimation cannot last long enough. We analyze this behavior
in detail in a prototype later in Section V-F.

C. Matrix Completion Performance on Random Loss Patterns

In this subsection, we study the performance of our traffic
matrix completion algorithm when varying the amount of
known information. To this end, we hide data points inde-
pendently at random to evaluate the completion performance.
The missing values range from 1 to 80 percent of the total
entries.

Starting with the Abilene network dataset, we compare our
solution against a similar approach also based on autoencoders,
as in the CCAE solution, and the traditional version of HMM
based on the Viterbi decoding algorithm. We quantify the

Mean Absolute Error (MAE), because this metric can deliver
the order of magnitude of error, along with 90% of confidence
intervals, and report the results in Fig. 2a. It can be observed
that our AAE-based method for completing the traffic matrix
outperforms the benchmark CCAE. The adversarial training
criterion of our AAE-based method is particularly effective in
strengthening the traditional reconstruction process and filling
the missing traffic matrix cells. In particular, our approach can
handle a significant percentage of missing entries, conversely
to CCAE. We have experienced how the performance of
CCAE largely depends on the position of the missing entries
in the matrix, and that its masking model poorly scales when
the majority of the elements is unknown. Moreover, we can
observe how traditional HMM hardly manages the missing
entries, and a few missing cells hinder the learning process.
The traditional statistical algorithm of Viterbi barely tolerates
the absence of input data, rapidly raising the MAE error
for all three datasets (Fig. 2a, Fig. 3a, Fig. 4a). On the
contrary, a data-driven approach as AAE can better learn the
correlations among input data and efficiently reconstruct the
missing data. Given this observation, in the following, we
ignore the traditional HMM procedure and focus on other
state-of-the-art algorithms.

To validate this result, we then consider all other benchmark
algorithms for matrix completion, reporting the results in
Fig. 2b. The MAE error of H&S is the lowest among all
the percentages of missing entries. The error achieved is also
marginal considering the traffic volumes present in the matri-
ces. This outcome is particularly important because it suggests
that this technique can be used in real-world deployments to
take network decisions even when the available information is
incomplete.

Besides these numerical values completion tasks, we also
analyze the accuracy when these values are then divided
into classes. In this case, we are interested in a discretized
classification that entails five value classes. More specifically,
using a bin discretizer, the continuous values are binned into
intervals by means of a quantile strategy, i.e., the bins have
a similar population. Such a classification is important as it
simplifies the problem while providing information that is still
important in network measurements [59], [60]. Fig. 2c displays
the accuracy score in such a multi-class classification problem
for a subset of approaches. While we note how our H&S
solution outperforms the benchmark, it can also be observed
how the advantages are more notable compared to the previous
graph. Nonetheless, this high accuracy is due to the limited
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Fig. 2: Abilene network. (a) MAE error for autoencoders methods and (b) other benchmark solutions in completing the traffic
matrix. (c) Accuracy for indicating the class of missing entries in the matrix.
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Fig. 3: GEANT network. (a) MAE error for autoencoders methods and (b) other benchmark solutions in completing the traffic
matrix. (c) Error in terms of accuracy (the higher the better) in completing the matrix by indicating the class.
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Fig. 4: MAWI network. (a) MAE error for autoencoders methods and (b) other benchmark solutions in completing the traffic
matrix. (c) Error in terms of accuracy (the higher the better) in completing the matrix by indicating the class.

error shown before, which causes the predicted value to fall
into the same class as the original traffic measurement.

To generalize these findings, we perform the same set of
experiments over the GEANT traffic data and compare the
ability of the two different autoencoders to complete the
traffic matrix (Fig. 3a). Although the error obtained for matrix
completion is higher compared to the Abilene use case, due
to the different order of magnitude of values themselves, our
adversarial autoencoder method is still more effective than
CCAE. Besides, H&S shows the same ability to handle a
considerable amount of missing data.

Similar considerations are valid when comparing our model
against other related benchmarks, as seen in Fig. 3b. Other
solutions, such as kNN and LMaFit, are able to provide a
limited error in either one or the other scenario, but not
consistently. In particular, when the percentage of missing

entries reaches 50%, the difference between ours and others
becomes more apparent.

Moreover, when analyzing the accuracy for predicting the
class of missing values (Fig. 3c), it is possible to observe
how H&S achieves the highest accuracy score. These results
confirm our hypothesis that a GAN -based model can learn
even when there are no guarantees of specific properties
between cells in the traffic matrix.

We then estimate the ability of H&S to complete the TM
over the MAWI traffic dataset. In MAWI traffic, we have
more sparse and highly varying values both in space and over
time. This makes the cell estimation process more difficult
because as the number of missing cells increases, so does
the likelihood that information important in the reconstruction
process will be lost. Consider for example Fig. 4a, reporting
the MAE of the two autoencoder-based models. The presence
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Fig. 5: Abilene network. (a) MAE error for regressor methods and (b) other benchmark solutions achieved in predicting the
future missing values, i.e., for time t+1. (c) Accuracy score for prediction task to specify the class of missing entries of traffic
matrix.
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Fig. 6: GEANT network. (a) MAE error for regressor methods and (b) other benchmark solutions for future values prediction.
(c) Accuracy in predicting future value class.
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Fig. 7: MAWI network. (a) MAE error for regressor methods and (b) other benchmark solutions for future values prediction.
(c) Accuracy in classifying future traffic.

of 20% of missing entries leads to an abrupt increase in the
error. However, despite these difficulties, H&S can achieve
acceptable errors, lower than alternatives, as confirmed in
Fig. 4b. If we consider the accuracy in Fig. 4c, it is clear that
this value is lower than for the Abilene and GEANT traces
due to the intrinsic absence of predictability in MAWI traffic.

D. Matrix Prediction Performance

Similar to previous experimental settings, we now consider
the capacity of Hide & Seek in predicting the future values
of missing entries. As described in Section IV, not only is
our solution able to complete the entries missing at timestamp
t, but it can also predict their future evolution in subsequent
timestamps. However, in light of the fact that the one-step
ahead prediction is one of the most common scenarios (see
Section IV), in the following, we limit our attention to this
condition.

Starting with the Abilene network traffic, in Fig. 5a we show
the MAE for H&S against the two forecasting algorithms, one
belonging to the time-series class, i.e., ARIMA, and one to the
ML regression class, i.e., RFR. While these two alternatives
can well predict when the percentage of known entries is
particularly high, they are clearly ineffective when the number
of missing entries increases. These results motivate the need
to define novel approaches in predicting traffic values given
the limited visibility of the network or the impossibility of
collecting all the metrics.

We hence consider more solutions to predicting future val-
ues. Among the previous benchmark algorithms, we consider
the approaches that are suited for this task, and results are
compared to ARIMA for a clear validation of the benefits.
In this task of predicting values, for spatio-temporal matrix
representations that consider multiple timestamps in only one
matrix as STTC, we set as unknown all the values for future
timestamps, i.e., all columns whose index is greater than t+1
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Fig. 8: MAE error over the GEANT dataset and structural loss
pattern for (a) the traffic matrix completion problem and (b)
the prediction problem.

when the prediction occurs at time t. Fig. 5b reports the MAE
error for our H&S, and the three alternatives. First, it can
be noted that prediction leads to higher errors compared to
the previous completion task, given the limited visibility of
the dataset for future forecasting. Second, our HMM model
can well mitigate the effect of data loss and, consequently,
minimize the error for the whole shown percentage range of
missing entries.

Moreover, we consider the accuracy when predicting the
class of future values, reporting the score in Fig. 5c. Predicting
the next class rather than the next real value limits the amount
of information, but is still a key parameter, as it indicates
whether the value is increasing or decreasing and approx-
imately to what amount. It can be noted how the benefits
brought by H&S are even more notable in this scenario w.r.t.
the completion task. This outcome stems from the ability
of HMM to appropriately model the evolution of traffic by
quantifying the increment or decrement of the traffic itself, and
from its interior design based on the concept of expectation
and probabilities.

Furthermore, we examine the performance of the prediction
task over the GEANT dataset. Starting from the comparison
with the two regressors, i.e., ARIMA and RFR, we can observe
in Fig. 6a how similar conclusions to the Abilene network
hold. Besides, even for a high percentage of data loss, around
50%, our method can provide a very limited MAE, which then
increases only when the percentage hits 80%.

Consider then the MAE for the other traffic matrix pre-
diction solutions shown in Fig. 6b. Although for 80% the
error of H&S starts rising rapidly, it must be noted that

this error is constantly modest compared to the benchmark
algorithms. We can still observe how ARIMA can well predict
the next class, but, given its forecasting nature, it is unable
to handle missing values. H&S, conversely, can consistently
provide high accuracy. Similarly, by looking at the accuracy
in predicting the next class (Fig. 6c), we can confirm the
efficacy of H&S in not only regression problems, but also
in the broader task of future value evolution.

In addition, we perform the prediction process over the
MAWI dataset and report results in Fig. 7. Starting from the
comparison with other regressors (Fig. 7a), passing from the
comparison with other matrix values predictors (Fig. 7b), and
concluding with the accuracy evaluation (Fig.7c), we have
conclusions similar to previous traces. Among the regressors,
ARIMA is more precise than RFR in this case because of
the variability of the traffic. Besides, the presence of missing
entries causes performance degradation from around 20%.
However, H&S can learn traffic patterns and mitigate the ef-
fects of such data loss. The accuracy obtained for benchmarks
(Fig.7c), decreases quickly for significant missing portions of
TM. We can thus conclude that our approach is stable in
providing excellent results among different conditions, e.g.,
in the percentage of missing entries and dataset.

E. Structural Loss Patterns
In this subsection, we carry out simulation experiments on

structural loss patterns. In practice, not all data loss is random,
and network traffic shows high structure loss due to software or
hardware reasons. We simulate one particular case of structural
loss pattern referred to as Synchronous Spatio-Temporal Loss
(SSTL). This simulates a loss event in a set of ODs that
undergoes synchronous loss because of systematic failure. To
simulate this scenario, we randomly chose a certain proportion
of OD whose statistics are lost over time with probability pr.
In particular, in our SSTL pattern, we re-create scatter holes by
assigning a loss percentage probability of 50% to cells adjacent
to a missing one, and cells are marked as lost until 25% of
the TM is reached. Then, for these cells, the loss probability
in subsequent time instants is chosen with probability pr from
0.02 to 0.68.

In Fig. 8 we quantify the error when the SSTL pattern is
applied over GEANT dataset. In particular, Fig. 8a measures
the error when completing the TM for some benchmarks. We
can first observe that the performance of LMaFit is generally
poor because the SSTL pattern does not meet the mathematical
conditions of its matrix completion approach based on a low-
rank structure. Compared to the random pattern, in this case,
the error of other methods (and H&S) is more stable for pr
up to 0.5 and then increases for higher pr. For the prediction
task, instead, we can observe a higher error (Fig. 8b). When
pr exceeds 0.4, the error rises significantly. The fact that only
some, but always the same, positions are missing makes the
learning process more difficult. The problem is exacerbated for
traditional algorithms such as ARIMA, which highly rely on
past data. In these extreme cases, however, we can observe
that H&S results the solution with the smallest error. In
conclusion, even for structural losses, Hide & Seek shows
ability to complete and predict a TM.
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Fig. 9: Mininet prototype completion. RMSE for predicting the missing entry when the network is utilized at (a) 10 %, (b)
30 %, (c) 50 %.
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Fig. 10: Mininet prototype prediction. RMSE for predicting the missing entry when the network is utilized at (a) 10 %, (b)
30 %, (c) 50 %.

F. Real-time traffic prediction

In addition to trace-based evaluation, we now investigate
how effective our solution is when running in real time. To this
end, we deployed it over an SDN emulator, i.e., Mininet [61],
where switches interact with a centralized controller, imple-
mented in our prototype with Ryu [62]. While other solutions
are available for implementing the control plane logic, e.g.,
Floodlight, ONOS, and OpenDayLight, we chose the Ryu
language, given the easiness of prototyping and of collecting
switch/flow information with simple function calls. In addition,
Ryu is developed in Python, facilitating the integration with
H&S that was developed in Python as well, which would have
been more though with the other Java-based frameworks. We
set up a network with 10 hosts, which leads to a 10×10 matrix.
Since we are now interested in assessing performance in real-
time rather than over realistic traffic (analyzed with trace-based
experiments), we instruct the hosts to send traffic randomly
to another host present in the network for a period of time
chosen uniformly between 1 and 20 seconds. At the end of this
period, the host randomly selects a new host again and draws
the transmission time in the same way. We repeat the process
until the SDN controller has collected 5000 matrices, sampled
every 5-seconds. First, we pre-trained the model over the entire
dataset; then, we ran the real-time completion and prediction
of TM over our controller when the hosts communicate in
the same way but with different destinations and transmission
times (achieved by changing the seed).

We start analyzing the training, completion, and prediction
time in Table II. Given the minor number of samples and minor

TABLE II: Time required for the different solutions to com-
plete and predict the matrix.

Training [s] Completion [ms] Prediction [ms]

H&S 731.56 1.54e-01 2.75e01
CCAE 877.20 4.87e-01 —
kNN 0.0028 1.69e-01 —

STTC — 2.86e02 3.44e02
LMaFit — 5.34e-01 —
ARIMA 832.91 — 1.32

ConvLSTM 604.18 — 6.21e-01

TM size, the training time is generally lower than in trace-
driven experiments (Table I). These results induce us to design
an offline training process for all ML methods. However,
we can still observe how the completion and prediction time
of H&S is in the order of milliseconds and in line with
alternatives. This confirms our hypothesis that Hide & Seek
can find applicability in a variety of network management
applications, e.g., re-routing, network planning [3], [10]. For
example, in SDN architecture, where routing can be adaptive,
it can be convenient to predict future traffic value and steer the
traffic opportunely. Whereas, in flow consolidation, it can be
convenient to complete the TM and have a global view of the
current network status and take the more appropriate response.

We then show the Root Mean Square Error (RMSE) of
TM completion, to enrich the global solution evaluation, at
varying the volume of traffic in the network in Fig. 9. We
found confirmation to previous results: H&S has the ability
to complete the missing entries of TM for different loads
when running in real-time over synthetically generated traffic.
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(a) (11, 7) (b) (12, 18) (c) (1, 3)

Fig. 11: Saliency maps for GEANT traces for different missing positions in the traffic matrix. Missing location is marked in
white and centered in the final image.

(a) (6, 8) (b) (2, 8) (c) (3, 4)

Fig. 12: Saliency maps for Abilene traces for different missing positions in the traffic matrix. Missing location is marked in
white and centered in the final image.

(a) (11, 2) (b) (1, 8) (c) (6, 7)

Fig. 13: Saliency maps for MAWI traces for different missing positions in the traffic matrix. Missing location is marked in
white and centered in the final image.

In Fig. 10 we show the RMSE in predicting future entry
of TM. We can observe a similar behavior as in traces-
based experiments, where the error slightly increases from
the completion task. However, H&S still provides the lowest
error among alternatives. In light of these results, we can
finally conclude that our Hide & Seek algorithm is an effective
approach to both traffic matrix completion and future traffic
prediction.

G. Design Rationale: submatrix dimension

To obtain insights into how the input is used, with a
particular focus on the spatial correlation of matrix cells,
we use Saliency maps. Saliency maps, introduced in [63],
are a way to visualize classification models’ spatial support
for a given class in an image. The idea behind saliency is
to rank the influence of single pixels of an image over the
score function (of a class for classifiers or value variation in
our regression case). The saliency values for each pixel are
computed by differentiating the score function of choice with
respect to the input image. The result is a map that has the

same size as the original image, where each cell constitutes
the degree to which the corresponding pixel of the image is
influential in defining the score value. Continuing with the
analogy between an image and traffic matrix, we apply the
same model opportunely adapted, where the matrix cell is
equivalent to the image’s pixel.

In Fig. 11 we show the saliency maps obtained by our
method when completing the GEANT matrices, giving as input
to our model the entire matrix. We consider four different
missing locations, and we center the final results so as to have
a clear view of the importance of the cell. The central element
is marked in white for clarity, and colors in the blue-yellow
range indicate importance, with importance increasing toward
yellow. In other words, yellow means maximum importance,
and blue means no importance. It can be observed that the
most influential cells surround the missing element, with the
green and yellow cells in close proximity. The same behavior
can be observed in the Abilene dataset (Fig. 12) and the MAWI
dataset (Fig. 13). While for some locations (12c, 13c) the
cells dominating the estimation process are numerous, and
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for others (11b, 12b, 13a, 13b) this number is limited, we
can still observe how yellow cells are in proximity of the
white cell. This result confirms our hypothesis that although
adjacent matrix cells are not necessarily topologically close
and statistically dependent, our ML model can use neighboring
cells to complete the matrix. Moreover, this also induced us
to wonder if all matrix cells must be used in the comple-
tion/prediction process or if it is convenient to discard part
of the information for a lighter process. Since we limit the
input to a k× k matrix as explained in Section IV-C, in what
follows we provide more evidence on the rationale behind the
dimension of the submatrix chosen in our algorithm.

We study the performance of H&S when changing the
dimension k of the submatrix used as observation (Section IV).
This matrix is used as evidence to reconstruct missing infor-
mation, and its dimension k is a crucial parameter obtained
after an ablation analysis—an analysis of the performance of
an AI system by removing certain components, to understand
the contribution of the component to the overall system.

To this end, we compute the accuracy of our model when
modifying the parameter k over the Abilene and GEANT
datasets, and report the results for a percentage of missing
entries to 5% in Fig. 14. First, for the matrix completion task
(Fig. 14a) and then for traffic prediction (Fig.14b), we observe
how a submatrix 7 × 7 allows to attain the highest accuracy
score. This parameter allows us to consider enough knowledge
and depart from two corner cases: limited ability to learn and
to generalize the training (for small k), and a slow training
phase (for large k). Clearly, the traffic submatrix dimension
parameter should be adapted to different datasets and traffic
matrices sizes, but our observed results motivate our choice of
having set k = 7 as the default size for our evaluation.

We believe that this result is important not only for esti-
mating traffic volumes, but also for developing future efficient
network measurement techniques that can focus only on the
most important cells. By knowing in advance the area of
attention in the input, network telemetry systems can be
designed to privilege the information that plays a critical role
in the decision process, to the detriment of other unnecessary
metrics. Therefore, this would also play a crucial role in the
feasibility of such telemetry systems.

VI. CONCLUSION

In this paper, we presented Hide & Seek, a method to
efficiently achieve traffic matrix completion and inference.
Hide & Seek is based on a novel HMM-based approach
in which the traditional encoding algorithm is replaced by
an Adversarial AutoEncoder (AAE). We used our algorithm
to estimate the missing entries in the traffic matrix and to
predict their values in the short horizon. Our evaluation, per-
formed over three publicly available real datasets, i.e., obtained
from Abilene, GEANT, and MAWI networks, validate the
performance of our approach, highlighting the efficacy of
AAE in computing the missing values starting from a limited
set of information. Results also showed that our solution
clearly outperforms the state-of-the-art, both in completing
and predicting matrix values. We also tested the generality
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Fig. 14: Accuracy analysis of increasing submatrix dimensions
for (a) the traffic matrix completion problem and (b) the
prediction problem. Both graphs suggest the default value of
k = 7.

of Hide & Seek in an emulated prototype, showing how our
implementation is practicable and efficient. Lastly, studying
the decision process of our ML-based model, we observed
how the spatial correlation hypothesis finds an empirical
foundation.
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