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Can multiple segmentation methods enhance deep learning networks 
generalization? A novel hybrid learning paradigm 

 
Francesco Marzolaa, Kristen M. Meiburger*a, Filippo Molinaria, Massimo Salvia 

a Biolab, Department of Electronics and Communications, Politecnico di Torino, Corso Duca degli 
Abruzzi 24, 10129, Torino, Italy 

ABSTRACT   

Deep learning methods are the state-of-the-art for medical imaging segmentation tasks. Still, numerous segmentation 
algorithms based on heuristic-based methods have been proposed with exceptional results. To validate segmentation 
algorithms, manual annotations are typically considered as ground truth. However, manual annotations often suffer from 
inter/intra-operator variability and can also be occasionally inaccurate, especially when considering time-consuming and 
precise tasks. A sample case is the manual delineation of the lumen-intima (LI) and media-adventitia (MA) borders for 
intima-media thickness (IMT) measurement in B-mode ultrasound images.  
In this work, a novel hybrid learning paradigm which combines manual segmentations with the automatic segmentation of 
a dynamic programming technique for ground truth determination is presented. A profile consensus strategy is proposed 
to construct the hybrid ground truth.  
Two open-source datasets (n=2576) were employed for training four deep learning networks using the hybrid learning 
paradigm and three single source training targets as a comparison.  The pipeline was fixed across the four tests and included 
a Faster R-CNN detection network to locate the carotid artery and then subsequent division into patches which were 
segmented using a UNet. The validation of the results was performed on an external test set comparing the predictions of 
the four different models to the annotations of three independent manual operators. 
The hybrid learning paradigm showed the best overall segmentation results (Dice=0.907±0.037, p<0.001) and 
demonstrated an exceptional correlation between the mean of three operators and the automatic measure (ICC(2,1)=0.958), 
demonstrating how the incorporation of heuristic-based segmentation methods within the learning paradigm of a deep 
neural network can enhance and improve final segmentation performance results. 
 

Keywords: Deep learning, segmentation, hybrid ground truth, intima-media thickness, ultrasound, controllable AI, UNet 
 

1. INTRODUCTION  
 

In the last decade, deep learning-based methods have risen in popularity for computer vision tasks for the analysis of both 
natural images and for medical imaging. These methods tend to have a clear performance advantage when compared to 
heuristic-based methods, as they are able to better generalize the task, but have the drawback of needing a large amount of 
properly annotated data for model training. The annotated data are typically referred to as “ground truth”, but are often far 
from being perfect, as they are usually obtained manually and are hence dependent on the operator experience, 
concentration, and precision. For numerous medical imaging tasks, there is a vast literature of heuristic-based automated 
algorithms that have shown good performance results. One such example is the segmentation of the Intima Media Complex 
(IMC) in B-mode ultrasound images, that is often based on the extraction of the Lumen-Intima (LI) and Media-Adventitia 
(MA) boundaries. The distance between the determined LI and MA borders is computed and taken as the Intima-Media 
Thickness (IMT), a marker for atherosclerosis risk assessment. In this context, numerous deep learning-based approaches 
have been proposed, typically making use of segmentation networks like UNet and its variants to achieve automatic or 
semi-automatic tracing of the LI and MA boundaries. Some of these methods have already reached performance in par or 
lower than inter-operator variability [1-5]. Still, the current analyses often lack a real out-of-distribution test set and rely 
on cross validation techniques to assess the generalization ability of the models. Moreover, the ground truth that serves as 
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a training target for the networks, is typically derived from the manual segmentation of a single operator, thus intrinsically 
biasing the network predictions towards one specific operator. As automatic IMT measurement has been widely studied in  

literature before deep learning approaches took the place of heuristic-based models [6], these studies should not be ignored 
as they can be a viable tool to enhance the performance of deep learning systems, making them even more generalizable. 

Here we propose a novel hybrid learning paradigm that exploits the best of both the heuristic and the deep learning worlds 
in the specific case of IMT measurement, combining manual segmentations with the robust automatic segmentation of a 
dynamic programming technique [7]. The collectively determined segmentation is then employed as the annotated ground 
truth for model training and validation. 

The main contributions of this work are the following: 

• A novel approach of employing a robust traditional image processing method as a viable way to fine tune manual 
segmentations, providing a hybrid and collective ground truth annotation for training deep learning models. 

• A quantitative comparison proving how the innovative hybrid ground truth learning paradigm enables deep 
learning models to further generalize the learning process, thus improving the performance when tested on an out-
of-distribution test set. 

 

2. MATERIALS AND METHODS 
2.1 Dataset Description 

Two previously published and freely downloadable datasets [6],[8], were used as the training and validation sets. The 
resulting dataset consisted of 2576 B-mode longitudinal ultrasound images of the carotid artery. Acquisition details are 
available in the original papers. Two manual annotations of the LI and MA profiles from the same expert analyst at two 
time points (A1 and A1s) and one computerized measurement based on dynamic programming [7] were employed for the 
hybrid learning paradigm, and are also freely downloadable [6],[8]. The dynamic programming computerized method was 
developed by researchers of the Technische Universität München and for simplicity is referred to here as TUM. 

To test the proposed method, an external dataset consisting of 465 images from 4 different centers was used, for which 
three manual tracings were available [9][10]. 

2.2 Hybrid learning paradigm and profile consensus strategy 

For the hybrid learning paradigm, a profile consensus strategy was proposed to create a collectively determined hybrid 
ground truth (Hybrid GT) profile by performing a column-wise consensus separately for the LI and MA borders. First, a 
similarity parameter was employed to measure the consistency between two profiles (P1 and P2, respectively) on their 
common support, determined as the columns of the image where both profiles are defined:      

Similarity (P1;P2) = 
Correlation (P1;P2)

Bias (P1;P2)
 

(1) 

Correlation(P1; P2) is calculated between the row values of the two LI/MA profiles, while Bias(P1; P2) is the mean column-
wise difference between the two profiles. The range for similarity values for the LI profile was found to be [0, 3.30] and 
[0, 3.82] for the MA profile. Profiles were determined as being similar if the computed Similarity was over the threshold 
of 0.5, determined empirically. As two manual and one computerized segmentation (i.e., A1, A1s, and TUM, respectively) 
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were considered, the Similarity parameter was hence computed for the three different cases: A1 vs. A1s, A1 vs. TUM, and 
A1s vs. TUM.  

For the Hybrid GT profile determination, five conditions can occur, which are shown in Figure 1:  

1. No manual or computerized profile point is present: in this case, no Hybrid GT profile point is defined.  

2. One profile is present: that profile defines the Hybrid GT.  

3. Two manual profiles are present: Hybrid GT is the mean between the two profiles if they present a high similarity; 
if not, only the most similar to the computerized method is kept.  

4. Two profiles are present, one manual and one computerized: Hybrid GT is the mean between the two profiles if 
they present a high similarity; if not, only the manual profile is kept. 

5. All three profiles are present: the mean between the two profiles with the highest similarity between the three 
determines the Hybrid GT profile point.  

An illustration of this process is available in Figure 1, where the different choices between LI and MA profiles can be seen. 
In Figure 1, the two manual LI profiles are similar and averaged to obtain the Hybrid GT. In contrast, the two manual MA 
profiles have a low similarity, hence the TUM profile is averaged with the A1 profile, as it presented the highest similarity 
to the TUM profile. 

 

 

Figure 1. Illustration of the Hybrid GT construction. The profiles are A1 (red), A1s (blue dashed), TUM (yellow), Hybrid 
GT (green dotted). In panel A there are the three available profiles (two manual, A1 and A1s, and one computerized, TUM). 
In panel B, the condition where only one profile is available is shown. In panel C, two profiles are available. In panel D, 
three profiles are again available. 
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2.3 Deep learning detection and segmentation models – training and inference 

The developed deep learning system consisted of two distinct parts. The first one had the goal of detecting the Region Of 
Interest (ROI) that encloses the IMC by applying a detection network. The second part used a patch-based segmentation 
network to obtain a segmentation mask of the IMC (Figure 2). 

For training both the detection and segmentation deep learning models, the dataset was split with a 90/10 ratio resulting in 
2311 images in the training set and 265 in the validation set. The original image was first cropped using a heuristic-based 
method described in [8] to include only the useful ultrasound image, and then the cropped image was resized to 480x480 
pixels. The same transformations were also applied to the mask created using the Hybrid GT profile.  

A Faster R-CNN was applied as a detection network [11] to extract the area in which to segment the LI and MA borders. 
The Faster R-CNN is a region proposal network that simultaneously predicts object boundaries and scores for each detected 
bounding box. This detection network consists of two modules: the first module is a deep convolutional network 
(ResNet50) that proposes regions, and the second module is a detector [12] which analyzes and classifies the proposed 
regions. The proposed detection network employs anchor boxes that consist of a reference box with a specific scale and 
aspect ratio. Specifically, we used a total of five reference anchor boxes ([150, 170, 190, 220, 240]) with three aspect ratios 
([2, 3.5, 5]) to detect objects with various shapes. The network was trained for 20 epochs with an early stopping patience 
of 5 epochs when performance stopped increasing on the validation set. The learning rate was set to 10-3 with a batch size 
equal to 6. Next, up to six 96x96 patches from the output of the detection network were extracted with MONAI (Medical 
Open Network for AI) [13]. As a result, 13862 patches were included in the training set and 1590 patches in the validation 
set for the subsequent segmentation network.  

For the segmentation task, a standard UNet with a Resnet50 pretrained encoder was implemented (batch size = 32, Adam 
optimization, LR 0.0002, Dice loss). Online data augmentation was applied on the patches selected for training with a 
random permutation of the following transformations: Scaling and Rotation (scale = ± 10%, rotate = ±10°, p = 1), 
Horizontal flipping (p = 0.5), Gaussian Noise Addition (p = 0.3), Multiplicative Noise Addition (p = 0.2),  Contrast Limited 
Adaptive Histogram equalization (CLAHE) (p = 0.3), Sharpening (p = 0.25), Optical Distortion (p = 0.2), and Blurring (p 
= 0.5). The best model was chosen as the one yielding the best Intersection over Union on the validation set. Our approach 
was developed using Pytorch and with the detectron2, Albumentations and Segmentation Models libraries [14 - 17]. 
Training was performed on an RTX 3090 with 24 GB of VRAM. Training time was 1.5 hours for the detection model and 
0.5 hours for the segmentation model. 

During inference on the external test set, the same pipeline of detection followed by patch extraction and segmentation 
was applied. The network prediction was then padded and upsampled to the original image dimensions to extract the LI 
and MA profiles with the same reference system of the manual profiles. Then, the boundary of the biggest connected area 
was extracted and a moving average with a window of 5 pixels was applied to the coordinates extracted from the perimeter, 
to smoothen the final segmented profile.  

 

Figure 2. Training (top row) pipeline and inference (bottom row) pipeline. 
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2.4 Validation 

To determine which learning paradigm (that is, when using the manual, computerized or Hybrid GT profile as the ground 
truth target for training the networks) gave the best results on the test set, the same network was trained with 4 different 
targets (i.e., A1, A1s, TUM, and Hybrid GT) and inference was then performed on the same external test set. The resulting 
predictions from the UNet were named according to the training target (i.e., UNetA1, UNetA1s, UNetTUM, UNetHybridGT).  

The reference mask and the reference LI and MA profiles for the test set were obtained from the consensus of three 
independent manual tracings (GT1, GT2, GT3, respectively). The consensus was built using the same approach previously 
described for the hybrid ground truth creation.  

To assess the performance of the segmentation framework, the Dice coefficient and the Hausdorff distance (HD) were 
computed between the predicted and the reference masks. To specifically assess the precision on LI and MA boundaries, 
the Hausdorff distance (HD) was also measured between the predicted and reference LI and MA profiles. Furthermore, the 
absolute IMT bias was computed, defined as: 

Abs. IMT Bias =|IMTmethod-IMTGround truth| (2) 

where method refers to the automatic segmentation and Ground truth is the IMT measured from the consensus of the three 
manual operators. The validation parameters were computed considering the common support (i.e., the columns where 
both the target and all the predicted profiles are defined) and are shown in Table 1. For each metric, to assess the statistical 
significance of the differences between the best performing method and the others, a Wilcoxon test was performed, and 
the non-normality of the distribution was checked with a chi2 test. 

To further confirm the generalization performance on the test set, the IMT measurements from the manual operators and 
from the hybrid learning paradigm were compared. The intraclass correlation coefficient (ICC(2,1)) was computed 
considering two cases: (1) between the IMT values obtained by the three manual operators and (2) between the IMT value 
obtained by UNetHybridGT and the average IMT value between the three operators. 

To assess the UNetHybridGT agreement with manual operators compared to inter-operator variability, a Bland-Altman 
analysis was performed. 

3. RESULTS 
The proposed Hybrid GT showed the best segmentation metrics with a Dice score of 0.902 ± 0.047 and a HD between the 
segmentation masks of 3.53 ± 3.05 mm. The analyses showed better performances for the UNetHybridGT for the tracing of 
the LI profile with a Hausdorff Distance of 0.158 mm ± 0.092 mm. On the other hand, the network trained only with the 
TUM ground truth outperformed the novel approach for the IMT absolute bias (0.053 mm ± 0.088 mm vs. 0.136 ± 0.079 
mm for the UNetHybridGT) and the MA profile tracing (0.232 mm ± 0.208 mm vs. 0.272 ± 0.204 mm for the UNetHybridGT). 

The new approach's robustness was confirmed by the correlation analysis between manual and automatic measurements. 
The Pearson’s correlation of IMT values between the UNetHybridGT and the three operators were 0.944, 0.889 and 0.944 
for GT1, GT2 and GT3, respectively. Correlations between manual operators were 0.863 (GT1 vs. GT2), 0.925 (GT1 vs. 
GT3) and 0.827 (GT2 vs. GT3).  

The analysis of the agreement between the measurements of the proposed method UNetHybridGT to the average of the manual 
measurements showed an excellent agreement with an ICC(2,1) of 0.958. This result was well above the agreement 
between the three manual operators that was found to be equal to 0.859. 

The Bland-Altman analysis in Figure 3 showed a slight overestimation of the IMT value by UNetHybridGT with no signs of 
bias in the error distribution. The reproducibility coefficient (RPC) was similar when comparing the manual and automatic 
methods, thus confirming that the automatic method performs within the inter-operator variability. 
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Table 1. Results summary – common support 
 
 UNetA1 UnetA1s UnetTUM UnetHybridGT 

DICE 0.893 ± 0.043 0.877 ± 0.045 0.897 ± 0.051 0.907 ± 0.037* 
HD mask 
(pixel) 3.53 ± 2.53 3.98 ± 2.23 3.75 ± 2.36 3.21 ± 2.14* 

ABS IMT bias 
(mm) 0.153 ± 0.088 0.195 ± 0.107 0.053 ± 0.088* 0.136 ± 0.079 

HD LI (mm) 0.176 ± 0.105 0.199 ± 0.140 0.199 ± 0.211 0.158 ± 0.092* 
HD MA (mm) 0.301 ± 0.238 0.327 ± 0.226 0.232 ± 0.208* 0.272 ± 0.204 
HD mask: Hausdorff distance between the reference mask and the predicted mask; ABS IMT bias: absolute intima-media 
thickness bias; HD LI(MA): Hausdorff distance between the reference LI(MA) profile and the predicted LI(MA) profile. 
UNetA1, UNetA1s, UNetTUM, UNetHybridGT: UNet models trained with the specified ground truth as the target. In bold the best 
performing method and the * indicates a significant difference with the other methods (Wilcoxon Test, p ≤ 0.01). 

 
 

 
Figure 3. Bland-Altman plots comparing inter-operator variability and UNetHybridGT results on the test set. Manual 
measurements are referenced as GT1, GT2, GT3. UNetHybridGT is referenced as UNet. RPC: reproducibility coefficient 
(1.96*standard deviation of the errors). The horizontal lines define the mean error (black solid line), and upper and 
lower limits (dashed red lines, ± 1.96 SD). In bold the mean differences with a significant statistical difference (p ≤ 
0.01). 
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4. DISCUSSION 
A novel hybrid learning paradigm which combines manual segmentations with the automatic segmentation of a dynamic 
programming technique for an innovative collective ground truth determination was presented, proving how computerized 
methods based on traditional segmentation techniques can enhance the generalization capability of deep learning networks. 
This was demonstrated by the fact that the network trained with the novel paradigm for the ground truth definition achieved 
better mask segmentation performances compared to the use of only manual or only computerized segmentation as the 
ground truth used for model training and validation.  

The measurement of the Hausdorff Distance between the profiles obtained by UNetHybridGT with those obtained through the 
consensus strategy on the three manual profiles showed mixed results. UNetHybridGT achieved better results for LI while 
being less precise compared to UNetTUM in MA tracing and IMT measurement. Still, UnetHybridGT performed better than 
UnetA1 and UnetA1s and had a lower standard deviation with respect to UnetTUM. proving its robustness. Moreover, in the 
test set the mean conversion factor was equal to 0.0618 ± 0.0109 mm/pixel, hence the difference for HD MA between 
UNetTUM (0.232 ± 0.208 mm) and UNetHybridGT (0.272 ± 0.204 mm) lies in less than one pixel.  

One possible explanation of this behavior is that the MA boundary is less affected by the noise typical of ultrasound images 
[6][8], thus it can usually be traced with high accuracy by a heuristic-based computerized method. As a result, the network 
trained with only that information can transfer better this knowledge on an external test set. Conversely, LI tracing relies 
more on human experience, hence the networks that have been provided with hybrid computerized and manual examples 
can trace that boundary with greater accuracy. 

Introducing in the training examples information derived from a computerized method helps the network learn more strict 
rules. This learning process minimizes the errors when segmenting targets well described by those rules as in the case of 
the MA boundary definition. This is shown also when training the network with a ground truth derived only from the 
computerized method. In this case, the network lost some generalization capability, but achieved better performance when 
considering finer details of the segmentation of the MA profile. 

It is important to underline that, while shown here for the specific case of carotid artery IMT measurement, the proposed 
approach can be applied to a myriad of different tasks in automatic medical image analysis. While traditional heuristic-
based methods alone lack performance compared to deep learning-based methods, they can be used in the training phase 
of deep learning models to enhance their generalization capability and mitigate errors due to inaccurate manually annotated 
data. Hence, all the knowledge from heuristic-based methods that has been gained throughout the years can prove to be a 
crucial stepping-stone to boost modern deep learning systems and achieve better results for specific tasks. This collective 
integration between manual and computerized labels can provide the networks with examples of labels based both on 
operator experience and on physics and mathematical principles, thus guiding the training of the network towards 
respecting both constraints. 

5. CONCLUSION 
In conclusion, the results shown here demonstrated how the proposed novel hybrid learning paradigm which incorporates 
not only manual segmentations but also a computerized method based on heuristic-based segmentation techniques can 
enhance the generalization capability of deep learning networks and can be a valued asset to increase their performance. 
This innovative hybrid approach can be applied to a plethora of medical imaging tasks where there are established heuristic 
algorithms – doing so will enable the advancement of current deep learning systems to learn fundamental ancillary rules 
from traditional image processing methods alongside the ones learned from manual annotations, bridging together the best 
of both approaches. 
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