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SUPER-RESOLVED MULTI-TEMPORAL SEGMENTATION WITH DEEP
PERMUTATION-INVARIANT NETWORKS

Diego Valsesia, Enrico Magli

Politecnico di Torino

ABSTRACT

Multi-image super-resolution from multi-temporal satellite
acquisitions of a scene has recently enjoyed great success
thanks to new deep learning models. In this paper, we go
beyond classic image reconstruction at a higher resolution
by studying a super-resolved inference problem, namely se-
mantic segmentation at a spatial resolution higher than the
one of sensing platform. We expand upon recently proposed
models exploiting temporal permutation invariance with a
multi-resolution fusion module able to infer the rich semantic
information needed by the segmentation task. The model
presented in this paper has recently won the AI4EO challenge
on Enhanced Sentinel 2 Agriculture.

Index Terms— Super-resolution, image segmentation,
deep neural networks.

1. INTRODUCTION

Image super-resolution is the process of recovering informa-
tion from one or more degraded images, sampled at a lower
spatial resolution (LR). This process is typically ill-posed so
strong priors on the data are needed to effectively address
the problem and, for this reason, deep learning has shown
impressive results in recent years. Multi-temporal image
super-resolution (MISR) [1, 2] is particularly interesting in
the context of remote sensing, since multiple versions of
the same scene are naturally acquired by revisits of a satel-
lite. Thanks to sub-pixel phase shifts, multiple images carry
complementary information about the scene and impressive
super-resolution results can be achieved with suitable fusion
techniques. Very recent works have developed deep-learning
models that can combine multiple images in complex non-
linear fashions to reconstruct the higher-resolution version
of a scene. In particular, DeepSUM [3] proposed a modular
architecture and the idea of adaptive filters that are computed
directly from the features extracted by the neural network to
register and interpolate the multiple low-resolution images.
Highres-net [4] developed a recursive fusion approach to the
problem. RAMS [5] improved the state of the art by careful
usage of the feature attention mechanism. Most recently,
PIUnet [6] showed that temporal ordering of the input im-
ages does not matter and designing an architecture that is

fully invariant to temporal permutation captures richer rep-
resentations, improving reconstruction performance and data
efficiency.

The aforementioned methods and most of the literature
have been focused on image generation, whereby the output
of the model is the image itself, sampled at a higher spatial
resolution. On the other hand, in this paper, we study a prob-
lem of super-resolved inference, i.e., inferring some property
with increased spatial resolution, which is a problem that has
been largely neglected by MISR models in remote sensing. In
particular, we work in the context of the AI4EO challenge on
Enhanced Sentinel 2 Agriculture [7], where multi-temporal
Sentinel 2 images are used for the detection of cultivated ar-
eas. However, the segmentation map of cultivated areas must
be produced with a resolution of 2.5 meters per pixel, while
the input Sentinel 2 bands have resolutions up to 10 meters.
Thus, an effective model for the problem needs to suitably
combine the multiple input images to extract spatially super-
resolved features which, at the same time, are also semanti-
cally discriminative for the detection of cultivated areas.

2. PROPOSED METHOD

In this section, we present an overview of the proposed model
to address super-resolved segmentation of cultivated areas
from Sentinel 2 images. The model is called SPInet (Seg-
mentation by Permutation Invariance) and an overview is
shown in Fig.1. SPInet treats the super-resolved segmenta-
tion problem in an end-to-end fashion, i.e., it is trained to
directly regress the super-resolved segmentation maps, rather
than generating super-resolved images and then applying a
segmentation model on those. The reason for this design is
efficiency, since a single end-to-end model can use its param-
eters in the most efficient manner, reducing computational
and data requirements.

Existing models for MISR have largely neglected the is-
sue of temporal permutation, whereby the temporal ordering
of the input images does not carry any relevant information
for the super-resolution task and causes such models to be in-
efficient with the, often scarce, ground truth data available for
training. Valsesia et al. [6] have recently shown how mod-
els ought not to learn feature extractors that rely on temporal
ordering, but rather should be invariant to temporal permuta-
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Fig. 1. SPInet architecture.
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Fig. 2. Multi-resolution fusion block. Features are extracted
at four different scales and scales are made to densely interact
with other before returning features at the highest scale only.
This promotes more semantically meaningful features, requir-
ing larger receptive field and multi-resolution reasoning.

tion by design. In this work, we build a model that is fully
invariant to temporal permutation for the task of image seg-
mentation at an increased spatial resolution. The backbone
of the model is the PIUnet architecture [6], but the segmen-
tation problem significantly differs from image generation.
While super-resolved image generation largely exploits lo-
calized features, segmentation requires larger receptive fields
and interaction between features across scales in order to infer
semantic properties.

Following Fig.1, the first part of the architecture up to the
temporal mean operation closely follows PIUnet, with the ex-
ception of the first convolutional layer which processes mul-
tiple bands instead of a single one. One of the main de-
sign patterns is the use of a temporally-shared 2D convolu-
tion operation followed by batch normalization, leaky ReLU
non-linearity and a residual self-attention operation [8] in the
temporal dimension. This block is, by design, equivariant to
temporal permutation and serves as a fundamental building
block to extract spatio-temporal features. The Temporally-
Equivariant Feature Attention (TEFA) block uses this funda-
mental building block to construct a variant of classic fea-
ture attention that is equivariant to temporal permutations.
The repetition of 16 TEFA blocks serves as the backbone of
our network. The Temporally-Equivariant RegNet (TERN)
is a module that proposes and applies adaptive registration
filters to the features and allows to compensate for misregis-

tration, always maintaining temporal equivariance. The tem-
poral mean operation, being symmetric over the temporal di-
mension, allows to transform the model from equivariant to
invariant. Notice how there is no invariance in the spectral di-
mension because ordering does matter when processing spec-
tral information.

The promotion of semantically meaningful features is per-
formed with the inclusion of a multi-resolution feature fusion
block (see Fig.2). This serves as an enhancement for the seg-
mentation task, with respect to pure super-resolution, because
it allows features to exploit a more global context, rather than
localized properties. This block is inspired by state-of-the-
art operations used in semantic segmentation networks such
as HRNet [9]. It generates four dyadic scales where features
at different resolution and spatial receptive fields can be ex-
tracted before merging them to create the output logits. More
in detail, after the pixel shuffling upsampling operation, four
strided convolutions create four parallel branches whose spa-
tial resolution is either the original (i.e. the super-resolved
one), 1/2, 1/4, or 1/8. Each branch is further downsam-
pled or upsampled to generate versions of itself at all the
four scales. Then, features from highest resolution from all
branches are concatenated into a new high-resolution branch.
Similarly, the features from all versions at 1/2 resolution are
concatenated into a 1/2 resolution branch and so on for all the
scales. After a convolution on each branch, the lower scales
are upsampled and the features from all branches are concate-
nated and projected to generate the segmentation map.

Finally, we remark that the model does not require a fixed
number of input images and can work with any number of
low-resolution images, depending on availability and quality,
without retraining or redesigning the architecture. Expensive
temporal self-ensembling operations where the model perfor-
mance is boosted by averaging the results of different input
temporal permutations are avoided thanks to the invariance
property which already captures this richness in the model.

3. EXPERIMENTAL RESULTS

3.1. Experimental setting

We tested the proposed model on the dataset provided by the
AI4EO challenge on Enhanced Sentinel 2 Agriculture [7].



The public dataset is composed of 100 scenes, each with a
variable number of multi-temporal images (usually more than
15) collected between March 1st and September 1st 2019. All
the Sentinel 2 bands are either native or interpolated to 10m
per pixel and they are Bottom-of-Atmosphere L2A products
with 500 × 500 pixels. Ground truth segmentation maps are
provided with size 2000 × 2000 at 2.5m per pixel. We par-
titioned the public data into training and validation sets, with
90 and 10 scenes each. For training purposes, a fixed num-
ber of multi-temporal images, equal to 20, is used. Cloudless
images are selected whenever possible. Testing used all avail-
able multi-temporal images with at most 25% cloud coverage.
All the 12 bands of Sentinel 2 have been used in this work, in-
cluding the 20m and 60m ones, which have been interpolated
to 10m.

SPInet has been trained for about 60 epochs with a batch
size equal to 8 and learning rate equal to 10−4 with the binary
cross-entropy loss function. The number of feature channels
is set to 48 throughout the network. Feature attention uses a
bottleneck with 6 features. Patches of size 32× 32 have been
extracted for the training process. Model training required
about two days with a Titan RTX GPU with peak VRAM oc-
cupation equal to 16GB.

3.2. Segmentation results

We compare the performance of SPInet on our validation set
against two relevant baselines. The first baseline is a model-
based segmentation approach which relies on bicubic interpo-
lation and thresholding of the temporally-averaged normal-
ized difference vegetation index (NDVI). Additionally, we
include the results of a deep learning baseline consisting in
using a state-of-the-art neural network for semantic segmen-
tation, namely DeepLabv3 [10] applied on the bicubically-
interpolated and temporally-averaged images.

Performance is evaluated in terms of the Matthews corre-
lation coefficient (MCC) which better accounts for true and
false positives (TP,FP) and negatives (TN,FN) with respect
to other measures like F1 score or accuracy, especially with
unbalanced classes. The MCC is defined as:

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
.

Table 1 shows the MCC obtained by the different meth-
ods on the validation set. It can be noticed that the proposed
end-to-end approach with SPInet significantly outperforms
the simple model-based baseline and also improves upon the
deep-learning segmentation approach.

Figures 3 and 4 show the segmentation results obtained by
the various methods on two validation images when compared
against the ground truth segmentation map. It can be noticed
how the proposed method is able to capture finer details of
the cultivated areas map, showing its effectiveness in generat-
ing a super-resolved result. Existing segmentation techniques

Table 1. Cultivated land detection - MCC
Model-based Deeplabv3 SPInet

eopatch-902 0.636 0.785 0.895
eopatch-903 0.413 0.704 0.802
eopatch-904 0.550 0.721 0.819
eopatch-905 0.604 0.804 0.895
eopatch-907 0.534 0.692 0.802
eopatch-908 0.544 0.702 0.787
eopatch-914 0.474 0.652 0.778
eopatch-915 0.325 0.507 0.689
eopatch-916 0.525 0.659 0.819
eopatch-924 0.496 0.605 0.736
Avg. MCC 0.510 0.683 0.802

Table 2. Effectiveness of multi-resolution fusion (MRF) -
MCC

SPInet with MRF SPInet w/o MRF
Avg. MCC 0.802 0.783

such as the tested DeepLab model heavily rely on downsam-
pling because the classic semantic segmentation tasks stud-
ied in computer vision do not carry much fine spatial infor-
mation. This is undesirable for the super-resolved cultivated
land detection problem we study and the proposed joint super-
resolution and segmentation approach avoids such operations
and results in better performance.

Table 2 reports an ablation study that highlights the im-
portance of the multi-resolution fusion module. In this exper-
iment, the multi-resolution fusion module is replaced by two
convolutional layers interleaved with batch normalization and
ReLU maintaining the full image resolution and with overall
a comparable number of weights with respect to the fusion
block. This solution appears to be suboptimal, as expected,
because there is no mechanism to exploit multi-resolution
representations which are important to capture scene seman-
tics.

Finally, as a reference, we report that SPInet has achieved
an MCC value of 0.862 on the private test set of the AI4EO
challenge.

4. CONCLUSIONS

In this paper, we presented an end-to-end deep learning ap-
proach for a super-resolved inference problem consisting in
detecting cultivated areas with higher spatial resolution than
what is offered by the input Sentinel 2 images. We lever-
aged recent results on the importance of temporal permuta-
tion invariance in the design of deep neural network that deal
with multi-temporal data, and specifically for MISR. We also
showed how multi-resolution fusion is important in this in-
ference problem with respect to pure image super-resolution.
Future work will focus on estimating and exploiting aleatoric



Fig. 3. Results on eopatch-902. Left to right: one of the LR images, cultivated areas map produced by model-based approach,
bicubic+Deeplab deep learning approach, SPInet and ground truth.

Fig. 4. Results on eopatch-914. Left to right: one of the LR images, cultivated areas map produced by model-based approach,
bicubic+Deeplab deep learning approach, SPInet and ground truth.

uncertainty which was shown in [6] to be an important factor
in presence of temporal variation in the input data.
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