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Abstract: The deployment of electro-mechanical actuators plays an important role towards the
adoption of the more electric aircraft (MEA) philosophy. On the other hand, a seamless substitution of
EMAs, in place of more traditional hydraulic solutions, is still set back, due to the shortage of real-life
and reliability data regarding their failure modes. One way to work around this problem is providing
a capillary EMA prognostics and health management (PHM) system capable of recognizing failures
before they actually undermine the ability of the safety-critical system to perform its functions. The
aim of this work is the development of a model-based prognostic framework for PMSM-based EMAs
leveraging a metaheuristic algorithm: the evolutionary (differential evolution (DE)) and swarm
intelligence (particle swarm (PSO), grey wolf (GWO)) methods are considered. Several failures (dry
friction, backlash, short circuit, eccentricity, and proportional gain) are simulated by a reference
model, and then detected and identified by the envisioned prognostic method, which employs a low
fidelity monitoring model. The paper findings are analysed, showing good results and proving that
this strategy could be executed and integrated in more complex routines, supporting EMAs adoption,
with positive impacts on system safety and reliability in the aerospace and industrial field.

Keywords: EMA; prognostics; PHM; model-based; metaheuristic; MEA; FDI

1. Introduction

Aviation subsystem architectures are evolving substantially as a result of the more
electric aircraft (MEA) concept, which, among other improvements, calls for the gradual
replacement of hydraulic and electro-hydraulic actuators (EHA) with electro-mechanical
actuators (EMA). In fact, it is believed that this paradigm shift would result in significant
weight reductions, substantial life cycle cost (LCC) savings [1,2], lower repercussion on the
environment, and, last but not least, increased reliability of the entire aircraft system [3].

Flight control surfaces in commercial aircrafts are currently actuated using FBW (fly-
by-wire) technology: the pilot commands are translated into low-power electrical signals
that are then managed by a computer and passed to hydraulic servovalves, which finally
drive the appropriate aerodynamic surface and close the position control loop. The result
is an electrical control, which, however, still leverages hydraulic power [4,5]. The core
concept is aiming at an all-in-one electrical solution that can meet the necessary safety
criteria [6,7], encompassing the most power-demanding aircraft subsystems. The authors
in [8] provided a brief overview of the usage of EMAs and electro-hydraulic actuators
(EHA) on the most widespread aircraft platforms. In what is considered the forefather of
the electric aircraft par excellence, the Boeing 787, EMAs and EHAs are already taking the
place of hydraulic actuators. The latest versions of the Airbus A350 and A380 follow the
same principle, but EMAs are still only used for secondary flight controls (e.g., flaps, slats,
spoilers), while EHAs are installed for both primary and secondary flight controls. It is clear
that some challenges still limit a seamless replacement of EMAs in place of hydraulically
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driven actuation devices [7,9] for primary flight controls. This article follows the ideas
presented in [10] and aims to propose a possible step forward by exploiting prognostics. De
facto, it is critical to evaluate the implications of the substitution of an hydraulic subsystem
with its electrical alternative, in terms of the usage, implementation, monitoring, and the
equipment’s reliability and safety. In the case of hydraulic systems, a potential failure (for
example, a pressure drop caused by a leak) can be detected far before a load is demanded
by appropriate pressure sensors.

Electrical system failures give rise to completely different problems from the power
electronics point of view [11], as well as from the actuation one: new safety concerns are
raised because no preventive mitigation plan can be implemented to reduce the impact of
the fault itself if no additional auxiliary system is envisioned. As a consequence, the system
must be exceedingly fault-tolerant. On top of that, EMAs show some issues that are less
influential for hydraulic actuators, such as EMC, the mechanical jamming of the overall
subsystem, and overheating problems, due to the high currents. A possible solution could
be represented by hardware redundancy; however, this would result in weight increases, as
well as incompatibilities with actuation requirements [12], therefore reducing the benefits
of MEA principles.

Prognostics main selling point stands in the capability of detecting and identifying
component early failures and track down their progression during the equipment use. This
result brings a lot of positive outcomes with it; one of the most important is definitely the
possibility of exploring innovative types of maintenance strategies (CBM, opportunistic
and predictive maintenance [13–15]). On top of that, prognostics and health management
(PHM) strategies could really be useful to back EMAs up, in order for them to reach the
required safety standards for safety-critical applications, such as primary flight control
actuation. Prognostics can be then seen as an effective mean to assist EMAs, thanks to its
ability to identify hidden faults and prevent the related potential hazardous or catastrophic
failure conditions. Prognostics sphere of influence stands in the monitoring and tracking
of component or system parameters during their operation [16]: in this way, by checking
the operational values and physical outputs, incipient failures can be detected resulting
in the improvement of mission readiness, upgrade of RAMS capabilities, and a reduction
of LCCs [17,18]. There is an ongoing substantial effort in the research community that
focuses on the development of PHM systems for EMAs: a very detailed literature review
on the matter can be found in [19]. Prognostics can be categorized based on many different
criteria. The most general one is linked to the way the data used for the comparison is
generated: data-driven [20], model-based [21,22], or hybrid. The method followed by the
authors in this work is strictly model-based, due to the lack of enough real-life data to build
the prognostic framework upon. The developed prognostic strategy is envisioned within
an operational scenario and, as such, a general concept of operation (ConOps) is proposed,
along with the high-level failure detection and identification (FDI) methodology. After that,
a detailed explanation of the employed metaheuristic search algorithms (MSAs) and a
brief overview of the models is reported. Two different models are used in this work: an
high fidelity one (RM—-reference model) and a low fidelity counterpart (MM—monitoring
model), the latter being in the core of the prognostic framework. This work continues the
ongoing effort started in [23], where a similar strategy was applied on brushless BLDC
trapezoidal motors: in this case, the employed motor is a sinusoidal PMSM motor. Finally,
the results and comparisons between the algorithms are reported.

2. Related Work

Metaheuristic algorithms for prognostics are only partially approached due to the
limitations linked to the computational cost. However, there are many studies that already
focused on MSAs to solve prognostic challenges. For instance, the authors already applied
a similar strategies to a BLDC motor [23]. The literature on MSA is vast and covers almost
every field of academic and industrial research. Furthermore, it must be said that the field
of mathematical optimization using MSA is an extremely fast paced research area where
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new algorithms applied on very different application are being published continuously.
We focused our literature review on MSA application in the prognostic field. In [24],
a PHM framework for lithium-ion batteries has been developed using an improved PSO.
PSO has been used also in [25] for power transformers PHM and in [26] for wind turbine
gearbox RUL estimation. The same application on lithium-ion batteries has been the
focus of [27,28], which proposed the use of teaching–learning-based optimization (TLBO)
for multiple degradation factors condition and hunger game search (HGS), respectively.
The authors in [29] proposed a fuel cell health estimation strategy using, among other
technique, a very popular MSA: the cuckoo search algorithm (CSA), inspired by cuckoo
species parasitism. In [30], the authors used PSO to optimize the objective function related
to rotating component prognostics. MSAs can also be used to optimize neural network
parameters, as performed in [31], with landslide mapping, prediction, and prognostics or
in [31], where CSA was employed.

As far as aerospace applications are concerned, a few works have been found and
examined. A very interesting approach has been proposed in [32], where a combination
of genetic algorithms (GAs) and a bio inspired artificial immune system has been used to
schedule predictive maintenance tasks in a PHM framework. The same authors approached
GAs and variable neighbourhood search (VNS) to solve the same problem in [33]. Aircraft
motion planning issues have been the focus of [34], where a review of different population-
based MSAs has been carried out, showing that PSO is the most used approach. A very
relevant study [35] proposed ant colony optimization (ACO), in order to integrate PHM in
aircraft maintenance planning, from a CBM perspective.

After a detailed literature review, which focused the fundamental queries “Prognos-
tics”, “Metaheuristic Algorithm”, “Bio-inspired”, and a wide range of secondary key-
workds, no work that focused the prognostic area applied to the EMA/aerospace domain
using MSA has been found, to the best of our knowledge.

3. Materials and Methods

The proposed PHM strategy is built around the MM, whose simulations can be
run almost in real time [36,37]. The other inputs for the prognostic strategy are, of course,
the signals coming from the sensors mounted on the physical system (as shown in Figure 1).

However, real-life actuator data is difficult to obtain, and the failures are very rare
indeed. Therefore, in this study, data have been generated through the aforementioned
RM, which has been used as a NTB. The authors set up the RM and generated the failure
data; the prognostic algorithm was then employed to detect and identify the failures and,
after its run, the results were compared and the errors were calculated. Figure 1 shows the
overview of the overall methodology. On the right, the reader can notice data coming from
sensors or from the database created by the NTB.

Figure 1. FDI methodology overview [10].

The RM and MM are two physical-based models, developed in Simulink starting from
equations implementing the real physical behaviours: actual equations are implemented
in Simulink blocks (e.g., EM motor equations, dynamic equations, etc.). A more in depth
description will be provided in Section 3.2. The models are defined by a set of top level
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parameters (TLPs), grouped inside a
−→
k vector, as better explained later on. Each component

of the vector is linked and can be traced back to a failure in the EMA. By altering these
parameters, it is possible to inject failures inside the models. For all intents and purposes,
the TLPs change the simulation boundary conditions; hence, it is possible to simulate
the actuator behaviours in different conditions. Both models have been verified and
experimentally validated under nominal and non nominal settings, proving the models’
capacity to estimate actual trends with high precision.

During a prognostic routine, the MM is then iteratively run with different sets of TLPs.
In fact, in each simulation run, the TLPs are updated following the results obtained by the
optimization using the MSA. The algorithm tries to find the monitoring TLPs that alter the
MM outputs in order to reduce the error between the predicted and actual trends (real or
simulated). A real-time solution is not feasible because of the total running time of the high
number of simulation runs, as stated better later on. The error is defined using a suitable
fitness function (Equation (4)). As a result, after the optimization process is complete,
the output of the MM is extremely similar to the actual one. After finding a satisfactory
match, the system’s health is evaluated by comparing the related TLPs with the related
failures. Therefore, it is possible to execute a basic but effective FDI process by examining
TLPs to determine whether a failure is occurring and establish what kind of failure it is.

As stated before, and as [38] explained, the TLPs are grouped inside a normalised
vector

−→
k (Equation (1)): each component ki is strictly linked to a physical system failure

and it can assume values between 0 and 1 to characterize different failure magnitudes.

−→
k = [k1 k2 k3 k4 k5 k6 k7 k8], (1)

• k1: Dry friction. When k1 = 1, the resulting friction is the nominal value multiplied by
three.

• k2: Backlash. When k2 = 1, the backlash magnitude is the nominal value multiplied
by one hundred.

• k3, k4, k5: Short circuit (SC). Being a three-phase motor, each coefficient is linked to a
short circuit in one phase.

• k6, k7: Static eccentricity. These coefficients are linked to the modulus and phase of the
eccentricity in the rotor. Under nominal conditions, the phase corresponds to 0 rad, so
k7 = 0.5.

• k8: Proportional gain drift (PGD). k8 = 1 is linked to an increase of 50 per cent in the
proportional gain, while k8 = 0 determines a 50 per cent decrease. The nominal value
is k8 = 0.5.

Table 1 shows in a schematic way each TLP along with the effects on the system at
the relative maximum and minimum values. Note that maximum eccentricity refers to a
situation where the eccentricity modulus is equal to the rotor air gap width.

As far as the failure implementation is concerned, each k coefficient is used in the
MM and in the RM as a parameter that affects the model behaviour in different ways.
For instance, k1 is multiplied with the static or dynamic friction coefficients within the
coulombian friction implementation. k2 coefficient multiplies the global backlash value
inside the model, appropriately modelled by a Simulink block. On the other hand, k3, k4,
and k5 represent the percentages of each phase affected by short circuit. These coefficients
modify the wirings resistance (in a linear way) and inductance (in a quadratic way), hence
affecting the electrical modelling of the system, as reported in [39]. The outcome of rotor
eccentricity is modelled according to the following formulas [40], shown in Equation (2):

c1 = c1,0 · (1 + k6 · cos(θm + k7))
c2 = c2,0 · (1 + k6 · cos(θm + k7 +

2π
3 ))

c3 = c3,0 · (1 + k6 · cos(θm + k7 − 2π
3 )),

(2)
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where c1, c2, and c3 are the resulting back-EMF coefficient for the three phases, starting
from the nominal coefficients c1,0, c2,0, and c3,0. On the other hand, θm is the mechanical
rotor angle. Finally, k8 simply multiplies the proportional gain in the controller block.

The nominal vector (i.e., the vector whose components would lead to a nominal
behaviour of the EMA) is, hence, the one reported (Equation (3)):

−→
k = [0 0 0 0 0 0 0.5 0.5], (3)

The fitness function is defined as:

etls = ∑
i

(IMM,i − IRM,i)
2(

∆IRM,i
∆T

)2
+ 1

· ∆T, (4)

where IMM,i and IRM,i are the MM and RM current outputs respectively at the instant
time i [41]. Furthermore, the quadratic error between these two currents is evaluated
to consider both the error in time and in the signal. Finally, the first order derivative is
calculated numerically using Matlab’s gradient command and divided by the integration
step ∆T. Finally, to avoid the time dependence of the error, it is multiplied by the simulation
integration step itself ∆T. The current values referred to the two models are considered at
each instant of time i.

Table 1. Top level parameters meaning and effects.

TLP Physical Failure Effect at (ki = 0) Effect at (ki = 1)

k1 Dry friction No effect (Nominal friction) 300% of nominal friction

k2 Backlash No effect (Nominal backlash) 100 times
nominal backlash

k3 Short circuit (Phase A) No effect (No SC on Phase A) Complete SC on phase A
k4 Short circuit (Phase B) No effect (No SC on phase B) Complete SC on phase B
k5 Short circuit (Phase C) No effect (No SC on phase C) Complete SC on phase C
k6 Eccentricity modulus No effect (No eccentricity) Maximum Eccentricity
k7 Eccentricity phase −180◦ 180◦

k8 PGD 50% of nominal proportional
gain

150% of nominal
proportional gain

3.1. Employed Algorithms

The authors used a specific kind of optimization method that falls into the category of
metaheuristic bio-inspired algorithms. Optimization algorithms’ primary goal is to reduce
or maximize an objective function, also known as a fitness function, by modifying the
so-called decision variables: in this case the

−→
k vector’s components, which are bound by

established constraints [42]. Although heuristic techniques cannot always guarantee the
optimal result, they aim to produce satisfactory solutions, or solutions that are at least close
to the optimal outcome, at a reasonable processing cost. MSAs use a variety of strategies to
identify effective solutions to optimize problems starting from a large population of accept-
able candidates, while making few assumptions about the problem being optimized [43].
Furthermore, the algorithms are bio-inspired, since they have underlying mechanisms
based on biological processes. In fact, natural adaptation might be viewed as a type of
optimization. In this work, the authors have approached on the evolutionary (EA) and
swarm intelligence (SI) algorithms. Following a careful literature review as reported in
Section 2, we selected three different MSA:

• PSO, since it resulted as one of the most used ones;
• DE, to represent the evolutionary algorithm category;
• GWO, which we selected among new algorithms.
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3.1.1. Evolutionary Algorithms

Evolutionary algorithms draw their inspiration from the natural evolutionary behavior.
They are described by a few key characteristics and parameters:

• Population: The solution “pool”, which is initialized at the start of the process;
• Variety: The population must be varied enough to explore the solution space effec-

tively;
• Heredity: This values is linked to the capability of passing a characteristic to the

offspring;
• Selection: For artificial algorithms, selection must only occur in the desired direction,

which is a key parameter to ensure that only the best solutions will be reproduced.

Individuals serve as a representation of the different solutions, and a score, known as
the fitness value, is assigned to them by means of Equation (4), calculated by analyzing the
phenotype, or set of traits, of the subjects in question.

Differential Evolution. One of the most famous EA is the differential evolution
strategy [43,44], which is also one of the tested algorithms in this work. The main concept
of this algorithm follows the genetic principles.

Figure 2 shows the logical process behind this optimization algorithm. The process
starts with a step called mutation: three individuals (three vectors in this case) are selected
randomly from the population and a fourth vector is created by calculating the difference
(the evolution is differential) between the first two vectors, multiplying it by a mutation
factor, and then adding the third one. The recombination or crossover phase begins at this
stage, when the altered parameters of the starting vector are combined with those of the
so-called target vector to produce the trial vector. The trial and target vectors are compared
during the selection phase. If the trial’s score exceeds the target, it will be used as the next
target; otherwise, it will be discarded. In the next generation, the vector with the highest
fitness value will be maintained. The pseudo-code for this algorithm is reported in Figure 3.

Genetic algorithms are another popular EA optimization method (GA). In [23,45],
a detailed investigation of the implementation of such algorithms on comparable challenges
for PHM techniques was performed. However, in previous tests, the global GA performance
(considering the same metrics employed in this work) results were inferior, with respect to
other metaheuristic optimization methods [38].

Figure 2. A schematic representation of the Differential Evolution Algorithm.
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START
\\ Parameters definition

Set the population dimension N
Set the vector k dimension D
Set the mutation factor F in [0,2]
Set the crossover factor C in [0,1]

\\ Initialise
t=0; %counter
Create NxD random inidividuals
WHILE (stopping criterion)

FOR (i=1:N)
\\ Mutation

Random choice of three vectors x1, x2, x3
v=x1+F(x2-x3)

\\ Crossover
Random extraction of an index y between 0 and D
%the trial vector takes at least one value of the v vector
FOR z=1:D

Random extraction of an index w between 0 e 1
IF w<C or z=y

u(i)=v(i)
ELSE

u(i)=x(i)
END IF

END FOR
\\ Selection

IF f(u(i))<f(x(i))
x(i, t+1)=u(i)

ELSE
x(i, t+1)=x(i,t)

END IF
END FOR
t=t+1

END WHILE
END

Figure 3. Pseudo-code for DE algorithm, as taken from [41].

3.1.2. Swarm Intelligence Methods

These methodologies are part of the bio-inspired category because they draw their
inspiration from the behavior that may be observed when more than one entity (e.g., animal)
interacts with other individuals. As stated before, the biological behaviours linked to the
interaction between individual can result in a sort of optimization, in the sense that the
resources are shared and, thanks to the mutual collaboration, a solution is reached quicker.
The result is a sort of information structure (which would not be present if the problem is
approached by a single entity) that can be translated into mathematical formulations and,
hence, used in optimization problems.

The difference with EA is that, in this case, the process is interaction-driven by the
entities’ behaviours (i.e., collective intelligence) and not controlled by genetic processes.
The ability to exchange information and send or receive feedbacks from the other indi-
viduals inside the group is what makes the collective intelligence so powerful. In other
words, SI methods are the result of a very attentive observation of real-life actions between
animals. As said before, two SI methods have been approached in this study: particle
swarm optimization (PSO) and gray wolf optimization (GWO). In this case, each individual
is seen as a

−→
k vector and, hence, as a possible solution.

Particle Swarm Optimization. Being a SI algorithm, PSO [46] draws its inspiration
from the movement of bird flocks or fish schools. In fact, starting from a population of
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potential solutions (i.e., particles) and moving them throughout the search space, this
methodology can solve optimization problems by following rigid mathematical formulas.
As said before, the optimization is guaranteed by the fact that there is a capillary and
diffused intelligence: the movement of each particle, and hence, its path, is affected by each
particle’s local best known position and the best known locations in the search space (these
are known because the knowledge is shared by particles). That is precisely why the swarm
is able to iteratively identify the optimum solutions by information sharing. Some initial
parameters shall be defined, such as the population size, particle initial placements and
speed, and particle inertia. After the initialization set up, each particle is given a random
neighborhood, and by travelling, the best overall position is discovered. The position
associated with the optimal global location are updated, so that each particle knows it.
A detailed examination of the solution space is possible, thanks to the velocities’ inherent
stochastic component [47].The pseudo-code for this algorithm is reported in Figure 4. More
information on the algorithm implementation can be found in [41]. The employed code
routine iteratively runs until 200 iterations are reached or until the error between two
successive runs is less than 10−9.

START
\\ Parameters definition

Set the population dimension N
Set the vector k dimension D

\\ Initialise
Initialise the position of each particle (vector k)
Initialise the speed of each particle (vector k)
Initialise the best position of each particle (vector k)

WHILE (stopping criterion)
Update the best position of each particle (vector k)
Update the best global position
Update position and velocity for each particle (vector k)

END WHILE
END

Figure 4. Pseudo-code for PSO algorithm, as taken from [41].

Grey Wolf Optimization. If PSO was generically inspired by birds’ and fishes’ move-
ment, GWO [48] has a more precise inspiring animal: wolves. This optimization technique
follows the idea of the rigid hierarchical scales among grey wolf population’s members.
After choosing the size of the wolf pack and the initial positions of each “animal”, an initial
population hierarchy is defined by looking at the fitness function values. The decision of
the number of wolves is crucial, as both the accuracy of the algorithm and the execution
time are affected by this parameter. The higher the fitness value, the higher the hierarchical
position in the scale. In this way, the individuals with lower scores will be less influential in
the optimization process, while the better-positioned animals will lead the process. In other
words, each wolf represents a distinct solution to the problem.

The main difference with PSO lies in the fact that, in this case, the wolves cannot
communicate their position to the other members of the pack. In order to find the best
solution, an adequate population initialization and search method must be adopted [49].
The pseudo-code for this algorithm is reported in Figure 5. The interested reader can find
more information on the algorithm implementation in [41]. The size of the population has
been set to 50 individuals. The optimization is stopped when the number of iterations
reached is 150 or the tolerance of 10−9 is reached within two successive runs.
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START
\\Parameters definition

Set the population dimension N
Set the vector k dimension D

\\Initialise
Initialise the position of each individual
Score each solution
Categorize all solutions

WHILE (stopping criterion)
Update the position of each individual
Update the hierarchy

END WHILE
END

Figure 5. Pseudo-code for GWO algorithm, as taken from [41].

3.2. Models

The general architecture of an aeronautical EMA is extremely complex, characterized
by multibody interactions and multiple non linearities and can be summed up as follows: a
controller, an electric motor (usually PMSMs or BLDC motors), a gearbox, and an intricate
network of sensors for measuring the currents, vibrations, voltages, temperatures, etc. As a
result, the system is made up of multiple interconnected hardware and software compo-
nents. It is also required to investigate their cross-interactions, so that the control system
can appropriately fulfill its functions of monitoring, fault detection, and the assessment of
a possible divergence route.

As stated before, two models have been assembled in Simulink and then validated,
thanks to experimental test rigs. The models are physical-based and each component in real
life is treated and modelled thanks to the appropriate equations. In other words, each block
encloses the mathematical formulation by means of real formulas (e.g., electromagnetic
formulas for the motor, dynamic equations for the physical systems, etc.).

If the RM has been built with a very high degree of precision, the MM has been
conceived with approximations and lumped parameters, so that an almost real-time use is
more feasible; the computational cost is, hence, reduced. The thorough description of the
model is way beyond the scope of this work. The interested reader should see [36,37,50,51],
as far as the RM and MM models are concerned, respectively. Furthermore, as explained
in [36,37,50,51], the models have been built to represent an existing and experimental
test bench located in Politecnico di Torino laboratories. In order to match the models
and experimental results, the test bench structure has been reported in Simulink through
simulation blocks. The experimental test bench has been pivotal in the model development:
in fact, validation is essential to test models simulation performances [52].

The main parameters used in the models are, hence, taken from components data-
sheets and technical documents. The hardware configuration is based on the “S120 AC/AC
Trainer Package” by Siemens. The motor parameters are reported in Table 2. The PID
controller parameters have been calculated according to experimental tests to match the
real and simulated behaviours.

For reasons of clarity, a simple logical scheme of the RM model is shown in Figure 6,
while the four main blocks are quickly analysed below:
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Figure 6. RM model structure as taken from [41].

• Controller: This block is essentially composed of a PID controller. In fact, even if there
are much more advanced and sophisticated control logics (e.g., [53]), PID controllers
are still the way to go and they are still chosen even in complex systems, as they are
easy to implement and tune. PID controllers are composed of three separated branches,
where the proportional, differential, and integral action are calculated. The controller
aim is comparing the command signals with the actual signal obtained from the motor
transmission dynamics block, hence closing the control loop. In this particular case,
both position and speed can be monitored. This block outputs the reference current
IREF, obtained from the motor torque thanks to the torque constant, which is finally
passed to the inverter.

• Inverter: This block contains Clarke-Park equations, and it provides the motor block
with the three voltages (one for each phase) for the PMSM motor by performing the
corresponding pulse width modulation (PWM). A very complicated physics-based
process is handled by Simscape, a specific Simulink library, capable of providing
electrical simulation packages. The main actions inside this block are the calculation of
the electrical angle starting from the motor position, the splitting of IREF into the three
phase currents (with Clarke-Park equations), the PWM process, and the calculation of
the three phase voltages, using the fed-back currents.

• Sinusoidal BLDC motor: This block is able to simulate the electrical and magnetic
interactions inside a PMSM. It contains Simscape elements, and it manages three
main processes:

1. The calculation of the counter-electromotive force coefficient cj for each phase.
This is achieved with the multiplication of the back EMF coefficients (obtained
with experimental test campaigns) with three sine waves 120◦ out of phase from
each other.

2. The implementation of the motor resitive-inductive circuit. A set of mathematical
equations (Equation (5)) that model the three star connected LR branches is
solved and phase currents (ij) are, hence, calculated. The resistance Rj and
inductance Lj of the motor are taken from equipment data sheets.

∑3
j=1 ij = 0

Vj − cjω = Rjij + Lj
dij
dt ,

(5)

where ij and Vj are the currents and voltages across a single j phase.
3. The calculation of the motor available torque. Three different electromotive

coefficients are used to calculate the motor torque along with the relative phase
currents:

Tm = ∑
j=1,2,3

ijcj, (6)

• Motor transmission dynamics: this final block compares the available torque with the
external requested torque and solves a second-order dynamical system (Equation (7)
comprehensive of multiple non linearities, such as dry friction and backlash [52]).
The outputs of this block are the motor position and speed, which are looped back to
the controller.

Tm − Tl = Jm
d2θm

dt2 + Cm
dθm

dt
, (7)
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where Tm represents the motor torque, and Tl represents the external torque. On the
other hand, Jm represents the assembly inertia, Cm is the viscous friction coefficient,
and θm is the motor position.

Table 2. PMSM motor parameters. The motor part number is S 1FK7060- 2AC71-1CA0 provided by
Siemens. The numbers 60 K and 100 K refer to overtemperature values of 60 K and 100 K.

Characteristic Value

Rated speed (100 K) 2000 rpm
Number of poles 8

Rated torque (100 K) 5.3 Nm
Rated current 3.0 A

Static torque (60 K) 5.00 Nm
Static torque (100 K) 6.0 Nm
Stall current (60 K) 2.55 A
Stall current (100 K) 3.15 A

Efficiency 90.00

Following the results of a detailed EMA failure mode effect and criticality analysis
(FMECA) found in literature [9], it was decided to take into account five distinct failures.
These failures show a medium high or high probability and/or criticality for the overall
EMA: dry friction, backlash, short circuit, eccentricity, and proportional gain drift. On top
of that, they show a quite slow propagation rate, which is desirable when designing
failure detection and identification methodologies. For each failure mode, one or more ki
components have been assigned and two different magnitude levels have been simulated:
high magnitude (ki = 0.75) and low one (ki = 0.25). In order to complete the analysis, also
a condition with multiple failure affecting the EMA has been taken into account: the

−→
k

vector, used in this case is the one shown in Equation (8).

−→
k = [0.0133 0.05 0.003 0 0 0.012 0.5 0.35], (8)

A more in-depth explanation on the failure implementation and the modelling of each
failure mode can be found in [40,41].

4. Results

In this section, the mean percentage error and the mean computational cost for each
single failure and for the multiple failure situation are presented (Figures 7 and 8). The error
has been calculated following Equation (9).

Err[%] =
100√

6.5
·

√√√√ 6

∑
i=1

(ki − ki,RM)2 + k6,RM(k7 − k7,RM)2 + (k8 − k8,RM)2, (9)

As stated before, for each failure, a low magnitude and a high magnitude condition
have been considered (high magnitude (ki = 0.75) and low one (ki = 0.25)).

These data have been obtained through ten runs of each algorithm for a total of
300 runs to have a minimal statistical relevance. The employed computer is based on a
Intel Core i7-8750H CPU @ 2.2 GHz with a RAM of 16 GB and a dedicated GPU NVIDIA
GeForce GTX 1050. DE shows a slightly lower error than the other algorithms, as far
as the low intensity failures are concerned. On the other hand, GWO seems to be the
precise solution for the high level failures (e.g., short circuit and proportional gain). Finally,
the PSO algorithm turns out to be the most accurate for backlash faults in general, high
static eccentricity, and low proportional gain. Apparently there is not an algorithm able to
outperform the others in every situation; this was expected as metaheuristic algorithms,
despite being very versatile, are not the panacea for every problem. However, if we look at
the computational cost, since a first glance, it is clear that PSO is the most efficient algorithm.
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In fact, apart in case of the static low eccentricity failure, this optimization technique shows
computational burdens almost halved, with respect to the other algorithms, with an average
25 min to detect and identify the failures. If we now consider the other two remaining
algorithms, GWO is slightly faster than DE, but the last one seems to provide more stable
and repetitive results.

Figure 7. Comparison between different algorithms: mean percentage error [%]. For each failure
mode and for each algorithm, the failure magnitudes are selected as follows: high magnitude
(ki = 0.75) and low one (ki = 0.25).

Figure 8. Comparison between different algorithms: computational cost [s]. For each failure mode
and for each algorithm, the failure magnitudes are selected as follows: high magnitude (ki = 0.75)
and low one (ki = 0.25).

The authors then used a predefined performance coefficient (PC) (first defined in [38]
and reported in Equation (10)) to take into the account both the accuracy (mean percentage
error) and the computational cost in a single parameter, thus providing an objective criterion
useful to choose the best solution overall.

PCi = 100 ·
(

1− ti · erri

∑3
i=1 ti · erri

)
, (10)

As regards Equation (10), the formula expresses the PC for the i-th algorithm, ti is
the average computational time of the i-th algorithm for the considered fault, and erri
is the average percentage error of the i-th algorithm. The rationale behind the formula
is as follows: the denominator is added to make the result non-dimensional, while the
multiplication and the subtraction are added to transform it in a percentage value. The
results of this further investigation are reported in Table 3, along with other data to sum up
the analysis. For reasons of brevity, the reported values of average percentage error and
computational costs are obtained by an average between the two magnitude failures. As
expected by linking the best results, in terms of accuracy and efficiency, PSO shows the
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highest figures for every failure. This happens not so much because of the error, as to the
significantly lower computational cost related to the PSO-based solution.

On the opposite side of the ranking, there is clearly the DE algorithm. This is due to
the very high computational cost.

Table 3. Different optimization algorithms outcomes with single failures [10]. The values related to
best performing algorithm (PSO) are highlighted in bold, along with the relative PCs.

Failures DE PSO GWO
Time (s) Err. (%) PC (%) Time (s) Err. (%) PC (%) Time (s) Err. (%) PC (%)

Friction 3015 1.30 56.97 1342.5 1.30 80.76 2865.5 1.20 62.26
Backlash 2895 1.45 50.21 980.5 1.18 86.28 2378 1.28 63.49
Short Circuit 2925.5 3.08 52.32 1566 2.64 78.12 2709 2.13 69.54
Eccentricity 2995.5 2.46 62.30 2202 2.45 72.45 2479.5 2.75 65.24
Prop. Gain 2853 6.54 58.61 1403 6.38 80.14 2721.5 6.42 61.24
Total 2936.8 2.96 56.75 1498.8 2.79 79.24 2530.7 2.75 64.00

The multiple failure condition results are reported in Table 4. Once again, it is clear
that PSO is the leading algorithm, both in terms of efficiency and accuracy. Interestingly, it
has to be highlighted that the multiple failure condition requires less than the single failure
technique to reach a result. This was probably due to the stochastic operating principles of
the algorithms. In fact, as the

−→
k vector contains random values (Equation (8)), rather than

just one component dissimilar from its nominal value, it is believed that the algorithms are
able to approach the error tolerance more quickly.

Table 4. Different optimization algorithms outcomes with multiple failures [10]. The values related
to best performing algorithm (PSO) are highlighted in bold, along with the relative PCs.

Time (s) Err. (%) PC (%)

DE 1777.0 4.21 60.95
PSO 1131.4 3.37 80.09

GWO 1816.6 4.33 58.94

5. Discussion

By looking at the results, PSO is the leading algorithm, providing the best results for the
single and multiple failure condition. It is deemed that this algorithm is able to outperform
the others, due to the main constructive principle behind it: unlike GWO, there is a strong
collaboration and sharing of information between particles. Each particle contributes to the
creation of the aforementioned collective intelligence by sharing the information on the best
position it has found in the solution space and, hence, the likelihood to find always better
solution rises drastically. This does not happen with GWO, which has a strong hierarchical
law. DE showed incomparably worse results, and its implementation is quite challenging,
too. It has to be noted that, even though the algorithms are metaheuristic and they pose
few assumption on the application, they are very sensible to the problem statement; thus,
an algorithm could behave very badly on a specific situation, but could provide excellent
results when approaching an even slightly different problem.

The most challenging failure to detect and identify is the proportional gain drift. This
particular phenomenon can be led back to the fact that a controller issue affects every
single aspect of the actuation system; hence, the prognostic system struggles to identify
the specific problems. Percentage errors for this failure mode, albeit higher than the ones
relative to the other failures, are restrained around 8%, which is a satisfactory result, indeed.

After checking the results of the different algorithms, the authors envisioned a wider
and more comprehensive concept of operations that could provide a practical application of
the prognostic checks. The proposed monitoring framework could be easily implemented
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in a check routine that could be run when the aircraft is on the ground and during the flight
to check the EMA subsystem health status. For instance a monitoring procedure can be run
while the aircraft is at the gate waiting for the passengers, during maintenance checks, even
24-h or walk-around checks. Additionally, throughout the flying phase, a test procedure
can be carried out at predetermined intervals. In this way, EMA health status is assessed
and the mission safety is guaranteed. As seen before the proposed checks can not be run
in real-time due to the needed number of simulation runs; on the other hand, a real-time
monitoring capability is deemed superfluous and unnecessary as failures usually have a
progression curve that can be monitored. The proposed prognostic strategy is applicable
to a wide range of actuators and do not require the installation of any additional sensors,
which is a very researched requirement. A prognostic and health management computer
(PHMC) in the avionic bay is needed to perform the calculations.

6. Conclusions

In this paper, a set of three different metaheuristic search algorithms have been con-
sidered for failure detection and identification purposes. This work was aimed at testing
new algorithms to identify some suitable ones. After having introduced the scenario in
which this kind of PHM system could provide useful insights, a brief description of the
models have been reported. Particular attention has been given to failure description and
implementation, as well as the general methodology overview. A detailed description of
the three algorithm has also been reported, in order to enable the reader to understand
the most important aspect of each MSA, without the need of additional resources. Finally,
the results are shown in a schematic way, highlighting the methodology performance with
the use of purpose built coefficients. Further research should focus on the ideal interval
between prognostic checks, in order not to jeopardize mission safety and not overloading
the PHMC. On top of that, the running time of these routines can definitely be improved
with other models or with more performing algorithms. This is why future work should
consider other MSAs and other failures inside the EMA, as well as investigate on the unex-
pected result, regarding the multiple failure condition running time. Finally, if we compare
the results of this study (specifically for PMSM-based EMAs) with the outcomes obtained
in [23] for BLDC-based EMAs, it is clear that PSO is confirmed as the best performing
algorithm, even though the core of the system has changed.
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CBM Condition-Based Maintenance
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TLBO Teaching–Learning-Based Optimization
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ACO Ant Colony Optimization
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MM Monitoring Model
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ConOps Concept of Operation
TLP Top Level Parameter
MSA Metaheuristic Search Algorithm
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SI Swarm Intelligence
GA Genetic Algorithm
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PID Proportional Integral Derivative
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