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Abstract

In this study, firstly, the graphene foam (GF) and polymer composite structure
have been produced in the laboratory. Raman spectroscopy and scanning electron
microscope (SEM) images characterized the synthesized GFs structures. Then, using
the results of SEM images, the polymer matrix and GF structure were simulated
in the nanoscale by a new four-step method. Particularly, four types of GF with
increasing mass density and decreasing porosity and three groups of polymers with
different chain unit sizes have been investigated. Mechanical and thermal properties
of GFs and polymer matrices have been calculated using molecular dynamics (MD)
and developed codes. By simulating the tensile test by introducing different strain
rates to the GFs, it was found that changes in the strain rate do not affect the value of
their Young modulus. Non-equilibrium molecular dynamics (NEMD) method has
been used to compute the thermal properties of GF groups and polymer matrices. The
thermal conductivity (TC) amount has been investigated by defining the hot source
and the cold sink on both sides of the simulation boxes. Thermoelastic properties
were calculated as temperature dependent for all GF groups by MD platforms.
Generally, GFs’ coefficient of thermal expansion (CTE) increased with temperature
and porosity percentage. By calculating the specific heat of GFs, it was discovered
that the specific heat also increased as the temperature increased. By a slight
change in mass density and percentage of porosity at the nanometer scale, significant
changes occur in the Young modulus of GF samples, resulting in their mechanical
and thermoelastic properties acting differently from each other. Furthermore, it was
found that GFs with the highest porosity have the most significant specific surface
area. The specific surface area decreases with decreasing porosity percentage. On
the other hand, the TC of the PDMS matrix increased with the increasing number of
chain units. Also, by reducing the percentage of porosity, GF’s TC has improved
significantly. It was found that two main factors affect the TC of GFs, the first
factor being the number of foam connections and the second one being the presence
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of defects. In fact, the groups of GF in this study with different connectivity and
various defects show different TC values. Therefore, we can argue that the mass
density (or pore size) and the number of defects in determining the TC almost cover
each other. The effect of different potentials and the similarity of their results with
experimental works were also investigated. It should be mentioned that although the
simulated GFs with Tersoff potential have shown higher TC, the accuracy of Airebo
potential was more elevated in considering all interatomic interactions in carbon
atoms, so, Airebo’s potential is preferred. Overall, GF’s network structure creates
an excellent TC while being lightweight and low-density, causing satisfactory heat
transfer. A multiscale method has been used to calculate the mechanical and thermal
properties of GF/Polymer composites. By considering repeating unit cells (RUC),
for the first time, mechanics of structure genome (MSG) based on Carrera unified
formulation (CUF) was used to calculate the effective properties of GF/polymer
composites by using the properties of their components in the MD platform. Tensile
testing highlights the effect of GF drying percentage on the composite and shows a
138% and 48% increase in the Young modulus and tensile strength compared to the
neat polymer. After comparing the effective mechanical properties of composites
with the multiscale method used in the present study, the method’s accuracy was
ensured. It was uncovered that the composite consisting of GF with the highest
density and the lowest porosity has the lowest CTE. Also, the heat capacity of the
composite depends not only on the heat capacity of the components but also on the
Young modulus, CTE, and geometry. The effective TC of the composite is increased
by expanding the chains of the polymer matrix and decreasing the porosity of the
three-dimensional network of GF. It must be mentioned that GF’s density can directly
control the volume percentage of reinforcement in the composite. In GFs, due to
lack of agglomeration, the TC increases with increasing volume fraction.
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Chapter 1

Introduction

1.1 Introduction

In recent years, nanotechnology has become one of the most important research
areas in new technologies. This knowledge explains the unique properties and
behavior of particles smaller than 100 nm. Nanotechnology is the science of design-
ing, manufacturing, and utilizing nanostructures or nanomaterials and examining
the relationship between the various properties of materials (physical, chemical,
mechanical, electrical, etc.). This knowledge, by using different sciences such as
chemistry, physics, materials science, defense industry, biology, and engineering,
follows four main objectives consisting of the synthesis of nanostructures, study of
the relationship between material properties and their nanometer dimensions, design,
and manufacture of nanodevices and design of new structures using nanomateri-
als. Therefore, considering nanomaterials’ properties, the use of this technology
has made research in nanotechnology a scientific and industrial challenge for re-
searchers. A group of nanostructured materials that have great potential for use in
various industries are nanocomposites. Nanocomposites are composite materials in
which the dimensions of one of their components are in the nanometer range (1 to
100 nanometers). In other words, they are composites that retain their composite
properties in dimensions below microns. It should be noted that adding singular
nanoparticles to a field will not lead to extraordinary properties, but the compo-
sition must have special conditions. In the case of nanocomposites, a synergistic
effect must be satisfied, and a bond must be established between the nanoparticles
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and the matrix. The nanostructured phase used in nanocomposites can be made
of zero-dimensional nanomaterials (such as quantum dots), one-dimensional (such
as nanotubes and nanofilaments), two-dimensional (such as nanocoatings), and
three-dimensional (such as Nanostructures). In general, nanocomposites can exhibit
improved mechanical, electrical, optical, electrochemical, catalytic, and structural
structures. Composites with different molecular arrangements, high specific contact
surfaces, and high surface energy will experience much wider and newer applications.
Recently, much attention has been paid to the use of graphene foam (GF) in various
applications of technology, such as electrochemical storage devices, adsorbents,
separators, and chemical sensors. Due to the combination of the properties of porous
materials and two-dimensional graphene sheets, the amazing mechanical and ther-
mal properties of three-dimensional GFs have attracted the attention of materials,
metallurgy scientists and energy engineers. Graphene is known as an emerging
two-dimensional nanomaterial for many applications. Assembling graphene sheets
into three-dimensional structures is an attractive way to activate their macroscopic
applications and preserve their components’ exceptional mechanical and physical
properties. Among the important properties of composites reinforced with GF, are
high strength while low weight, high resistance to corrosion, and the property of
radar waves, etc. This feature is used to build aircraft and submarines that cannot be
detected by radar.

1.2 Problem Definition

Due to the amazing thermal properties of nanoparticles, these materials are in con-
stant demand. Although nanocomposites made of two-dimensional graphene sheets
have unique mechanical, thermal, and electrical properties compared to polymers,
there are several major challenges in developing the application of this type of
nanocomposite. Among these challenges, pointed to the irregular and uneven distri-
bution of graphene sheets inside the resin and the accumulation of graphene sheets on
the continuation and reduction of the modulus, strength, and thermal conductivity of
the nanocomposite. There are solutions to solve these problems, which can be func-
tionalized on the surface of graphene sheets or modified on the surface of graphene
or polymer chains, which also changes their properties. But another solution scien-
tists have developed is to put nanographene together to form a three-dimensional
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graphene network in the form of graphene hydrogel, graphene aerogel or foam, and
a thin-walled graphene film. Using GF and the electrical and mechanical properties
of this type of graphene, research has been done in the form of experimental work,
but there is a difference in the study of heat transfer in experimental, analytical,
and numerical work. Also, some parameters’ effects have not yet been discovered
in experimental research. Therefore, the effective parameters in GF’s mechanical,
thermomechanical, and thermal behavior and how each parameter impacts their
specific mechanisms for experimental work are still unknown. Given the complexi-
ties and experimental studies at the nanoscale, it provides simulation for selecting
more attractive experimental options. Therefore, in this study, an attempt has been
made first to calculate the mechanical and thermal properties of graphene foams and
reinforced composites based on them using numerical methods. Then the effect of
different parameters, including porosity percentage and length of polymer chains, on
the effective mechanical and thermal properties will be done. All the calculations of
this study are done using both nano and macro scales and using multi-scale methods.

1.3 Necessity of Research Fulfilment

Like many types of research that begin, construction methods are discussed first, then
properties are investigated by experimental works, and finally, due to the high cost of
experimental investigations, numerical modeling is used to determine its properties.
In this study, it has been tried to use numerical methods with high accuracy and in
accordance with experimental outputs in order to precisely investigate the properties
of GF nanocomposites. One of the essential objectives of this research is to simulate
GF in molecular dynamics (MD) platforms by selecting the potential in accordance
with the laboratory data available in the references. In many cases, the results
of numerical simulations do not fully comply with experimental methods. As of
yet, little analysis has been done on the thermal properties of this particular type
of nanocomposite. Some parameters are still not identified in experimental work
because it is a complex and costly task. Hence, the primary purpose of this study is
to investigate their properties with the least simplification compared to the laboratory
model. Among the innovations of this research is the random structure of GF, which
leads to variable pore size in each sample simulating the initial structure of GF, as
well as obtaining the coefficient thermal conductivity (TC) of the polymer matrix
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through MD. In this research, the mechanical and thermal properties of random GFs
are calculated at the nanoscale using MD. Specifically, the performance of foams
characterized by increasing mass density and decreasing pore size is investigated. The
process of simulating three-dimensional graphene by developing python code and
utilizing MD software, and examining their properties by considering the maximum
and most consistent potential compared to the experimental model is accomplished
in this research. The impact of effective parameters (temperature and sintering
conditions), porosity percentage (increasing mass density and decreasing pore size),
different chain units in a polymer matrix, and volume or weight ratio on the thermal
conductivity of GF-reinforced polymer composites have been studied. The main
challenge in this issue was first to randomly simulate the initial structure of GF in MD
software by utilizing the scanning electron microscopy (SEM) image process from
the synthesis of GF in this study. After that, the composite’s effective properties were
analyzed using the multi-scale method with high accuracy. Finally, a comparison
between the results of MD and the micro-mechanical model with experimental works
from this study and literature has been performed.

1.4 Purpose of Thesis

The main purpose of this dissertation is to calculate the thermal conductivity of
GF/polymer composites. For this purpose, an efficient method has produced a
repeating unit cell (RUC) consisting of porous GF and a polymeric matrix material.
Atomic models have been selected in MD simulations to investigate GFs’ mechanical
and thermal behavior. Porous GFs have complex geometries formed by random
networks of graphene nanosheets and polycrystalline grains. Therefore, producing
their computational atomic models is a very challenging problem that must be solved
to perform numerical experiments. Due to the lack of quantitative studies on the
mechanics and thermomechanics of these materials in the literature, the other major
goal of this study is to investigate the mechanical and thermomechanical behaviour
of GF and GF/polymer composites. From this perspective, the ultimate goal of this
dissertation is a deep understanding of the mechanisms of resizing and porosity
of GFs on their properties. It is essential to have the necessary information about
the dependence of mechanical, thermomechanical, and thermal performance on
topological properties in order to produce outstanding new materials. It must be
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mentioned in the scope of this dissertation experiments were performed to validate
numerical mechanical properties.

1.5 Thesis Outline

This thesis consists of 8 chapters, the specific objectives and outline of each chapter
are given below. The second chapter contains general thematic literature. This
chapter covers the following topics: graphene, graphene oxide (GO), and their
fabrication methods. As well as nanoporous materials and their properties, in
addition to GFs and synthesis methods of these types of foams, also explanations
about polymer nanocomposites are included in this chapter, too. The third chapter
provides polymer nanocomposite modeling methods, which contain the role of
computer simulation and essential tools in nanocomposite modeling. This chapter
also expresses modeling techniques in continuum mechanics and classification
atomic methods. Multiscale methods and repeating unit cells are also defined in
this chapter. The fourth chapter has explained the MD simulation thoroughly and
discussed the history and future of this simulation. In this chapter, the limitations of
this simulation regarding using potentials and one of the most popular platforms of
this simulation, namely LAMMPS software, have been scrutinized. The fifth chapter
explains the micromechanical method used in this study. This chapter incorporates
the mechanical, thermomechanical, and thermal equations of this method. The sixth
chapter incorporates the experimental synthesis methods of GFs and GF/polymer
composites. The required materials and the GF/polymer composites fabrication
method are described in detail in this chapter. The seventh chapter of the simulation
algorithm of GFs and PDMS has been investigated in MD software. This part fully
explains the method of calculating mechanical and thermal properties. The eighth
chapter includes the results and discussion of experimental outputs and numerical
calculations for mechanical properties, thermomechanical properties, and thermal
properties, respectively, of GFs and GF/polymer composites. Finally, a summary
conclusion and suggestions have been proposed.



Chapter 2

Overview

2.1 Introduction

Nanoscience and nanotechnology deal with very small scales that can be applied
to all disciplines such as chemistry, physics, materials science, and engineering.
Nanotechnology uses nanoscience to control nanostructured phenomena to achieve a
targeted goal. Exciting and highly accelerated advances in nanoscience have been
made due to the ability to control and observe structures on very small and short-time
scales and highly developed computational capabilities. In many technology fields,
nanomaterial science is a fundamental block to further advances and innovations.
In particular, the mechanics of nanostructured materials is an important area to be
understood due to the fact that many nanoscale phenomena are controlled. Nano-
materials consisting of structural elements in the range of 1 to 100 nanometers
such as particles, tubes, fibers, or rods of nanoscale can be considered the main
nanotechnology products. One of the main reasons for the great interest in these
materials in the academic and industrial environment in recent years is mainly due to
the incredible diversity of properties observed in the continuous and nanoscale. Due
to these attractive properties, nanomaterials have great potential to create effects in
many fields, such as aerospace, medicine, electronics, etc. While some nanomaterials
are naturally occurring, many nanomaterials can be classified as engineered nano-
materials designed for production and are currently being processed for commercial
use. Many examples of nanomaterials in cosmetics, sports goods, clothes resistant
to stains and cold, tires, electronics, and many other items that are used in daily
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life [9]. In addition, nanomaterials are used for imaging, drug delivery, and diag-
nostic purposes for medical applications. Engineered nanomaterials are materials
designed and manipulated at the nanoscale to acquire new properties compared to
their counterparts. Two main reasons can explain the different properties observed in
nanomaterials designed at the molecular level. One of these is the dramatic increase
in surface area due to at least one nanoscale dimension in the nanomaterial topology.
Increasing the surface area causes chemical reactivity of structures, which affects
materials’ mechanical, electrical, and thermal behaviour. Another reason that can be
used to explain scale-dependent behaviour is the quantum effect. At the atomic level,
quantum effects play a much more critical role in nanomaterials’ optical, electrical,
mechanical, and magnetic behaviour. Basic properties of materials such as Young’s
modulus are measured using macro-scale or, recently, micro-scale experimental
specimens that provide no nanoscale information. Recently, the appearance of nano-
materials in the commercial arena has been increasing. In addition, the range of
products available covers a wide range of different areas. Nanomaterials can be found
in cosmetics, self-cleaning glass, wrinkle-free or stain-resistant textiles, and many
other applications. For example, new UV barrier coatings are used on glass bottles to
prevent sunlight damage to beverages. The surface-to-volume ratio of nanoparticles
leads to remarkable improvements in chemical catalysis. The range of applications
of nanoparticles in catalysis is vast, from fuel cell applications to catalytic converters
and photocatalytic devices [10]. The popularity of nanophase ceramics is mainly
due to their higher ductility at high temperatures compared to coarse-grained ce-
ramics. Metal nanopowders are used to produce porous coatings and anti-gaseous
materials [11]. They are also good candidates for bonding metals due to their high-
value cold weld properties in addition to their elasticity. With the uninterrupted
advancement in nanotechnology, nanostructured applications that enable mechanical,
electrical, magnetic, optical, and electronic functions have increased. As mentioned,
nanoscale materials are structurally organized with at least one dimension less than
100 nanometers. Nanomaterials can be classified based on the number of nanoparti-
cles that make up the nanostructure. In this regard, nanostructures such as nanofilms
and nanowires are organized into one-dimensional nanomaterials. Nanotubes or
fibers are examples of nanostructures in two dimensions. Similarly, nanoparticles,
quantum dots, and fullerenes have nanostructures in all three dimensions [12]. Fig.
2.1 provides some illustrative examples for dimensional classification. With all of
this in mind, nanomaterials can be single, melted, or agglomerated in various forms,
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such as spherical, tubular, or irregular. The classification of nanomaterials can also
be done based on the phase composition of the nanomaterials. Single-phase materials
are composed of only one element, such as crystalline or amorphous particles [13].
However, multiphase or hybrid nanomaterials are formed by more than one unit, such
as nanocomposites or coated particles. As the study by Katbab et al. [14] showed
that adding carbon black and graphite layers controlled the conductivity network and
electronic properties of silicone rubber-based composites.

Fig. 2.1 Classification of nanomaterials [1].

2.2 Graphene

Carbon atoms are the building blocks of many chemicals and are the basis of various
technologies. Carbon atoms have an electronic structure of 1s 2/ 2s2 2p2 in terms of
the order in which the orbitals fill. Therefore, they have 4 free electrons in their last
layer, which allows the conversion of four bonds for these atoms. The bonds that
these atoms form are seen in different forms in different compounds and therefore
create different properties. In a graphene sheet about one atom thick, each carbon
atom is bonded to two other carbon atoms. These three bonds are on the same plane,
and the angles between them are equal to 120 degrees. In this case, the carbon atoms
are placed in a position that forms a network of regular hexagons. Of course, this is
the most ideal form of a graphene sheet. Sometimes the shape of this sheet changes
to form pentagons and hexagons.

In a graphene sheet, each carbon atom has an off-plane bond. This bond is a good
place for some functional groups as well as hydrogen atoms. The bond between the
carbon atoms here is covalent and very strong. Graphite is a layered crystal lattice
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structure formed by stacking parallel two-dimensional graphene sheets, as shown
in Fig. 2.2. Graphene sheets are held together in graphite by weak van der Waals
forces with a distance of 0.335 nm. The Pz orbitals of the carbon atoms overlap best
when they are parallel. Therefore, the graphene sheet has the lowest energy when it
is completely flat. The π orbital is distributed all over the graphene sheet and causes
its thermal and electrical conductivity.

Fig. 2.2 The layered structure of graphite whose carbon atoms are tightly connected
in hexagonal rings.

Due to the high mechanical, thermal and electrical properties of two-dimensional
graphene, and also due to its Young modulus and tensile properties, it is widely used
in the reinforcement of composites and nanocomposites [15].

2.3 Graphene oxide

Graphene oxide (GO) is the favorably oxidized product of graphene possessing
different oxygen-including functional groups such as carbonyl, epoxy, hydroxyl, and
carboxyl. These groups, located on both the edge and basal plane of the nanosheets,
shown in Fig. 2.3, schematically convert the sp2-bonded graphene network to a
mix of sp2 and sp3 hybridized carbon. It should be mentioned that there is no
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definitive structure of GO and this figure only is an example. These introduced
sp3 defect zones deform the inherent conjugated π system and overall strength and
conductivity. Regardless, these groups make graphene oxide positively attractive as
a multifunctional material for many applications, as it can be easily adjusted with
multiple functional groups [16].

Fig. 2.3 Schematic structure of graphene oxide.

2.4 Synthesis Methods of Graphene and Graphene
Oxide

There are several methods for producing graphene, the common principle of some of
which is to eliminate the force between the graphene plates in the graphite and to
separate them to achieve single layers of graphene or graphene oxide (such as peeling
off a large piece of rock to achieve a small sculpture) which is called the top-down
method, a number of other methods are based on stacking carbon atoms one by
one (such as building a wall by putting bricks together), are also called bottom-up
methods. Today, a wide variety of methods are used to make graphene, the most
common of which are micromechanical scaling methods, growth on metals methods,
chemical vapor reduction, and chemical methods. Some other methods, such as
splitting carbon nanotubes, have recently been used to produce graphene-shaped
nanofibers and to fabricate them with microwaves [17].

Flake graphite is the most common source of graphite used for oxidation, which
contains numerous localized defects. However, the precise and clear explanation of
the oxidation mechanism is an ongoing challenge due to the complexity of graphite
and its intrinsic defects. Fig. 2.4 shows the schematic illustration of GO synthesis.
The exact chemical structures of GO differ mainly due to the complexity of the
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material and its amorphous nature. Despite these obstacles, several structural models
have been presented to understand the structure of GO, which mostly includes the
topic of the chemistry of materials, which is out of the scope of this research, but for
more information, can refer to the reference of [18].

Fig. 2.4 Synthesis of graphene oxide.

2.5 Nanoporous Materials

Nanoporous materials are generally identified as nanoscale solids that contain a
porous topology at longitudinal scales of less than 1 µm [19]. Materials classified as
nanoporous materials are composed of nanoscale cellular structures through which
there are open channels or cavities that directly affect the behavior of materials.
Large amounts of nanoporous materials are present in nature, especially in biological
systems and minerals. For example, biologically living cell walls are a type of
nanoporous membrane that has significant complexities due to its responsibilities in
living organisms. With advances in nanotechnology for manipulating and visualizing
objects at the nanoscale, the ability to control the pore size of these materials at
the nanoscale has increased. Since the size and composition of the nanoporous
structure can be changed, its physical and chemical properties can also be changed.
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Nanoporous materials show different functionalities according to the properties of
nanopores such as their shapes, sizes, and amounts. Pores are defined as voids or
holes with different shapes (e.g., cylinders, balls, slits, hexagons, spheres, etc.) in a
solid material. Pores may exist as isolated cells or interconnected with each other
through holes in the cell walls. The pores inside a porous material can be open
or closed. Open pores are a network of interconnected pores, but in the case of a
closed pore system, the pores are not interconnected. Therefore, in applications such
as catalysis, filtration, and adsorption, porous materials with an open-pore shape
are much more desirable. On the other hand, closed pore systems are preferred
in light and heat insulation or lightweight structural applications. In general, the
morphology of nanoporous materials can be simplified to defined geometries, such
as a cylindrical hole, in order to perform a simplified analysis. According to the size
of the holes throughout the porous network, if the hole diameter is less than 2 nm,
the porous material can be classified as microporous. It is mesoporous if the hole
diameter is between 2 and 50 nm. And if the diameter is larger than 50 nm, it is large
porous [20]. This classification was developed by the International Union of Pure
and Applied Chemistry (IUPAC) to reach an agreement on the category of pores.
Fig. 2.5 shows some models related to this classification.

Fig. 2.5 Silica nanoporous materials in three different types. (a) A microporous
material: zeolite, (b) A mesoporous material, (c) A macroporous material [2].

2.5.1 Properties of Nanoporous Materials

Due to the new structural properties and interconnected surface at the atomic scale,
the use of nanoporous materials as energy storage and adsorption medium is in-
creasing day by day. In addition, porous materials are of considerable importance
in nanoscience and nanotechnology due to their adsorption capacity and interaction



2.5 Nanoporous Materials 13

with atoms and molecules [21]. The basic properties of nanoporous materials can be
depicted as long as their microscale properties are understood. In this regard, atomic
simulations such as molecular dynamics simulations play an important role in sup-
porting experimental studies. As the porosity, pore size, pore size distribution, and
composition of nanoporous materials vary, so do the properties of the pores and their
surface area, which changes their applications. For example, to be a good adsorbent,
it must have high adsorption capacity, selectivity, good mechanical properties, and
acceptable stability and durability. High adsorption capacity is mainly due to the
characteristics of the specific surface area, surface chemistry, and pore size. Simi-
larly, the selectivity required to separate the desired material from a multicomponent
mixture and the type of adsorbent strongly depends on the pore size, shape, and
pore size distribution. Another required feature is excellent mechanical properties
that help the adsorbents withstand wear, erosion, and crushing. In addition, due to
the abrasive chemical and thermal environments, the stability and durability of the
adsorbents are critical to their long-term performance. Numerous factors affect the
degree to which these requirements are met for nanomaterials, such as manufacturing
methods and conditions, material morphology, etc. The three-dimensional network
structure of nanoporous materials provides a suitable environment for selecting and
separating different types of molecules. One of the most important characteristics of
nanoporous materials is their very large surface area, which is frequently mentioned
in the text. Such a large surface makes it highly sensitive to changes in environ-
mental conditions such as temperature, light, and humidity. Due to this advantage,
nanoporous materials are widely used as sensors and actuators.

2.5.2 Graphene Foam

Graphene foam (GF) is one of the carbon foam structures that consists of several
nano-shaped plates of graphene and a large number of cavities are formed in its
connection structure [22]. While the thickness of the graphene layers plays an
important role in its properties, the use of graphene in the macro dimension is always
a challenge, to do so they turn the graphene into a three-dimensional state to avoid
problems in the macro dimension. To convert two-dimensional graphene to a porous
structure and macroscopic three-dimensional layers are presented, which will be
explained later. The most important properties of GF are energy storage, catalysts,
absorption systems, lithium batteries, fuel cells, separating filters, etc.[23]. In the
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aspect of separation by nanofoams, Moosavi et al. [24] simulated a single-layer
graphene nanofoam to separate salt from the sea using MD. They investigated the
effects of pressure and size of foam nanopores on desalination performance. The
results show that increasing the pressure and diameter applied in the nano-cavities
increases the water flow through the membrane while the salt rejection decreases.
Graphene is ideally a completely two-dimensional, single-layer nanostructured
structure of carbon atoms bonded together by covalent bonds to form a perfectly
flat hexagonal lattice. In practice, achieving such a structure is complicated for
two reasons: The first reason is that it is very difficult to control the conditions
for separating a single layer of graphene. Usually, a preparation called graphene
consists of sets of several layers of graphene, each containing a different number
of plates. Another reason is that graphene does not have a perfectly flat atomic
structure; graphene plates are flexible, that is, they bend or wavy [25]. Fig. 2.6 shows
the different types of carbon-based nanomaterials [26]. As mentioned in the first part
of the introduction, the carbon atom has different deformations that these properties
transfer properties to the carbon atom. One of these properties is the presence of
hollow structures in the carbon atom [27]. Among all the geometries of carbon
atoms, such as fibrous, spherical and angular, the carbon foam model has a better
and more cohesive structure. Due to its cellular structure, this material has unique
properties such as surface increase, which is accompanied by the basic characteristic
of carbon properties, very light weight, high temperature stability, real hydrophobic
surface, high thermal resistance, excellent electrical conductivity, etc. In the bulk
property of carbon, mechanical and electrical properties can be changed by changing
the structure of this material from graphite to amorphous or to a directional property.
In carbon foam, properties can be changed by changing the cell structure [28].
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Fig. 2.6 Carbon-based nanomaterials [1].

2.5.3 Graphene Foam Synthesis Methods

As mentioned, there are different manufacturing methods for creating the structure
of GF, each method creates different properties of GF according to the specific
conditions that are considered. The structures used to make graphene are available
in the form of graphene oxide foam, aerogel GF, polycaprolactone copolymer GF,
continuous porous graphene oxide model, and graphene oxide porosity reduction
model. It creates something different. For example, the heat reduction method
creates a more compact porous structure than the chemical deposition method. These
structures change the properties of GF material and if the properties of this material
are obtained according to experimental works, of course, different results will be
obtained [29]. There are several manufacturing methods for making GF. The most
famous method for producing GF is chemical vapor deposition. Trinsoutrot et al.
[30] first produced this structure on nickel foam in 2014; of course, graphene can
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be grown on the GF itself, and another structure can be created. In addition to the
chemical deposition method, other fabrication methods are used, such as the heat
axis pattern. In this method, materials such as polystyrene, silica, and hexane are
used as samples, and the process of thermal reduction leads to the production of this
structure [31]. To date, several different methods for assembling graphene sheets
into porous and layered three-dimensional structures have been identified, including
direct current assembly [32]. The exploitation of graphene-based materials faces
an important scientific and technical challenge. Like other polymeric or molecular
materials, the performance of graphene-based materials is strongly influenced by
the arrangement of the individual sheets. Due to the van der Waals attraction
and agglomeration inevitably occurs in graphene [23]. As a result, many of the
unique properties of graphene, such as high specific gravity and specific electron
current behavior, were significantly compromised or not even available in a set. The
performance of graphene films has not yet been significantly improved to compete
with porous carbon materials for large-scale use in energy storage devices. It is worth
noting that graphite is an assembly of graphene, but due to the density of its layers,
it lacks many of the attractive features of separate sheets of graphene. Preventing
graphene layers from clumping during fabrication. It is essential that separate sheets
in multilayer graphene structures act as graphene, not graphite. Layered dispersion
method, chemical graphene dispersion method is prepared by chemical reduction
of graphene oxide solution obtained by chemical oxidation and peeling of natural
graphite. Direct pattern method and 3D printing method, among which, the 3D
printing method is more reliable in terms of preparing large-scale graphene [33]. In
laboratory methods of synthesis graphene hydrogel and GF, the common principle
in the production of graphene is to eliminate the force between the graphene plates
in the graphite and to separate them to achieve the graphene and graphene oxide
monolayers. Graphene oxide is converted to graphene hydrogel using one of the
reducing agents, such as hydroxide acid, paraffin diamine, ethylenediamine, and
ascorbic acid and then cooled in a freezer and converted to graphene aerogel or GF
[5].
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2.6 Polymer Nanocomposites

Nanocomposites are composite materials whose dimensions of one of their compo-
nents are in the range of nanometers (1 to 100 nm); or other words, this composite
maintains its properties in sub-micron dimensions. The need to reduce fuel con-
sumption due to economic justifications in various fields has increased the demand
for new and lightweight materials such as polymers. But on the other hand, due
to the lower strength of polymers compared to metals, their reinforcement seems
necessary. Reinforcement of polymers with conventional materials damages the two
main properties of polymers, namely lightness and ease of processing. Therefore, in
recent research, small amounts (less than 10% by weight) of nanoparticles are used
as reinforcers in polymers. Nylon 6 was the first polymer used by Toyota in 1990 to
make nanocomposites, but today thermoset polymers such as epoxy, polyamide, and
thermoplastic polymers such as polypropylene and polystyrene are used as the base
material for these composites. These types of composites consist of a polymer resin
(large molecule reinforced plastic) as a base and filaments as a reinforcing agent.
The characteristics of this group of composites are diverse and wide application,
good properties at ambient temperature, ease of construction, and low cost. An
important issue in polymer nanocomposites is the uniform phase distribution of
the nanometer amplifier in the polymer field. The surface activity and material
of nanometer particles used in polymers should be such that the rate of polymer-
ization and the starting point of polymerization can be controlled because, during
polymerization, the reinforcing nanometer elements may become lumps, which
means creating a heterogeneous nanocomposite. In most cases, the properties will
be severely reduced. Many efforts are now being made to facilitate the distribution
of nanoparticles and make them uniform. Fig. 2.7 shows the schematic steps of
preparing polymer/nanoporous materials composite [34].
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Fig. 2.7 Schematic steps of preparing polymer/GF composite.

The effect of the intermediate phase in the presence of nanoparticles on the
properties of nanocomposites is significant. Nanoparticles in the form of perturba-
tions in the polymer cause the intermediate phase, due to which they change the
overall properties of the system dramatically. Determining the exact thickness of the
middle layer is a complex and controversial task that, according to experimental, the
properties of the middle layer are different from the matrix and cause the properties
of the composite to change. Nanoparticles are mainly used as reinforcing materials
in nanocomposites; adding nanoparticles increases and improves the properties of
the base material.
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Modeling Methods of Polymer
Nanocomposites

3.1 Introduction

Considering the hierarchical structure of nanocomposites, determining the proper-
ties of nanocomposites is one of the challenging issues of the present era. There
are new methods in the field of modeling and determining the properties of these
materials. This section examines some important issues related to the modeling of
nanocomposites and the classification of modeling methods.

3.2 The Role of Computer Simulations

Simulation is a calculation process based on predetermined laws (physical-chemical).
In physics, we sometimes come across problems with a large number of particles
that we know the governing differential equation for and want to solve. As we know,
it is analytically impossible to solve several equations with multiple equations and
multiple unknowns, and on the other hand, solving them numerically is complex,
and one must use Newton-Raphson-like algorithms, which require the inversion of a
large matrix at each step, which is undoubtedly necessary It is exceptionally high
computational volume. In such cases, instead of a numerical solution, simulation
is the best option. So, having the initial conditions, we move on to the differential
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equations and, at the same time, developments to get the solution to the problem. One
of the advantages of issues of this type, which are known as particle problems, is that
the answers obtained from the simulation are independent of the initial conditions,
and after a while, the system forgets its initial conditions, which means that any
specific solution can be found in such problems.

3.3 Some Important Issues in Nanocomposite Model-
ing

• Agglomeration
Experimental evidence shows that one of the main limitations in the full
utilization of the structural and functional properties of nanocomposites is
the density of nanofillers, which reduces the high density of charge transfer
particles from the matrix to nanoparticle fillers, which will affect all properties.

• Morphology
The properties of polymer nanocomposites are highly dependent on their mor-
phology. For example, in the fabrication of silicate polymer nanocomposites,
three different thermodynamic morphologies are obtained, which depend on
the interactions of the polymer matrix and silica layers, the volume fraction of
the fillers. Macroscopic properties are greatly influenced by morphology, so
modeling is essential. On the other hand, evidence is needed to investigate the
effect of factors such as porosity (increasing mass density and decreasing pore
size), aspect ratio, distribution of nanoparticles within the polymer matrix, and
volume or weight ratio on properties.

• Interface
In order to obtain the effect of the intermediate phase (interface) between the
matrix and the fillers, an accurate and enlightening study at the molecular level
will be needed because laboratory research in the nanoscale is difficult in this
case. As a result, other methods are needed for an investigation. It should be
acknowledged that by predicting surface features, the effect of molecular and
supramolecular interactions of particles can be determined [35]. Molecular
analysis can be a suitable candidate for this topic from nano to micro scale.
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3.4 Simulation Techniques and Strategies

The methods based on material continuity include the following techniques for
composite materials:

• Finite element method (FEM)

• Boundary element method (BEM)

• Developed micromechanical method

Computational chemistry methods in which the laws of continuum mechanics are
not valid include the following techniques:

• Molecular mechanics

• Molecular dynamics

And modeling strategies include:

• Nanostructure strategy
This strategy is an attempt to consider the morphology of nanofillers at the
nanoscale, where continuity is assumed. An advantage of nanostructure mod-
eling compared to microstructure is that in this method, a more accurate and
precise analysis of matrix and fiber interactions is considered. As a result, this
method shows a more realistic model. Molecular properties are not considered
here, so there are no molecular interactions.

• Molecular strategy
Molecular modeling is created by combining three models: micromechanical,
nanostructure, and molecular. Molecular dynamics is an example of this type
of strategy. This method requires high computing power to consider physical
and chemical interactions. This method is based on the structure of the unit cell
and equivalent chain cell, and the initial equilibrium conditions are determined
through molecular dynamics.

• Micromechanical strategy
Micromechanical strategy is a method of determining the properties of com-
posite materials by analyzing their components. Micromechanical methods are
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used to evaluate the properties of composite materials based on the properties
of their components. In this method, chemical and physical interactions be-
tween the matrix and nanoparticles are not considered, but the effects related
to the nano component are considered.

High-effective properties polymer composites are commonly used in various in-
dustries for structural applications, renewable energy systems and electronic systems.
Due to the low thermal conductivity (TC) of polymers, the placement of particles
with extremely high TC in the polymer matrix makes it possible to make composites
with high effective TC. In this study, the properties of the composite is the same as
the effective properties of the composite. Mechanical and TC in recent years has been
calculated using two powerful tools. That is, atomic methods are referred to here as
molecular dynamics methods and analytical methods as micromechanical models.
The properties of polymer composites is determined by several factors, including
particle and matrix properties and microscopic structures [36]. To understand the
effect of these factors on the TC of polymer composites, modeling methods are
powerful tools. Modeling methods can be used in conjunction with experimental
data to quantitatively and qualitatively analyze the composite. Here, first, the clas-
sical theoretical models of TC for polymer composites are introduced. Then, new
simulations models are described. The theoretical modeling method can describe
heat transfer mechanisms while the simulation method can accurately describe the
properties of microstructures.

3.5 Classical Theoretical Models

The classical theoretical model for composites is divided into two main categories:

• Effective Medium Approximation

• Micromechanical method

The Effective Medium Approximation model is the Maxwell-Garnett model [37],
which is suitable for subtracting low volumes of particles or particles that are spaced
apart. Fricke’s model [38] extended Maxwell’s model with elliptical particles. Many
researchers have developed the Maxwell model, such as Hasselman [39] which took
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into account the effect of interface and particle size. The improved Brugman model
of the Maxwell model is obtained by adding the effect of thermal interaction, which
is applicable for a higher volume fraction. Then, according to Bergman’s model, the
effect of thermal resistance between the particle and the matrix, which is its symbol,
is considered [40]. Bergmann’s model is more suitable for complex composites when
the composites are two-stage. Also known as a three-dimensional block structure.
The relationship diagram of classical theoretical models is shown in Fig. 3.1 [37].

Fig. 3.1 The relationship diagram of classical theoretical models

3.6 Computational Continuum Modeling

Computational continuum modeling includes FEM and BEM. Although these meth-
ods do not give a completely accurate answer, they can provide high-precision
estimates for a wide range of hypotheses.

3.6.1 The Finite Element Method

The FEM can be used to numerically calculate the properties of a large volume
of material based on geometry, properties, and volume fraction. FEM divides
the material into representative volume elements (RVE) to determine the range
of stress and strain. The size of the analysis and the element type determine the
solution’s accuracy. RVE in the nanoscale with different shapes is used to simulate
the properties. However, the high complexity of the model, expensive software,



24 Modeling Methods of Polymer Nanocomposites

and time-consuming simulation limit the use of this method. The finite element
micromechanical method is widely used to predict the properties of nanostructured
composites. Li et al. used the FEM to show the stress concentration at the end of
nanotubes, and matrix [41]. Zhang et al. investigated the thermal behavior of polymer
composite filled with GF, and the effect of their contact thermal resistance using
the FEM [42]. Chen and his colleagues used different shapes of the representative
volume element to understand the material properties[43]. One of the concepts of
particular importance in computational mechanics and modeling issues today is the
volume representative element. This concept plays a fundamental role in modeling
in different structural parts, especially in modeling composites and nanocomposites.

3.6.2 The Boundary Element Method

The BEM is a continuous mechanical method that includes solving boundary integral
equations to evaluate the stress-strain range. In this method, the elements are used
only on the boundaries (unlike the FEM, where the elements cover the entire volume).
Therefore, BEM has fewer calculations than the FEM. BEM can be used from micro
to macro scale modeling. Also, this method assumes continuity of matter, and the
details of molecular structure and atomic interaction are ignored [44].

3.7 Classification of Atomistic Method

Atomistic methods can be divided into two categories:

• Classical methods

• Quantum methods

Among the classical methods, molecular dynamics and coarse grain simulation
methods can be mentioned, both of which follow the same logic and are the target of
this research. In the following, this method will be explained in detail. Among the
quantum methods, we can mention the density functional theory (DFT) methods and
Ab initio quantum chemistry methods, which are limited to investigating properties
in the picosecond time range and angstrom size, so currently, these methods are
primarily used in studies related to electronic and phononic properties. The DFT
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method is a theory in the framework of quantum mechanics used to investigate the
electronic structure of materials in systems that consist of more than one particle. In
this theory, explaining phenomena such as intermolecular forces, especially the van
der Waals force, the forbidden band in semiconductors, charge transfer in an excited
state, etc., is not completely possible with this method. The term ab initio, which
means from the beginning, was first used in quantum chemistry by Robert Parr and
his assistants in a quasi-practical study of the excited states of gasoline [45].

3.8 Multi-scale Method

The multiscale model creates different temporal scales and different dimensional
scales through a combination of different methods. Some researchers have combined
micro and macro scales, and some have combined nano and micro scales and used
their study to obtain properties. Clancy et al. [46] used a multiscale model to
estimate the thermal resistance between nanoparticles and a polymer matrix. Tang
et al. [47] investigated the effect of hydrocarbon chain application on the thermal
resistance between graphene and the matrix using a compact multidimensional
model based on the theoretical model. The effect of bond density on the TC of
graphene and composite was also considered. Rafiee et al. [48] have also used a
computational multiscale hierarchical approach to determine the elastic response of
polymer composites based on an innovative filler consisting of nanoporous alumina
powder on a micro-scale. For this, they have used the concept of RVE at the micro-
scale in two stages using FEM and then at the macro scale using a combination of
micromechanical laws. A multidimensional model has been developed by Mortazavi
et al. [49] to study TC. In this model, the TC of expanded graphite is obtained by
simulating molecular dynamics, and the TC of the composite is calculated by FEM
of a volumetric representative element.

3.9 Repeating Unit Cell

The Repeating unit cell (RUC) plays the main role in determining the effective prop-
erties of composite materials according to its predictions. Numerical homogenization
provides accurate estimates of the effective properties of composite materials when
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combined with RUC. In computational homogenization, RUC refers to a collection
of random material volumes that, by an averaging method, represent the effective
material properties within a specified tolerance. In this study, the ability to define an
RUC, the same as the RVE in literature, is used to obtain accurate, effective proper-
ties. Simulations of composite materials in macroscopic sizes require ultra-advanced
computing servers to obtain their properties. Therefore, with the RUC definition, the
computational volume with high accuracy is greatly reduced. The volume of RUC
is placed under periodic boundary conditions. Here, the RUC has been determined
based on the data obtained from the experimental section in unit dimensions.



Chapter 4

Molecular Dynamics Simulation

4.1 Overview of Molecular Dynamics Simulation

As mentioned in previous chapters, in this dissertation, molecular dynamics (MD)
simulation is used to investigate the mechanical, thermomechanical, and thermal
behavior of graphene nanofoams. In this regard, this section provides an overview
of the MD method and related topics. Numerical experiments, that is, computer
simulations, are today important tools in advancing scientific research and develop-
ment. In the past, real experiments and theoretical work were the main frameworks
for the advancement of science. In an experimental study, the system under study
is subject to certain boundary conditions and the desired parameters are measured
and stored numerically. In a theoretical work, a physical system with governing
mathematical equations consisting of system drive parameters is represented. In
order to validate the mathematical model formed in the theoretical study, the stability
or predictive capacity of the model must be demonstrated by a few simple cases
that make solvable mathematical equations possible. However, to obtain solvable
mathematical equations, simplistic assumptions are often used to eliminate system
complexities that take us away from real-world problems. Previously, theoretical
models could only be considered in limited cases. In addition to experiments and
theoretical studies, high-speed computers that appeared in the 1950s introduced a
new method, numerical experiments, in the field of scientific research. In numerical
experiments, or computer simulations, there is still a theoretical model that controls
the simulation, but calculations are performed numerically by high-speed computers
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within the framework of algorithms developed in a suitable computer language. With
numerical experiments, much more complex phenomena can be injected into the
numerical system, which leads to the study of more realistic systems. Numerical
simulations are conceptually in a position between experiment and theory. On the
other hand, the validation of a numerical model is more like a real physical exper-
iment in the method of evaluating simulation results, which conveys the concept
of computer simulation to experiments. The MD method is a computer simulation
method for obtaining the time paths of a set of atoms that interact numerically by
solving their equations of motion. This is a very effective technique for examining
the atomic scale and macro-scale properties of nanomaterials such as nanowires,
carbon nanotubes, nanosheets, or biomolecules, as shown in Fig. 2.6. In MD sim-
ulation, atoms are thought of as a point mass that are joined together by springs.
In this method, the springs represent the bond between the atoms. Force fields or
potentials are used to obtain the time course of atomic positions and velocities. The
MD method uses Newton’s law of classical mechanics, which is Newton’s second
law, to derive equations of motion:

Fi = miai (4.1)

equation 4.1 is defined for each atom i that consists of N atoms in an atomic system.
In this equation, mi is the atomic mass, ai =

d2ri
dt2 acceleration and Fi is the force

exerted on atom i, obtained by interaction with other surrounding atoms. Thus,
unlike the Monte Carlo method, which essentially depends on the random sampling
of solutions to obtain numerical results, MD is a definitive method in which the
variables of the atomic phase space at the current time stage are calculated using
the previous time stage. Statistical physics maintains the relationship between the
microscopic properties and the thermodynamic properties of a physical system.

4.2 History and Future of MD Simulations

Gibson et al. in 1960 were among the first to use MD simulation of a system
consisting of 500 atoms. They performed this simulation using continuous force
potentials and with finite-difference time integration to find the effect of defects in
radiation damage [50]. In 1964, Rahman simulated another system consisting of
864 atoms of liquid Argon with Leonard Jones potential using MD simulation [51].
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Since the performance of the properties of biomolecules is completely dependent
on their dynamic behaviour, MD simulations are very useful. For this purpose,
MD simulation is especially used in the pharmaceutical industry. Extracting the
characteristics of a thermodynamic system that is physically possible is one of
the most prominent advantages of MD simulations for researchers. As computing
power increases day by day, the ability to solve complex problems numerically also
increases. In addition, because simulation and computer calculations are always
more economical than experimental tests, the MD method is very efficient in the
development of obtaining new materials. This method is also very cost-effective and
popular for analyzing failure mechanisms at the nanoscale. Ovesy et al. [52] have
used MD simulation to describe the mechanical properties and failure behaviour
of van der Waals transformation structures consisting of single-layer graphene and
hexagonal boron nitride (hBN) sheets. The MD simulation method is a very important
method for the design of new materials in all industries related to materials such as
lubrication, catalyst, electronics, and chemical engineering or nanoelectromechanical
device design. Although the current use of the MD method is limited to the academic
field, with the exception of designing pharmaceuticals and polymers, in the coming
decades, the MD simulation technique will replace today’s computational tools in
the industry, as shown in Fig. 4.1, examples of industrial devices are designed and
simulated by MD platforms [53].

Fig. 4.1 Molecular device design examples (a) Gear chain and (b) Planetary Gear.

4.3 Limitations of MD

Although the MD method is a convenient and high-precision tool in the molecular
world, there are limitations. The first limitation of the MD technique is using
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Newton’s classical laws instead of Schrodinger’s equation, which can exert quantum
effects. It should be noted that systems at the atomic level are governed by quantum
laws instead of classical macro-scale laws. The classical approximation to the atomic
world can be defined by the thermal wavelength of de Broglie thermal wavelength
[50]. Due to the classical approach used in MD, the classical approximation is not
sure for very light elements such as He and Ne. Another issue with MD simulation
is the calculation of forces. Since the interaction between atoms leads to the forces
acting on the corresponding atoms that direct the motion of the atoms in the system,
it is essential to calculate the forces acting on the atoms to obtain the actual physical
response. The forces are usually calculated with the gradient of a potential function
that depends on the coordinates of the system atoms. Therefore, the degree to
which MD simulations are close to reality depends strongly on the capacity of the
potentials to obtain the material response under the boundary conditions used in the
simulation. MD simulations combine with statistical mechanics to derive a classical
system’s macro-scale equilibrium and microstructural properties. Fig. 4.2 shows
the significant calculations that are performed in MD calculations. Accordingly,
three essential steps form the fundamental framework of MD. In the first step, initial
positions and velocities are assigned to each atom in the system. Then, the particles
in the simulation box interacted with each other via a potential function, and the
forces on each atom were calculated based on the applied potential. For this reason,
the potential used for the simulation is a critical aspect in determining how realistic
the simulation is. Due to computational efficiency, potential calculations are not
performed between all atoms. Instead, by defining the neighborhood radius for each
atom, only a number of atoms within the neighborhood are used to determine the
interatomic forces. In the second step, Newton’s second law, F = ma, is used to
obtain the velocities and positions of the atoms for the next time steps. The time
evolution of atoms leads to the movement of atoms in the simulation box, which
creates a path in space. In the third step, the position and moment of the atoms are
used to determine the physical quantities of the system by using the concepts of
statistical mechanics. According to statistical mechanics, the macroscale properties
of a system are the norm of the corresponding quantity over all possible quantum
states, which is called the ensemble average. An ensemble can be considered an
imaginary set of distinct quantum states, all of which have the same macroscopic
properties, such as temperature and pressure. In additional words, for a defined
system, there exist different quantum states (i.e., the phase space of the atomic
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system) that satisfy the same macroscopic properties. An ensemble is a set of all
quantum states that have the same macroscopic property. The Ergodic hypothesis
expresses that the ensemble averages of system characteristics are equal to the time
averages. Therefore, by taking the time average of the measurements acquired by
MD simulation, macroscopic physical quantities can be obtained. Another limitation
of MD calculations is the high computational volume in larger dimensions. Because
MD calculations are only comparable at the nanoscale, higher-scale computations
require multi-scale methods, which will be discussed in more detail below.

Fig. 4.2 MD simulations workflow.

4.3.1 Interatomic Potentials

The interatomic potentials that can be used to describe atomic interactions in MD
simulation can be considered the heart of simulation [51]. The most general form of
atomic potential is presented as follows:

U(r1,r2, ...,rN) = ∑
i

U1(ri)+ ∑
i, j>i

U2(ri,r j)+ ∑
i, j>i, j> j

U3(ri,r j,rk)+ ... (4.2)
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In Eq. 4.2, U1 defines the one-body potential that represents external force fields
such as the gravitational field. The second expression in the equation. 4.2, U2

describes a two-body potential that formulates the dependence of the interatomic
potential on the distances (ri j) between pairs of atoms (ri and r j) in the atomic system,
as shown in Fig. 4.3 (a). The third expression in the equation Eq. 4.2, the three-body
potential (U3), as shown in Fig. 4.3 (b), and higher-order potentials add total energy
to the system potential energy related to the geometry of the atomic arrangement
in the system. Inter-atomic potential functions can be obtained experimentally
or based on numerical quantum mechanical approximations. Semi-experimental
interatomic potential functions are also obtained by parameterizing experimental
data and ab initio data. Force field time calculations are the most important part of
MD simulation. generally, two different approaches can be classified to select the
interaction between atoms and molecules. In the first approach, a function depends
on interatomic positions (i.e, distances and relative angles) and parameters that are
fitted to the potential function to plot the real properties of the system [54]. In this
approach, the dynamics and behavior of electrons are not directly included in the
potential functions. However, in the second approach, which is theoretically richer
but computationally more expensive, the electronic structure is considered and the
forces acting on the atoms are calculated based on quantum mechanical behavior.
The second approach is based on the simulation of MD from the beginning. Classical
MD is based on the first approach. Therefore, the forces acting on the atoms are
obtained from the gradient of the potential function to the displacements:

Fi =
∂

∂ ri
U(ri) =−

(
∂U
∂xi

,
∂U
∂yi

,
∂U
∂ zi

)
(4.3)

As mentioned earlier, in MD simulation, it is important to use the appropriate
interatomic potential that defines the proper interaction forces between the system
atoms.
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Fig. 4.3 (a) Two and, (b) three-body potential parameters

4.3.2 Leonard-Jones potential

One of the most well-known potentials used for the van der Waals system is the
Leonard-Jones potential, the formula of which is given below (see Fig. 4.4).

uLJ(ri j) = 4ε

[(
∂

ri j

)12

−
(

∂

ri j

)6
]

(4.4)

The Leonard Jones potential is a function of two parameters, the ε interaction
energy and the equilibrium distance, which is ∂ [55]. These parameters are selected
according to the specific physical properties of the system.

Fig. 4.4 Lennard-Jones potential [3].
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4.3.3 Adaptive Intermolecular Reactive Emprical Bond-order
Potential

Adaptive Intermolecular Reactive Emprical Bond-Order (AIREBO) Potential is an
experimental potential used to model carbon-hydrogen interactions that developed
by Stuart et al. [56]. This potential is an extended version of potential he Brenner’s
Reactive Emprical Bond-Order (REBO) [57] that incorporates non-bonded atomic
interactions. The basic formula for AIREBO potential is as follows.

E = EREBO +ELJ +Etore (4.5)

As can be seen from equation 4.5, AIREBO is a combination of the REBO bond
EREBO, the Lenard-Jones potential ELJ and the torsional potential Etore, respectively.
EREBO part of the AIREBO bond represents covalent bond interactions,and is short-
range potential.

EREBO =V R
i j (ri j)+bi jV A

i j (ri j) (4.6)

In Eq. 4.6, V R
i j and V A

i j show the repulsive and attractive pair potentials, and bi j is
the expression of the bond order. Factors such as the presence of neighboring atoms
and the type of hybridization that affect the covalent bond interaction conditions are
described in this term. The Leonard-Jones representation ELJ used in the AIREBO
potential includes the potential Lenard-Jones term V LJ

i j and the sine (S) and cosine
(C) switch functions.

ELJ
i j = S(tr(ri j))S(tb(b∗i j))Ci jV LJ

i j (ri j)+ [1−S(tr(ri j))]Ci jV LJ
i j (ri j) (4.7)

where

V LJ
i j (ri j) = 4εi j

[(
∂i j

ri j

)12

−
(

∂i j

ri j

)6
]

(4.8)

The torsional potential expression of Etore is given by Eq. 4.8 is generated by four
neighboring atoms and depends on a dihedral angle that includes cosine switches
varying from 0 to 1.
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Etore =
1
2 ∑

i
∑
i ̸= j

∑
k ̸=i, j

∑
l ̸=i, j,k

wi j(ri j)w jk(r jk)wkl(rkl)×V tors(ωi jkl) (4.9)

V tors(ω) = ε

[
256
405

cos10
(

ω

2

)
− 1

10

]
(4.10)

4.3.4 Embedded Atom Method

Embedded atom method (EAM) expresses interatomic interactions that is a quasi-
empirical model and interacts with each atom in the simulation box as embedded in
a host lattice environment consisting of all other atoms [58]. In this method, the total
energy of a metal system composed of N atoms is obtained by the following relation:

Etot =
N

∑
i

Ei (4.11)

Where Ei is the energy term for atom i th in the system, it is calculated as follows.

Ei =
1
2 ∑

j
φ(ri j)+F(ρ̄i) (4.12)

Where the first term φ(ri j) is a function of atomic displacements and represents
the atomic pairwise interaction. The second term F(ρ̄i) expresses the effect of
electron density, also called the embedding energy function.

ρ̄i = ∑
j

ρ(ri j) (4.13)

The embedding energy function is calculated as the sum of the pairwise interac-
tion terms ρ(ri j) and depends on the local electron density ρ̄ . Because the actual
values of the terms φ(ri j), ρ(ri j) and F are not exactly known, their parametric
shapes are used [55]. This study uses the EAM and AIREBO potentials to simulate
GF and Au polycrystalline.
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4.4 LAMMPS

The LAMMPS (Large-scale Atomic/Molecular Massivle Parallel Simulator) is a
classic open-source MD code developed by a joint research study consisting of
US Department of Energy (DOE) laboratories and three companies [59]. Using
LAMMPS, many nanoscale systems, including atomic, polymeric, biological, metal-
lic, granular, and coarse-grained systems, can be modeled with force field potentials.
LAMMPS can be used to model systems with a small number of particles, up to
millions or even billions of particles. Previous versions of LAMMPS were written in
F77 and F90, and the latest versions of LAMMPS were written in C++. Because
it was programmed to be updated by others, researchers could modify the code to
extend new force fields, atomic types, or boundary conditions, and other capabilities.
LAMMPS can simulate any system made up of individual particles, and potentials
describe the interaction between particles. LAMMPS solves Newtonian equations
of motion for a set of atoms, molecules, or macroscopic particles that interact with
each other by short or long-range forces and uses neighboring lists to perform force
field calculations.



Chapter 5

CUF Micromechanical Model

5.1 Introduction

This chapter presents a multi-scale method for investigating the elastic, thermoelastic,
and thermal properties of polymer nanocomposites reinforced with GF. The effects
of mass density and porosity on the properties of GF/polymer composites have been
analyzed using multi-scale modeling and the concept of RUC. An RUC of SEM
images from laboratory samples is considered. This model has brought very accurate
and reliable results for similar research. This chapter also defines the Carrera unified
formulation (CUF) finite element methods and micromechanical modeling based on
the mechanics of structural genome MSG.

5.2 Thermoelastic of CUF-MSG Micromechanical Method

A high-efficient micro-elastic model based on the analysis of heterogeneous com-
posite materials has been used to calculate the thermoelastic properties of graphene
foam/polymer composite. In this model that is based on CUF [4] and mechanics
of structure genome (MSG) [60], the properties of the composite, including Young
modulus, Poisson ratio, coefficient of thermal expansion are calculated using the
properties of the composite components by a unit cell. The meaning RUC is the
smallest volume that includes all the information required to identify the properties
of materials. Hence, the micromechanical model can be obtained from an imagi-
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nary composite material that occupies three-dimensional space and is composed of
an infinite number of unit cells. MSG is based on variational asymptotic method
(VAM)[61, 62]; VAM provides efficient solutions to structural problems by per-
forming an asymptotic expansion on one or more small parameters that can find
the stationary points of a function and obtaining the effective elastic properties and
the local solutions of periodically heterogeneous materials with great accuracy and
efficiency [62]. CUF has been developed for beams, plates, and shells. Although 1D
models are used in the present research, they have been demonstrated to provide the
same accuracy as conventional solid elements with reduced computational efforts.
It can be seen in references [63, 64]. Accordingly, the main direction of the micro-
scale constituents (e.g., the fiber direction in the case of fiber-reinforced polymers
or inclusions) is discretized using one-dimensional finite elements. In contrast, the
cross-section is hierarchically enriched with a set of polynomials with non-local
capabilities. In addition, the implementation of a non-isoparametric mapping tech-
nique permits the representation of the exact geometry of the constituents with no
additional costs [65].

According to CUF, the 3D displacement field can be expressed as follows:

u = Ni(y)Fτ(x,z)uτi (5.1)

Where Ni and Fτ are the shape function and cross-section expansion function,
respectively, which characterize the model kinematics, and uτi is the vector of
generalized unknowns. Fig.5.1 shows the shape functions Ni and N j extend the
solution from the nodes to the axis. Expansion functions Fτ and Fs develop the
answer from the nodes to the cross-section of the bar.

This work employs an efficient thermoelastic micromechanical model for the
prediction of purely elastic properties (Young modulus and Poisson ratio), as well as
thermal properties, such as the coefficient of thermal expansion (CTE) and specific
heat at constant volume. According to micromechanical analysis, the RUC is much
smaller than the global structure in terms of size. Here, y = x/δ , which δ is an
undersized scale factor that indicates RUC’s size. x and y are the global and local
reference systems, respectively.
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Fig. 5.1 Schematic of axial approximation by (Ni and N j) and cross-sectional expan-
sion by Fτ and Fs [4].

The proposed model assumes that the arrangement of the constituents follows a
periodic pattern (RUC), which represents the minimum geometrical building block
that can be repeated over the space to shape the material’s higher scales, Fig. 5.2.
Additionally, the following two assumptions are made:

• An average amount aboard the RUC volume in the local solutions is related
to the macroscopic problems in the global solution. Applying this issue to
u(x;y), Eq. (5.2) will be appear:

−
u(x) =

1
V

∫
V

u(x;y)dV (5.2)

where
−
u(x) conveys the vector of average displacement in global coordinates

and V represents the cell’s volume.

• The effective material properties obtained from the RUC analyses depend nei-
ther on the loading and boundary conditions nor the geometry of the microscale
problem.

Once considered these hypotheses, the MSG is depicted. MSG, first introduced
by Yu [60], exploits the VAM [62] for solving problems that involve smaller pa-
rameters. MSG proposes a solution to the stationary value problem by minimizing
the difference between the homogenized material’s strain energy and that of the
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Fig. 5.2 Coordinate reference systems of a periodic heterogeneous material and its
RUC.

heterogeneous material. It is expressed in the following functional:

Π =
1
2

〈
Ci jklεi jεkl +2βi jεi jθ + cv

θ 2

T0

〉
− 1

2

(
C∗

i jkl ε̄i jε̄kl +2β
∗
i jε̄i jθ + c∗v

θ 2

T0

)
(5.3)

where ⟨⟩ designates the average of the volume. The first term of the functional is
the strain energy of the heterogeneous material characterized by the RUC, whereas
the second corresponds to the equivalent homogenized material. Ci jkl , εi j, and βi j

are the elastic tensor, the strain, and thermal stress tensors, respectively. T0 is the
temperature of reference at which the constituent material is stress-free. cv is the
specific heat per constant volume unit, and θ symbolizes the difference between T0

and the current temperature. It must be mentioned in this part the temperature field is
considered constant over the RUC volume. It means there is no thermal conductivity
(TC) here.
It is beneficial to formulate the variational over a unit RUC to evade solving the static
problem for each point in the global system x. Thus, the precise solution u can be
defined by the totality of the global displacements ū and the fluctuation difference as
follows:

u(x;y) = u(x)+δ χ(x;y) (5.4)

In which χ illustrates the fluctuation functions around the global displacement.
Coordinate systems’ difference recreates an essential role in the multiscale problem
that calculates the field’s derivatives of u(x;y) as:
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∂u
∂x j

+
1
δ

∂u
∂y j

(5.5)

Hence, substituting Eq. (5.5) to Eq. (5.4) the strain is expressed as:

εi j(x;y) = εi j(x)+χ(i, j)(x;y) (5.6)

where

εi j(x) =
1
2
(
∂ui(x)

∂x j
+

∂u j(x)
∂xi

) (5.7)

and

χ(i, j)(x;y) =
1
2
(
∂ χ i(x;y)

∂y j
+

∂ χ j(x;y)
∂yi

) (5.8)

Regarding Eq. (5.2), it would be penned ui = ⟨ui⟩ and εi j =
〈
εi j

〉
which automat-

ically signifies that ⟨χi⟩ = 0 and
〈
χ(i, j)

〉
= 0. Then, utilizing displacements’ field

and strain from Eqs. Eq. (5.4) and Eq. (5.6), respectively, and considering the second
term of Eq. (5.3) as a constant, the unknown of fluctuation terms will be decrypted
by minimizing the below functional:

Π
∗ =

1
2
⟨Ci jkl

[
ε̄i j +χ(i, j)

][
ε̄kl +χ(k,l)

]
+2βi j

[
ε̄i j +χ(i, j)

]
θ + cv

θ 2

T0
⟩ (5.9)

in which χ(i, j) is the derivatives of the ith fluctuation component with respect to the
jth coordinate of the RUC’s local reference system y. The innovation of this method
is to present an efficient manner to solve the thermo-elastic RUC problem using
refined and geometrically accurate beam models.

5.2.1 Refined Beam Models for the Unit Cell Problem

In microstructure, MSG can be used to model a 3D problem with various elements
going along the three directions, like particle inclusion composites, or a 2D problem
in that the phases change within the plane, similar to composites with fiber-reinforced.
Fig. 5.3 presents RUC in a local coordinate system utilizing a special microstructure
model that can be scrutinized employing this method. The beam axis, of length
L, is set to be the direction of the fiber y1, while the y2,y3-plane determines the
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Fig. 5.3 Local coordinate system for RUC problem

cross-section Ω. Here, it is explained that the use of CUF-based 1D models for
solving the RUC problem can be developed by considering the fluctuation unknowns
χ through the cross-section. Classically, CUF has been used to solve structural
problems by expressing the field of displacement in terms of Fτ and uτ . Nevertheless,
the field of displacements can be substituted by the fluctuation unknowns with no
further implications as follows:

χ(x;y1,y2,y3) = Fτ(y2,y3)χτ(x;y1) τ = 1, ...,M (5.10)

in which τ signifies summation, and M is the order of expansion terms. The struc-
tural model’s order and, thus, the precision of the solution can be adjusted by a
suitable expansion function, as demonstrated in references [30,31]. In this work,
hierarchical Legendre expansions (HLE) [66] are used as expansion functions and
are coupled with the blending function method in order to achieve a geometrically
exact representation of the RUC, as presented in [63, 67].

5.2.2 Hierarchical Legendre Expansions (HLE)

In this thesis, HLE beam models, as specified by Carrera et al. [66], are utilized.
To create arbitrary functions throughout the cross-section Fτ , they exploited the
hierarchical properties of Legendre-based polynomials. It is clear that the displace-
ment field, and therefore the precision of results, is dependent on the higher-order
polynomials. Expansion functions can be classified as vertex, side, or internal. The
first-order expansion functions named vertex functions are expressed as:
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Fτ =
1
4
(1− rτr)(1− sτs) τ = 1,2,3,4 (5.11)

in which r and s have values between -1 and 1; Also, rτ and sτ describe coordi-
nates of vertex in natural plane.

Higher-order models are obtained by adding more side functions to displacement
fields:

Fτ(r,s) = 1
2(1− s)φPb(r) τ = 5,9,13,18, ...

Fτ(r,s) = 1
2(1+ r)φPb(s) τ = 6,10,14,19, ...

Fτ(r,s) = 1
2(1+ s)φPb(r) τ = 7,11,15,20, ...

Fτ(r,s) = 1
2(1− r)φPb(s) τ = 8,14,16,21, ...

(5.12)

where φPb is corresponded to 1D internal Legendre type and p refers to the beam
theory’s polynomial order. For additional information about φPb, the reader can study
[66, 68] in which Legendre polynomials are mathematically described and applied to
various FEM problems. Following relations are the definitions of internal functions:

F28(r,s) = φ4(r)φ2(s)
F29(r,s) = φ3(r)φ3(s)
F30(r,s) = φ2(r)φ4(s)

(5.13)

5.2.3 Unified High-order Finite Beam Elements

The problem is solved with the beam model along the y1 axis employing FEM. By
this approach, the direction of the fiber is divided to 1D elements. So, the fluctuations
unknowns χτ(x;y1) are interpolated applying with Lagrange polynomials as shape
functions Ni(y1):

χτ(x;y1) = Ni(y1)χτi(x) i = 1, ...,n (5.14)

in which n is the beam’s total nodes and χτi(x) is the vector of unknowns.
By representing the global strains as:

ε
T = {ε11 ε22 ε33 2ε23 2ε13 2ε12} (5.15)
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the geometrical relations can be written as:

ε = ε̄ +Dχ (5.16)

in which D is a differential operator described as below:

D =



∂y1 0 0
0 ∂y2 0
0 0 ∂y3

0 ∂y3 ∂y2

∂y3 0 ∂y1

∂y2 ∂y1 0


(5.17)

Then, the thermo-elastic relation between stresses and strains is indicated as:

σ = cε −βθ (5.18)

in which C is the stress-strain connector matrix and β = Cα , that α is vector of
thermal expansion coefficients.

Then, substituting Eq. (5.16) in the Eq. (5.3), the following functional is be
obtained :

Π
∗ =

1
2

∫
V

[
(ε̄ +Dχ)T C(ε̄ +Dχ)+2β (ε̄ +Dχ)θ + cv

θ 2

T0

]
dV (5.19)

It must be noted the periodic boundary conditions must apply to the RUC cross-
section’s sides (χτ

+ = χτ
−), and as vertically wise to the fiber (χτl = χτn). Also,

defining Eq. (5.14) into Eq. (5.10), and the resulting in Eq. (5.19), the functional Π∗

is depicted in the format of CUF as follow:

Π
∗ =

1
2

(
χ

T
s jE

τsi j
χτi +2χ

T
s jD

s j
hε

ε̄ + ε̄
T Dεε ε̄ +2χ

T
s jD

s j
hθ

θ +2ε̄
T Dεθ θ +Dθθ

θ 2

T0

)
(5.20)

where
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Eτsi j =
∫

Ω

∫
l(D(FτNiI))TCD(FsN jI)dΩdy1

Ds j
hε

=
∫

Ω

∫
l(D(FsN jI))TCdΩdy1

Dεε =
∫

V CdV
Ds j

hθ
=

∫
Ω

∫
l(D(FτNiI))T βdΩdy1

Dεθ =
∫

V βdV
Dθθ =

∫
V cvdV

(5.21)

Eτsi j, Ds j
hε

, Ds j
hθ

are the thermo-elastic fundamental nuclei of RUC, containing all
the structural model information. Furthermore, Dεε , Dεθ and Dθθ are the volume
average effective of stiffness matrix, the volume average of thermal stiffness matrix
and volume average of material’s specific heat, respectively. Hence, by looping via
indexes τsi j, it can derive the assembled E, Dhε , Dhθ matrices. τ and s include the
loop on the cross-section and expansion functions according to selected Fτ and the
order of expansions. Also, the looping on the i and j indexes rely on the desired
shape functions.

The fluctuation unknowns which put in the functional Eq. (5.20) can be calculated
by considering the following system:

Eχ =−Dhε ε̄ −Dhθ θ (5.22)

Besides, by assuming:
χ = χ0ε̄ +χθ θ (5.23)

where χθ and χ0 are 3 × 6 and 3 × 1 matrices respectively, and substituting it in
Eq. (5.22), one can introduce below linear system:{

Eχ0 =−Dhε

Eχθ =−Dhθ

(5.24)

Finally, by substituting Eq. (5.23) in the Eq. (5.20), following equation can be
extracted:

Π
∗ =

1
2

ε̄
TC∗

ε + ε̄
T

β̄ θ +
1
2

c̄v
θ 2

T0
(5.25)
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with

C∗ =
1
Ω
(χT

0 Dhε +Dεε) β̄ =
1
Ω

[
1
2
(DT

hε χθ +χ
T
0 Dhθ )+Dεθ

]
c̄v =

1
Ω
[χT

θ Dhθ T0 +Dθθ ]

(5.26)

in which C∗ includes the equivalent properties of the material for the homogenized
model. It is clear that the effective thermal expansion coefficients can be computed
as ᾱ =−C∗−1

β̄ .

5.3 Thermal Conductivity CUF-MSG Method

5.3.1 Mechanics of Structure Genome and Carrera Unified For-
mulation for Micromechanical Thermal Conductivity Prob-
lems

Micromechanical analyses allow us to understand how details at the microscopic
level of a composite material influence the features of the homogeneous material as
a whole. The present micromechanical study is based on the MSG first introduced
by W. Yu in [69]. The MSG is based on the Structure Genome (SG) concept, which
represents the fundamental block of the problem. The model used for the analysis is
called RUC. The RUC represents the smallest entity which contains all the structure’s
features, such as the volume friction, geometry, and fiber arrangement. The RUC
could then be repeated over the global volume to build the entire structure at the
meso- or macro-scale. The MSG method is based on the VAM to solve the problem
by minimizing the energy between the homogeneous and the heterogeneous material.

The similarities of the repeating components in the SEM images of synthesized
GF [5] allow the selection of a micro-scale RUC with the characteristics of the whole
GF. Fig. 5.4 displays a zoommed area of the GF and the respective RUC model
for the micromechanical analysis. The blue lines in Fig. 5.4(a) demonstrate the
boundaries of the proposed UC. Due to SEM images being 2D, the extracted borders
are only on one surface of the cubic UC. Hence, the prepared surface is extruded
in the third direction to create a cubic shape. Finally, Fig. 5.4(b) shows that the
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(a) (b)

Fig. 5.4 (a) SEM image of GF [5], (b) Schematic model of the UC consists of GF
(blue parts) and matrix (green parts).

proposed RUC consists of two components. The RUC of GF/PDMS composites is
considered with a volume fraction of 14% of GF.

In this paper, MSG is coupled with the Carrera Unified Formulation (CUF) to
allow an accurate description of the model, providing a high level of precision within
a 1D model while still maintaining the same level of accuracy as a 3D model. The
formulation changes according to the property to be investigated. For instance,
the paper [70] shows a micromechanical analysis to study the elastic properties of
different composites, whereas in [71] is reported the thermo-elastic case. The present
micromechanical analysis of the TC features utilizes the MSG formulation as done
by Tang and Yu in [72] and the CUF-FEM approach to reduce a complex 3D problem
in less demanding 2D or 1D models while maintaining the same level of accuracy.
The CUF-MSG analysis serves as a tool to retrieve the homogenized TC properties
of a particular RUC to compare the experimental data found in the literature.

5.3.2 Formulation of the MSG-CUF Analysis for Thermal Con-
ductivity

A fundamental assumption for micromechanical analysis of the RUC models is the
consideration that the boundary conditions, the geometry, and the different loading
conditions at the macroscopic scale do not affect the effective material properties of
the micro-model. In addition, it has to be considered that the local solutions have an
average value over the RUC volume equal to the global solution of the macroscopic
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Fig. 5.5 Repeatable unit cells of the complex microstructure forming heterogeneous
material.

problem. By applying these hypotheses to the TC problem, it is possible to write:

1
V

∫
V

φ(x;y)dV = φ̄(x) (5.27)

where φ̄ represents the global temperature field in the global coordinate system, and
V is the total volume of the microstructure. Fig. 5.5 shows the RUC model for the
problem considered with the two reference systems x and y, which represent the
global and the local coordinate system, respectively. The PBCs are applied over the
RUC model to ensure the continuity of the temperature field between the straight
faces:

φ
(
x1,x2,x3;0,y2,y3

)
= φ

(
x1 +L1,x2,x3;d1,y2,y3

)
φ
(
x1,x2,x3;y1,−

L2

2
,y3

)
= φ

(
x1,x2 +d2,x3;y1,

L2

2
,y3

)
φ
(
x1,x2,x3;y1,y2,−

L3

2
)
= φ

(
x1,x2,x3 +L3;y1,y2,

L3

2
) (5.28)

Note that the origin of the coordinate system y is placed at the center of the RUC’s
face so that the length along the y1 direction has coordinates (0, L1).

In the present micromechanical analysis, the local temperature field, φ , can be
expressed as the sum of the global TC field and a term representing the difference
between both as:

φ(x;y) = φ̄(x)+δ χ(x;y) (5.29)
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where χ represents the fluctuation function scaled with δ , the scale term that char-
acterized the small dimensions of the microstructure considered. The fluctuation
function is involved in all the MSG-based micromechanical analyses, allowing the
link between the different scales that characterized the problem.

By deriving the temperature field, which depends on the two coordinates (x;y),
the relation assumes the following form:

φ,i(x;y) = φ̄,i(x)+δ χ,i(x;y) (5.30)

where

φ̄,i(x) =
∂ φ̄(x)

∂xi
χ,i(x;y) =

∂ χ(x;y)
∂xi

+
1
δ

∂ χ(x;y)
∂yi

(5.31)

Thus, substituting the two terms obtained in Eq. (5.31) into Eq. (5.30), the gradient
of the TC field will become:

φ,i(x,y) =
∂ φ̄(x)

∂xi
+

∂ χ(x;y)
∂yi

(5.32)

where the term δ∂ χ/∂xi has been neglected, according to VAM [73]. The solution
to the MSG problem is obtained by minimizing the difference between the energy of
the heterogeneous microstructure and that of the equivalent homogenized material
as follows:

Π =

〈
1
2

Ki jφ,iφ, j

〉
− 1

2
K∗

i jφ̄,iφ̄, j (5.33)

where ⟨⟩ represents the volume average. Ki j is the second order tensor of the TC
referred to the heterogeneous material, and φ , are the temperature gradients. The
second term of the (5.33) regards the energy of the homogenized material that can be
considered invariant. Therefore, the functional to be minimized for the TC problem
is represented in the following expression.

Π1 =

〈
1
2

Ki jφ,iφ, j

〉
(5.34)

The MSG approach combined with the CUF methodology allows for an efficient
procedure to compute the TC properties of a microscopic model, thanks to the
high-order functions involved in the resolution technique.



50 CUF Micromechanical Model

Resolution of the CUF-MSG Thermal Conductivity Problem

The micromechanical problem is solved in terms of finite elements. Beam elements
describe the RUC main direction. In particular, if homogeneous properties are
considered along the main direction, a two-nodes one-dimensional element is enough
to capture the microstructure behavior. Otherwise, at least three four-node one-
dimensional elements must be employed to capture the change of the constituents
along the y1-direction. The y1-direction is then interpolated with Lagrange expansion
functions:

χτ(x;y1) = Ni(y1)χτi(x) τ = 1,2, ...,n (5.35)

where χτi is the vector of the nodal unknowns and, n is the nodes number of the
beam model selected. Now, it is possible to introduce the global temperature gradient
vector as:

Φ̄,
T
=
{

φ̄,1 φ̄,2 φ̄,3

}
(5.36)

and the local TC gradient can be expressed as:

Φ,= Φ̄,+Dχ (5.37)

where D is the 3×1 differential operator:

D =


∂y1

∂y2

∂y3

 ∂yi = ∂ (·)/∂yi i = 1,2,3. (5.38)

By substituting the (5.37) into the (5.34), the energy of the heterogeneous material
can be expressed as follows:

Π
∗
1 =

1
2

∫
V
(Φ̄,+Dχ)T K(Φ̄,+Dχ)dV (5.39)

The matrix of the TC K is:

K =

K11 K12 K13

K12 K22 K23

K13 K23 K33

 (5.40)
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According to the CUF, the RUC problem can be addressed by expanding the fluc-
tuation unknowns (χ) over the RUC cross-section in terms of arbitrary expansions
functions (Fτ ) according to the cross-section’s coordinates y2-y3:

χ(x;y1,y2,y3) = Fτ(y2,y3)χτ(x;y1) τ = 1, ...,M (5.41)

where τ indicates summation and M is the number of expansion terms adopted in the
kinematic model. In order to solve the RUC problem, the fluctuation unknowns χ

in the (5.39) have to be expressed in CUF-FEM terms. Thus, by substituting (5.35)
into (5.41) and then all into (5.39), the following expression is achieved:

Π
∗
1 =

1
2
(χT

s jF
τsi j

χτi +2χ
T
s jK

s j
hΦ

Φ̄,+Φ̄,T KΦΦΦ̄,) (5.42)

where:
Fτsi j =

∫
Ω

∫
l
(D(FsN j))

T KD(FτNi)dΩdy1 (5.43)

Kτi
hΦ

=
∫

Ω

∫
l
(D(FsN j))

T KdΩdy1 KΦΦ =
∫

Ω

∫
l
KdΩdy1 (5.44)

note that, Fτsi j is a 1×1 fourth order tensor, Kτi
hΦ

is the 1×3 second order tensor.
These two terms represent the fundamental nuclei of the RUC problem for the TC
features. In addition, KΦΦ is the 3×3 matrix containing the average TC matrix. The
indices of the fundamental nuclei are essential in the CUF approach, as they serve
the matrices assembly of the structure. The indices τ and s deal with the expansion
functions that approximate the fluctuation functions over the cross-section of the
RUC, whilst i and j deal with the shape function of the FEM model in order to build
the matrix of the single elements of the structure. For more detailed information
about assembling CUF-based finite elements, please refer to [74]. The accuracy of
the resolution model depends on the expansion functions chosen for the analysis.
In this work, Hierarchical Legendre Expansion (HLE) [66] is employed as Fτ since
they combine hierarchical features with the capability to interpolate the cross-section
directly. Thus, in the TC problem, the accuracy of the TC field is achieved simply by
adding higher-order functions.

By applying the VAM to the (5.42), it is possible to find the linear system that
minimizes the functional (5.42):

Fτsi j
χτi =−Ks j

hΦ
Φ̄, (5.45)
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Due to the linearity of the problem:

χτi(x) = χτi0Φ̄,(x) (5.46)

with χτi0 of 1×3 dimensions, which contains the fluctuation unknowns that solve
the system:

Fτsi j
χτi0 =−Ks j

hΦ
(5.47)

Through the resolution of the linear system in (5.47), the present method allows the
computation of the TC features of the corresponding homogenized material. The
effective TC matrix is:

K∗ =
1
V
(χT

τiK
s j
hΦ

+KΦΦ) (5.48)

where K∗ is the 3×3 matrix.



Chapter 6

Experimental Studies on Nanoporous
Foams

6.1 Introduction

In recent years, nanoscience has become one of the most significant areas of research
in new technologies. This knowledge understands the unique properties and behavior
of particles smaller than 100 nm. It pursues four main objectives by using various
sciences: the synthesis of nanostructures, the study of the relationship between the
properties of materials and their nanometer dimensions, the design and fabrication
of nanodevices, and the creation of new structures using nanomaterials [75].
Due to the exceptional properties of two-dimensional graphene, researchers have
studied it in recent years, and a wide range of techniques for the synthesis of
graphene-based materials has been proposed [76]. Experimental data show that the
graphene monolayer has a Young modulus and intrinsic tensile strength of about
1000 GPa and 130 GPa, respectively [77]. One way to utilize graphene sheets and
graphene-based materials are to employ them in composite materials. Graphene
sheets have been widely applied as reinforcements in polymer nanocomposites. A
wide range of polymer matrices has been used for various functional materials. One
of the most important of them is epoxy, which is a type of thermoset polymer [78].
Most graphene/polymer composites are prepared by in situ polymerization and
solution mixing methods, but the problem is that graphene sheets tend to agglomerate
due to the strong van der Waals forces, which reduces networking [79]. Consequently,
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the dispersion of the reinforcement in the polymer matrix and the expected properties
are not achieved. So graphene is challenged for use in the macro dimension. There
are many methods such as surface functionalization of graphene sheets or polymer
matrix chains, graphene surface modification, graphene alignment in polymer, and
exfoliation of graphene sheets to improve the dispersion of graphene sheets within
the matrix [80, 81]. However, none of them can still significantly improve the
agglomeration problem, and some of them alter the inherent properties of graphene.
On the other hand, an efficient way of dispersing graphene sheets in the polymer
matrix in the form of three-dimensional graphene hydrogel, graphene aerogel, and
thin-film plates have been introduced to solve the dispersion problem [82, 83]. Three-
dimensional graphene is an excellent way to reduce two-dimensional graphene
problems. These materials have advanced a lot due to their high performance, such
as open porosity, lightweight, high pore connection, large surface area, remarkable
strength, etc. [84]. GF is one of the carbon foam structures that consist of several
graphene sheets and pores.

6.2 Literature Review

Graphene foam (sometimes called three-dimensional monolayer graphene or sponge
graphene) is a new material presented in 2011 [85]. In experimental methods for
synthesizing GF, the principle is to remove the force between the graphene sheets in
the graphite. However, for production of it, there are many methods such as template
directing, cross-linking, chemical vapor deposition, and in situ reduction assembly
[86], but some efficient methods are still being improved.
Li et al. [87] used the polymer vacuum injection technique in GF to produce highly
conductive composites for practical applications such as electronic devices, sen-
sors, actuators, and electromagnetic shields. Bong et al. [88] used GFs as a filter
to separate liquids such as water and oil. This measure was necessary to prevent
possible environmental pollution and malfunctions of equipment or facilities in the
oil industry. Ni et al. [89] produced GF and graphene sheets-reinforced polymer-
based composites using RTM. The process of synthesizing graphene was through
self-assembly. The most significant challenge in their method was the dispersion
of graphene sheets in the composite. They also mentioned that GF-reinforced com-
posites had higher mechanical properties and thermal stability than those containing
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graphene sheets. Zhao et al. [90] investigated the effect of carbon fiber on the
mechanical and thermal properties of GF/polymer composites. They demonstrated
the significant influence of carbon fiber on the resulting composite network bonds
using SEM images. Zhang et al. [42] scrutinized the thermal behavior of a polymer
composite filled with GF using the finite element method. They found due to the
interconnected structure of GF, which forms effective thermal pathways, the polymer
composite reinforced with GF has superior thermal properties. Qin et al. [91] in
the assembly of GF showed how to produce solid porous materials lighter than
air. They illustrated that these solid materials could use for applications such as
helium replacement to fill an incapacitated balloon in critical situations. Pedrielli
et al. [6] performed computational research using MD approach on the mechanical
properties and thermal conductivity of GFs/carbon nanotube. Their study obtained
GFs using simulations same as a topology experimentally by growing graphene on
nickel nanoparticles. Rahmani et al. [92] presented a model of GF using simulated
polycrystalline copper by MD approach, which is used as a membrane to separate
gases.

6.3 Synthesis Methodology

The practical application of porous network materials in some applications such
as actuators and sensors requires mechanical stability. Therefore, research on the
mechanical behavior of nanoporous materials is vital to improving their role in
practical applications. In the literature, there are a large number of experimental
studies focusing on the yield strength and elastic modulus of nanoporous materi-
als. The behavior of nanoporous materials is completely different from their bulk
counterparts.

In this study, the synthesis of GF with the methods available in the literature to
obtain the internal morphology of GFs and also to calculate the tensile strength of
GF/polymer nanocomposite has been discussed.
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6.3.1 Materials

Graphene oxide powder 99% with 3.4-7 nm is provided by US Research Nanoma-
terials, Inc. Ammonia solution 35%, hydroxide acid 57%, deionized water and
Acetone were purchased from Swiss-composite.ch. The goal is to convert graphene
oxide to graphene hydrogel using reducers such as hydroxide acid, paraffin diamine,
ethylenediamine, and ascorbic acid. Epoxy Araldite LY 5052 and Aradur 5052 in
a weight ratio of 100 to 38 respectively are prepared from HUNTSMAN chemical
company and used in this work.

6.3.2 Preparation of GF

Macroscopic GF is obtained using graphene oxide solution and a relatively simple
and cost-effective synthesis method, namely the hydrothermal method, which is
combined with the chemical reduction method of graphene oxide solution and the
self-assembly method. The purchased graphene oxide is in graphene oxide layers,
which are black in color. The following steps have been taken to convert graphene
oxide to graphene hydrogel and then graphene aerogel, the so-called GF. Firstly,
99% graphene oxide is mixed with deionized water for 10 minutes, and placed in an
ultrasonic bath and centrifuged at 2000 rpm for 1 hour. In the next step, a reducing
agent of 1.2 in graphene oxide is added to the solution. The solution is placed in an
autoclave for 5 hours at a temperature of 120◦C to provide carbon atoms bonding
conditions. The graphene hydrogel obtained in deionized water is washed to remove
all impurities. The resulting solution is stored in 14% ammonia for 24 hours at room
temperature. After this step, as shown in Fig. 6.1, the three-dimensionally prepared
graphene is hydrogel graphene containing a large amount of water. It is placed in a
freeze dryer for 48 hours at a specific temperature and pressure to dry the graphene
hydrogel. Finally, three types of samples of GF with different drying percentages are
obtained, which are 100%, 95% and 90% dried GF and named as 100-GF, 95-GF
and 90-GF, respectively. It must be mentioned, in this work, four samples of each
type of GF are synthesis.
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Fig. 6.1 Schematic description of the fabrication process of solution graphene oxide,
graphene hydrogel, GF, and GF/epoxy composite.

6.3.3 Fabrication of Epoxy Composites Reinforced by GF

The matrix consists of two parts: Araldite LY 5052, a low-viscosity epoxy resin, and
Aradur 5052, a mixture of polyamines. Araldite LY 5052 and Aradur 5052 are clear
liquids in the visual aspect, and their density at 25◦C (ISO 1675) is 1.17 g/cm3, and
0.94 g/cm3, respectively.
Araldite and Aradur are combined in a weight ratio of 100 to 38 and placed in an
ultrasonic bath for 10 minutes to obliterate the epoxy bubbles. Next, the temperature
of the solution is increased to 70◦C, with a stirring time is 5 minutes. The synthesized
GF is set into the mold, and the prepared epoxy mix is injected into it. The samples
are put in a vacuum furnace at the pressure of 60kPa in two stages for 5 minutes
to remove the bubbles and then hardened at room temperature for 24 hours. The
mold size is according to the ASTM D638 standard [93]. In applying the tensile
test under this standard, it should be noted that this test is used to extract the
tensile properties of polymer-based materials and research samples. In addition,
this test method is suitable for reinforced and even non-reinforced plastic (polymer)
samples under defined environmental conditions. The experimental part including of
sample preparation, finishing procedure, and testing. Fig. 6.2 shows the schematic
dimensions of the standard model used in this study. The dimensions of the standard
ASTM D638 according to type V sample for tensile testing in this study are according
to Table 6.1. Each test specimen has a thickness of 1.6 mm. The tensile test is
performed by the HOUNSFIELD (H10KS) machine at a speed of 20 ipm for all
samples. The maximum limit for this machine is 50 kN force.
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Fig. 6.2 The schematic specimen of the tensile test according to ASTM D638
standard.

Table 6.1 Standard ASTM D638 specimen dimension for tensile testing.

Symbol (see Fig. 6.2) Dimensions (mm)
W 3.18
L 9.53

WO 9.53
LO 63.5
G 7.62
D 25.4
R 12.7



Chapter 7

Atomistic Modelling

7.1 Introduction

Porous nanomaterials that exist in nature both in bulk and in membrane form are
one of the categories of nanostructured materials. One example of nanoporous
membranes is biological cell walls, which have the ability of selective permeability
due to their special morphology. Also, zeolites can be called a bulk nanoporous
material that has been used as a catalyst in the industry for years. In recent years,
synthetic nanoporous materials have been produced with accurate control of pa-
rameters like pore size, pore distribution, porosity, and chemical properties [94].
Due to their unique physical and chemical properties, including extremely high
surface-to-volume ratio, exceptional electrocatalytic ability, strain reversibility, and
high yield strength, nanoporous materials are popular candidates for medical devices,
drug delivery systems, lightweight structural applications, energy absorption devices,
and heat sinks [95]. In general, the main goal of nanostructured materials is to reduce
the scale of bulk materials to the nanometer scale. But in nanoporous materials,
the main interest is to reduce the volume of pores. Most of the essential properties
of nanoporous materials come from the structural network of nanopores, such as
the size, shape, and intensity of their pores, as well as their surface characteristics.
These features make them stand out for different applications and are the reason
for the difference between nanomaterials and nanoporous materials. Nanoporous
materials’ mechanical stability and integrity play an essential role in maintaining
their performance in some applications. Therefore, understanding the deformation
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mechanisms of nanoporous materials is necessary to calculate the safe lifetime of
these materials in scientific applications. Computational studies are easier than labo-
ratory tests due to their low cost. For this purpose, in order to obtain the properties
of nanoporous materials, atomic models that represent their morphology are needed.
The most important challenge for the numerical simulation of nanoporous materials
is their complex morphology, including links randomly connected with different
cross-sectional areas. The present chapter shows the computational method devel-
oped to generate the atomic model of nanoporous graphene foam (GF) structures
and their use in MD simulation to investigate their mechanical, thermomechanical,
and thermal behavior. After a detailed literature review of GF nanoporous materials
and their atomic modeling, the basic steps of the algorithm are presented. It has been
successfully demonstrated that the morphology of nanoporous structures consisting
of interconnected networks with random cross-sections can be provided by using
a metal substrate. The main idea of this algorithm is to generate sets consisting
of random holes under certain restrictions, such as the number of holes and the
foam density. It is also shown that the produced foam models are similar to the
laboratory-synthesized structural units. After providing a complete description of
the atomic modeling process, the results of the MD simulation performed on the
atomic GF models with different porosity values are presented.

7.2 MD Simulation of GF and Algorithm Presented
for Generated GF

In this work, the structure of GF and its mechanical properties are evaluated by
the large-scale atomic-molecular massively parallel simulator molecular dynamics
(LAMMPS MD) package [59]. A four-step method has been used to generate the
structure of GF. The MD simulation process is briefly shown in Fig. 7.2. In the
first step, a metal polycrystalline structure is used for the formation pattern of GF.
A random polycrystalline box with dimensions of 10× 10× 10nm3 consisting of
150 grains of Face-centered cubic (FCC) Au (lattice size = 0.4065 nm) is created
using Atomsk software [96]. In the second step, the polycrystalline structure is
divided into different grains, and some grains are removed randomly, Fig. 7.2(a) and
7.2(b). It should be noted that the final foam density can be controlled by removing
the desired number of polycrystalline grains, changing the size of the polycrystals
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and the size of the graphene sheets. In the third step, the one-layer graphene sheet
created with graphene edge type in a zigzag (x) and armchair (y) directions equal
to 0.5 nm Fig. 7.1. The simulated monolayers are randomly distributed among the
polycrystalline grains by developing a python code, Fig 7.2(c). Next, the AIREBO
potential [56] is adjusted between carbon atoms by simulating in atomic phase and
periodic boundary conditions. It should be noted that there is no chemical bond
between the graphene sheets and the Au atoms, and they are connected using a
Lennard-Jones (L-J) potential.

Fig. 7.1 Molecular model of the single graphene sheet.

The process for the simulation of GF in detail is as follows:
There is 1000 single-layer graphene randomly among the Au polycrystalline grains
in the box. Each graphene layer has 24 carbon atoms and their bond length is 0.142
nm. Carbon atoms with less than 0.75 nm distance from Au atoms are removed from
the simulation box. At the start of the simulation, the system pressure increases from
1atm to 1000atm at 300K by adjusting the Nose-Hoover barostat and the isothermal-
isobaric (NPT) ensemble. The second step uses the canonical (NVT) ensemble for
increasing the temperature from 300K to 3000K. The volume and temperature are
kept constant at 3000K in the third step. In the fourth step, the system’s temperature
decreased from 3000K to 300K, and then is balanced at 300K. Each simulation
step is performed for 50 ps with a time step of 0.25 ps. In this simulation, there are
physical bonds between the Au atoms with the graphene sheets. It should be noted
that the adaptive intermolecular reactive empirical bond order (AIREBO) potential
[56] describes all interactions between carbon atoms in graphene, and boundary
conditions are considered periodic in three directions. The Lennard-Jones (L-J)
parameters for carbon-Au atoms are obtained by using Lorentz-Berthelot mixing
rules from L-J parameters of carbon-carbon and Au-Au atoms [92]. In this study,
respectively, the interaction energy and equilibrium distance are 0.0316eV and
0.3023nm between Au and carbon atoms. Fig. 7.2(d) shows that in the simulation
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(a) (b)

(c) (d)

Fig. 7.2 The simulation steps for generated GF, (a) The polycrystalline metal lattice
is shown to be regular, (b) Several polycrystalline grains by randomization have
been removed, (c) Graphene sheets are distributed among the polycrystalline grains
and removed if they are too close to the polycrystalline atoms, (d) After heating and
cooling cycles, polycrystalline grains are removed and created GF.

box, after forming all the bonds and going through the heating/cooling cycles, the
Au atoms are removed, and the final GF is obtained.
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7.3 MD Simulation for PDMS Polymer

A linear PDMS chain of 50 -Si-(CH3)2-O- units for a total of 102 atoms was
produced using the cross-platform text-based molecule builder for LAMMPS called
Moltemplate. Fig. 7.3 shows the PDMS monomer and simulation of the PDMS
nanostructure.

(a) (b)

Fig. 7.3 (a) PDMS monomer, (b) Simulation of the PDMS nanostructure by 10
monomer units.

To establish proper interactions between PDMS chains, PDMS molecules were
placed in a larger simulation box with PBC in all coordinates. This system is made
of 60 PDMS chains (6120 atoms) and has a volume of about 60 x 60 x 60 Å3. To
obtain a dense PDMS, the system is first equilibrated at 300 K using a Nosé-Hoover
thermostat (NVT) and then heated to 500 K to transform into nanoparticles and
allow atomic repositioning. The system is then cooled to 300 K with a Nosé-Hoover
(NPT) barostat and thermostat. The bulk density of the final polymer was set to
0.97±0.05 g/cm3 to match typical literature values [97]. The Pre-equilibrium and
PDMS’s optimized structure in amorphous morphology is shown in Fig. 7.4
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(a) (b)

Fig. 7.4 (a) Pre-equilibrium simulation box containing PDMS chains, (b) The opti-
mized amorphous structure of the PDMS.

7.4 The Mechanical Properties

To calculate the mechanical properties (including Young modulus, tensile strength,
and Poisson’s ratio) of GF under different loading conditions using MD simulation
in the LAMMPS platform is performed. Carbon-carbon atomic interactions were
modeled using the AIREBO potential [56]. Atomic simulations were visualized
using OVITO [98] or VMD [99] packages. The system is first stable under a
temperature of 300K and zero pressure using a Nose-Hoover barostat and the NPT
ensemble. With a uniform velocity distribution, the system equilibrates at a time
of 200 ps and a time step of 0.0001 ps. To fully describe the fracture regimes in
the C-C interaction force, the cut-off parameter of the AIREBO potential is set
to 2 [100]. The samples were annealed to randomize the presence of voids in
their structure. The samples are heated at 3000 K and then equilibrated at this
temperature for 100 ps. Finally, they are cooled down to 300 K at 100 ps using
the viscous damping force. Annealing is performed in the NVE. According to the
simulations in the tensile regime, all samples were equilibrated at zero pressure and
300 K temperature with a Nosé-Hoover barostat and thermostat. The equations of
motion are solved by the Velocity-Verlet integration method using a time step of
0.0001 ps. The mechanical properties are evaluated in the ensemble (NPT), and a
drag parameter is added to smooth the pressure fluctuations. By applying different
strain rates, a controlled uniaxial tensile test of deformation is performed in three
directions of structure. Tensile tests are performed along the x, y, and z axes to
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ensure computational accuracy and the isotropic behavior of GF. Engineering strain
parallel to the deformation direction is defined as follows:

ε =
L−L0

L
=

∆L
L

In which L0 and L are the beginning and current length of the sample in the direction
of loading. To define the stress, the pressure stress tensor components in reaction to
the external deformation are calculated as [101] :

Pi j =
∑

N
k mkvkivk j

V
+

∑
N
k rki fk j

V
(7.1)

where i and j are the label of coordinates x, y, z; mk and vk are the mass and velocity
of k th atom; rki is the position of k th atom; fk j is the jth component of the whole
force on the k th atom due to the other atoms; and, finally, V is the volume of the
simulation box. In Eq. 7.1 the pressure consists of kinetic energy (temperature)
and virial term. It must be mentioned that the force appears in Eq. 7.1 is the
summation of the pairwise, angle, dihedral, improper, and long-range contributions.
The calculate stress is the actual stress because the pressure is estimated with respect
to the immediate section area of the samples. The applied strain rate is chosen equal
to 0.0001, 0.0005, 0.001, and 0.01 ps−1. Stress and strain were saved every 1000
time steps. In this study, Poisson’s ratio is also calculated by the following equation.

ν =−εT

εL
(7.2)

which is characterized as the negative ratio between the transverse deformation εT

and the longitudinal deformation εL.

7.5 The Thermal Properties

7.5.1 Coefficient of Thermal Expansion

The coefficient of thermal expansion (CTE), which measures the change in length,
area, or volume of a material with increasing temperature, is an essential parameter
for many applications. Although the design of materials with a controlled CTE
is crucial today, there is no precise approach to achieving this parameter in GF
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materials. In this study, MD simulations are performed in order to calculate the CTE
of GF by defining carbon atoms in a cubic region. The AIREBO potential has been
used to express the interactions of carbon atoms. The periodic boundary condition is
applied in all three directions, and the time step for the simulation is set to 0.001 ps.
As the first step, the system temperature is equilibrated under the NVT ensemble at
300 K in 100 ps. In the next step, under constant pressure, the system’s temperature
is increased from 300 K to 700 K and by using the NPT ensemble equilibrated at 700
K. The simulation is repeated 6 million times by selecting the appropriate damping
parameter in each stage. The whole system’s pressure, temperature, and energy
parameters are controlled during this process. Finally, the axial CTE of GFs for each
temperature is calculated using the following formulation.

α(T ) =
dL
dT

.
1
L

(7.3)

where the expression dL/dT is equal to the slope of variation of length with tempera-
ture. It should be noted that the initial length of the simulation box is at a temperature
of 300 K. In order to calculate the CTE, the heating temperature of the system has
been converted to linear intervals. In other words, the temperature range between
300 K to 700 K is divided into 20 temperature ranges of 20 K. During the simulation,
by heating the system, the length of the simulation box is measured at different
temperatures in three directions x, y, and z.

7.5.2 Specific Heat

Several methods of calculating specific heat exist, some of which have an independent
temperature and others dependent. In the present study, the calculation of specific
heat of GF has been investigated using a formula based on statistical mechanics
[102]. Calculating specific heat is the same as calculating the CTE, except that the
specific heat is calculated in thermal equilibrium cycles at different temperatures.
The NVT ensemble and Nose-Hoover thermostat are applied to achieve equilibrium
of simulated GF in the specific heat measurement in the MD platform. Internal
energy, enthalpy, temperature, and system’s pressure continuously are measured
during the simulation. It is worth mentioning that the specific heat in this simulation
is specific heat of isochoric (cv∗ = (∂U/∂T )V ) [103]. The isochoric specific heat
can be calculated as:
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cv∗ =
<U2 >−<U>2

kBT 2m
(7.4)

in which < ... > represents the mean of the variable. There is no doubt that by
multiplying the density by the specific heat, heat capacity is obtained.

7.5.3 Thermal Conductivity

The two essential methods used to calculate the Thermal Conductivity (TC) of
nanostructures through MD simulations are:
1. Equilibrium molecular dynamics (EMD) method
2. Non-equilibrium molecular dynamics (NEMD) method
The EMD method is based on the use of the GREEN-KUBO formulation to obtain
TC, which is based on the integral of the heat flux correlation function [104]. The
NEMD method calculates the TC according to Fourier’s law, which computes the
heat flux by defining hot and cold regions [105]. These two methods have their
advantages and disadvantages. For example, the EMD method is used to calculate
the TC in all directions, but the NEMD method requires the calculation of a thermal
gradient that calculates the TC in only one specific direction. The NEMD method is
used to calculate the TC of GF and polymer. Since the foam structure is unstable,
the EMD method cannot be used. In this work, TC in the atomic phase for PDMS
and GF is calculated by applying periodic boundary conditions along each direction,
and the simulation time step is set to 0.0005 ps. As a first step in the MD simulating
for TC calculations, the temperature of reached 300 K per 100 ps assuming the
NPT and NVT ensembles. The simulation box is then divided into 100 parts of
equal length. The first and last layers are called the cold sink and the hot source,
respectively. After the equilibration step, the sample’s temperature gradient is created
by exchanging kinetic energy between hot and cold zones under the microcanonical
(NVE) ensemble. With a temperature difference of 20 K from the initial temperature
of 300 K, the energy exchange is achieved by subtracting some energy from the
hot zone while adding the same energy to the cold zone. The energy exchange is
performed every 25 steps for a period of 500 ps, and the unit heat flux Jx is obtained
as a result of this energy exchange is calculated by Eq. (7.5):

Q = Jx =
q
A =

dE
dT
A

(7.5)
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which, Jx is the heat flux in the x-direction, A is equal to the area. Each coordinate’s
average temperature can be calculated to determine the temperature profile along
the heat flow direction. To calculate the temperature in different coordinates during
the simulation, start with the chunk atom command with the minimum value of x
(meaning length) to measure the temperature at any point in the system, then the
temperature changes at any point in the simulation box are calculated.

q =−kA dT/dx (7.6)

where in Eq. (7.6) k is the TC, dT/
dx is the thermal gradient and Jx the heat flux

,respectively. To accurately calculate the TC values, the total simulation time must be
long enough that the computation time in this work is considered at 15,000 ps. It is
worth being mentioned, for GF two potentials of the adaptive intermolecular reactive
empirical bond order AIREBO [56], and Tersoff [106, 107] have been used to obtain
the TC for three directions x, y, and z. These two allow the formation and separation
of covalent chemical bonds during simulation. Although these models are classical,
they do provide an accurate description of the process of covalent bonding of atoms.
Several studies have investigated the different thermal properties of some filler

Fig. 7.5 Thermal electron transport in the composites reinforced with carbon-based
nanomaterials.

materials, such as graphite, carbon nanotubes, and graphene, in polymer matrices,
which improved the thermal performance of polymer nanocomposites [108, 109].
Expanding research on the injection of polymers into GF has been shown to improve
the thermal properties of polymer composites. Fig. 7.5 schematically describes the
thermal electron transfer process that occurs in polymer matrices reinforced with GF,
2D, and 1D carbon-based nanomaterials [110]. Phonons and electron transfer from
the heat source to the reinforced composites, resulting in thermal energy transfer. It
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can be stated that thermal electron transfer in one-dimensional and two-dimensional
carbon requires a high volume fraction or their alignment, while foam with a low
volume fraction allows thermal electron transfer to be transferred well and increases
the performance of composites reinforced with GF.



Chapter 8

Results and discussion

8.1 Results and Discussion for Mechanical Properties

8.1.1 Characterization of the Experimental Morphology

The synthesized GF has a black color and porous structure. Raman spectroscopy
and SEM techniques are used to determine the characteristics of synthesized GF. In
all experiments, Raman spectroscopy with specifications (Teksan model) and YAG
laser with a wavelength of 532 nm are used. Graphene oxide and GF are analyzed by
Raman spectroscopy to determine the chemical properties and evaluate the transform
of graphene oxide to GF. Fig. 8.1 shows that a strong peak (G-band) and a weak
peak (D-band) occur in the Raman spectra. The G band is activated in sp2 carbon
hybridization of the base material and indicates in-plane vibration mode. The D band
is activated when defects in the Raman scattering resonance occur near the K point in
the Brillouin region and show sp3 hybridized carbon. Therefore, the peak intensity
ratio from D to G, which is often used to estimate the sp2 domain size of carbon,
i.e., ID\IG , increases from 0.752 to 0.896 after converting graphene oxide to GF.
This ratio shows the primary oxygen-containing groups removed from the graphene
oxide sheets and the sp2 regenerated carbon structure. In addition, the increase in
the G-band peak indicates the reconstruction of a hexagonal lattice of carbon atoms.

Also, the morphology of GF is observed by the scanning electron microscope
(Mira Teskon). Fig. 8.2 shows a piece of GF with SEM images at various mag-
nifications of 200 µm, 20 µm, 1 µm, and 200 nm, respectively. GFs have a three-
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Fig. 8.1 Raman spectroscopy of graphene oxide and GF.

Fig. 8.2 (a) Image of synthesized GF. (b-e) SEM images at different magnification.
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Fig. 8.3 Relation between mass density and drying percentage of synthesized GFs.

dimensional porous network with interconnected pores. In the morphology of the
GF surface, the porous structure with many wrinkles is observed, indicating the for-
mation of a three-dimensional GF structure through the accumulation and binding of
reduced graphene oxide sheets. By further magnifying the images, it can be seen that
the structure has many links that are expected to provide mechanical reinforcement.
According to SEM images, it is found that drying of GFs at different levels did not
affect the average shape of the pores. The drying percentage caused the density
of the obtained samples to be different due to the rate of liquid remaining in the
foam. The density of the resulting GFs with different drying percentages is shown
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in Fig.8.3. Increasing the drying percentage of GF has reduced the density of the
foams. SEM images and Raman spectroscopy approve the formation of GF.

8.1.2 GF/Epoxy Composite Experimental Tensile Test

In order to evaluate the effect of GF on the GF/epoxy composite, tensile tests
have been performed. Fig. 8.4(a), 8.4(b), and 8.4(c) show the strain-stress curve,
Young modulus, and tensile strength for epoxy and three types of composite samples
reinforced with 100-GF, 95-GF, 90-GF. The maximum of Young modulus and tensile
strength belong to the sample that consists of 100-GF and has increased about 138%
and 48%, compared to epoxy, respectively. These increases indicate a network in the
reinforcement and stress transfer from the matrix to the GF. The three-dimensional
network causes regular stress and strain distribution in the whole of the composite.
Therefore the synergistic effect of nanoparticles on epoxy is evident. The three-
dimensional bond between the sheets causes GF to act as a barrier to the aggregation
of graphene sheets in composites.

Fig. 8.4(b) shows the average drying percentage of GF relative to the Young
modulus of composite reinforced with it. It can be seen that with rising drying
percentage and reducing liquid volume in GFs, the resulting composite has a higher
Young modulus. The 100-GF/epoxy sample has a Young modulus of 26% higher
than the 95-GF/epoxy sample and 14% higher than the 90-GF/epoxy sample. It
must be mentioned that to calculate the Young modulus, the criterion is placed on
a strain of 1.5%. In lower strains, the Young modulus of the samples is close to
each other and has similar behaviour. While in higher strains, it is the potential
for failure and does not provide the necessary safeness for experimental reporting
of Young modulus. Therefore, in this research, the benchmark for calculating the
Young modulus of experimental tensile tests is 1.5% strain. Also, from Fig. 8.4(c),
it is clear that the tensile strength of 100-GF/epoxy composite increased by 28%
and 20% compared to 90-GF/epoxy and 95-GF/epoxy composites, respectively. The
composite fabrication conditions and weight percentages ∼0.5wt% of reinforcement
are the same in all samples, but the GF synthesis method is different in the drying
step in the laboratory. It should be noted that the GF in these composites is obtained
through pre-synthesized. In the 100-GF/epoxy composite, GF is 100% dry, and all
viscous motion is minimized; it has the highest resistance to tensile stress compared
to the other two types. In the 95-GF/epoxy composite, Young modulus and tensile
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Fig. 8.4 (a) Tensile strain-stress curve of epoxy and GF/epoxy composites, (b) The
average drying percentage of GFs versus the Young modulus of composite, and (c)
Tensile strength of epoxy and composite with different GFs.

strength are weaker than the previous samples. In the 90-GF/epoxy composite sam-
ple, the Young modulus and tensile strength are weaker than the other samples, but
the strain percentage is higher. Since 10% of water remains in the GF structure, this
structure is softer than other samples. It is also inferred that the strain percentage
increases for the 90-GF/epoxy samples, but the Young modulus and tensile strength
decrease due to the lower weight percentage of epoxy in this type of composite. The
100-GF/epoxy sample is more brittle than the two other samples. If the goal is to
increase the strain percentage of the composite, in addition to having a high Young
modulus and high tensile strength, or in other words, the composite fails later; the
90-GF/epoxy sample is the best. Also, it can be recognized that increasing the Young
modulus and tensile strength in GF/epoxy composite samples means they are more
resistant to axial load in comparison with epoxy samples.
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Table 8.1 Comparing the increase in Young modulus of GF composites to their
polymer matrix.

Composite Increase in Filler Pore
type Young modulus (%) content (wt%) size (µm)

GF/PMMA [111] 80 ∼ 0.2 -
GF/Epoxy [89] 75 0.29 10-100

GF/Epoxy [112] 53 ∼ 0.3 10-100
GF/PDMS [90] 66 0.5 40-300
GF/Epoxy [113] 94 0.5 20-200

GF/Epoxy [this work] 138 0.5 10-200

In order to excel the method performed in this work, the results such as the
Young modulus and tensile strength compared to other works are given in Table
8.1. According to the table, it can be detected that for the GF/epoxy composite, the
Young modulus has a significant increase compared to the other works cited. In all
the mentioned composites, the weight fraction of the reinforcement and the size of
the pores had approximately similar values.

8.1.3 Characterization of the Numerical Morphology

There are some criteria like experimental tests for validating the structure of simulated
GF, which can be used to ensure the simulated form. Based on these criteria for
generating GF, the heating/cooling cycle is repeated in five-times. The graphene
flake is compressed from the gas to the solid state by repeating. Each cycle increased
the system temperature from 300K to 3000K in 250 ps and equilibrated at 300K.
At the end of each cycle, the radial distribution function (RDF) diagram, density, and
the number of carbon-carbon covalent bonds are measured. RDF diagram at the end
of three first cycles with pre-cooling and heating cycle is shown in Fig. 8.10(a). This
diagram shows that the first peak occurred at 1.42 Å, i.e., the C-C bond length in
graphene sheets. This peak intensity increases with each heating and cooling and
can also be seen in the C-C bond diagram. Fig. 8.10(b) illustrates the actual number
of C-C bonds in each cycle. The total number of C-C bonds per carbon atom is
converged with the criterion of the number of carbon atoms in ideal graphene (1.5
per carbon atom). In this work, the number of bonds is calculated using the distance
criterion < 1.6 Å for two carbon atoms. Here the results of the three-dimensional
porous structure are in agreement with the works of Qin et al. [91].
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Fig. 8.5 (a) Radial distribution functions (RDF) related to heating/cooling cycles of
the system, (b) The total number of covalent bonds at the end of each cycle.

After the heating and cooling cycles and removing the Au atoms, a stable structure
of three-dimensional GF is obtained. Fig. 8.6 shows the SEM image of one of the
experimental GF-100 % dried samples compared to the simulated one at the same
porosity percentage. The topology of the GF simulated is inspired by experimental
synthesis GF, but it must be noted that the pore sizes in the experimental synthesis
samples are larger than the simulated models. Most graphene sheets in walls are
adjacent to the junction of several curved joints. Defects cause this curvature in
the shape of a pentagon and a hexagon at the boundary, which appears deformation
outside the surface.

(a) (b)

Fig. 8.6 (a) GF simulated after relaxation stage in dimensions of 100× 100 Å2

compared to (b) The SEM image, in dimensions of 80×80 µm2.
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8.1.4 Tensile Response of Simulated GF under Uniaxial Loading

To investigate the mechanical properties of GF under different loading conditions,
simulations are performed using LAMMPS MD. The system is first stable under
a temperature of 300K and zero pressure using a Nose-Hoover barostat and the
NPT ensemble. With a uniform velocity distribution, the system equilibrates at
a time of 200 ps and a time step of 0.0001 ps. Fig. 8.8(a) shows the equilibrated
system structure before stretching. To fully describe the fracture regimes in the C-C
interaction force, the cuts-off parameter of the AIREBO potential is set to 2 Å [100].

The graph of temperature changes is shown in Fig. 8.7(a), which converges at a
temperature of 300 K, and the tensile test is performed at the same temperature after
the relaxation step. Fig. 8.7(b) shows the graphs of variation in the stresses of the
x, y, and z directions, and the pressure with respect to time converges around zero
at the stabilization step of the GF structure. Fig. 8.7(c) shows the potential energy
and total energy diagrams of the system over time that structure energy is minimized.
All these diagrams show that they have converged to a single number and, as shown
in the figures, the system is in a stable state and has not been aroused or broken. By
converging the changes in temperature, stress, potential energy, and energy of the
whole system with respect to time to a specific value, the system’s stability before
the employment of the strain rate is guaranteed. Fig. 8.8(b) shows a snapshot of
the structure during stretching simulation after the relaxation step in the x-direction.
By applying different strain rates, a controlled uniaxial tensile test of deformation
is performed in three directions of structure. Fig. 8.9(a-d) show the strain-stress
curves of simulated GF under uniaxial tension in 0.0001, 0.0005, 0.001, and 0.01
ps−1 strain rates, respectively. Tensile tests are performed along the x, y, and z axes
to ensure computational accuracy and the isotropic behavior of GF. It is observed
that at 300K, the increase in strain rate has no significant effect on the linear Young
modulus. As the strain rate increases, the tensile strength increase. In particular,
for each strain rate, two or three independent simulation tests are performed with
different initial configurations, and the calculations are repeated several times.

The strain parameter in the direction parallel to the deformation is defined as
ε = (L−L0)/L0, where L and L0 are the current and initial lengths of the simulation
box. The pressure stress tensor on each atom in the simulation box is calculated
based on relations in reference [101] to determine the system stress. Finally, the
strain-stress diagram is computed to estimate the Young modulus at each strain rate.
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Fig. 8.7 The molecular dynamics results for the variation of (a) Temperature, (b)
Pressure, and (c) Energy of GF structure by simulation time rise after relaxation and
before tensile loading applied.

(a) (b)

Fig. 8.8 (a) GF structure simulated at equilibrium before the tensile test, (b) Snapshot
of structure in the tensile test.

It should be noted that with decreasing strain rate, computational time increases, so
in this study, the average strain rate of 0.001 ps−1 is selected because it shows the
most optimal results. In addition, the Poisson ratio is calculated by defining axial
and lateral deformation. The Young modulus and tensile strength of GF are equal to
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Fig. 8.9 Strain-stress diagram of simulated GF under tension along the x, y, and z
axes and strain rate of (a) 0.0001 ps−1, (b) 0.0005 ps−1, (c) 0.001 ps−1, (d) 0.01
ps−1.

the value of about 36GPa and 5.5GPa, respectively. For completeness, the results
of MD simulations validate with reference [91] (mass density: 0.83 g/cm3, Young
modulus: 36.6GPa).

8.1.5 Multi-Scale Model of GF/Epoxy Composite based on CUF

This section performs the GF/epoxy composite tensile test analysis using a multi-
scale method, CUF-MSG micromechanical code, by considering an RUC. In Table
8.2, the Young modulus and Poisson ratio of GF is calculated from the MD method in
this study. These two parameters for epoxy are taken both through the experimental
process in this study and MD results in reference [114]. The effective Young modulus
and the Poisson ratio of GF/epoxy composite are obtained from the multi-scale
approach. Finally, the results obtained from the CUF-MSG micromechanical model
are compared with the experimental results. The difference between the numerical
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multi-scale model output and the experimental results is about 1.5%, which is a good
agreement that has been reached. The small difference between the numerical and the
experimental results are for the existence of some parameters in experimental work
that are still unknown in numerical methods. Also, some simplifying assumptions in
numerical methods can cause differences between them.

Table 8.2 Comparison of the Young modulus and Poisson ratio of GF, epoxy and
GF/epoxy composite between experimental and numerical methods

Type of matrial Young modulus (GPa) Poisson ratio Method
GF 36 0.33 MD

Epoxy 2.6 0.29 MD[114]
Epoxy 2.54 - Experimental

GF/epoxy composite 6.2 - Experimental
GF/epoxy composite 6.3 0.29 CUF

8.1.6 Summary

In the present work, GF samples were synthesized using a highly efficient and
cost-effective method with different drying percentages. The foam structure was
guaranteed and observed using the Raman technique and SEM images. The density
of the synthesized samples was inversely related to their drying percentage, and the
lowest mass density belonged to the sample that was 100% dried. By comparing the
results of tensile test for GF/epoxy composites with different mass densities GFs,
it was found that the composite reinforced with 100-GF samples has a maximum
Young modulus. By raising the drying percentage and reducing liquid volume in GFs,
the resulting composite has a higher Young modulus. Also, as a significant result, the
composites that contain wet GFs have less tensile strength, but their strain percentage
is higher than fully dried GFs. The highest Young modulus and tensile strength of the
composite include 100% dried GF with 0.5 wt%, which increased by 138% and 48%
compared to epoxy, respectively. It can also be concluded that the liquid in 90-GF
and 95-GF samples act as an obstacle to matrix transfer in all parts of the foam and
do not increase the mechanical properties compared to 100-GF/epoxy composites.
By adding GF to the polymer composite, the Young modulus can be increased
from twofold to threefold by control of the fabrication method and synthesis of
reinforcement. Furthermore, in this work, the brittleness of the composite can be
controlled by the drying percentage of GF samples. Moreover, by simulating the
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structure of GF in the LAMMPS software by distributing graphene sheets randomly,
the results were closer to the experimental outcomes. In particular, the simulated GF
was confirmed in density, the number of carbon-carbon bonds, and RDF diagrams
with the experimental sample. It should be noted that the GF simulation added no
chemical functional groups to the graphene structure. GF isotropic behavior was
proved after simulating the tensile test at different strain rates. The Young modulus
calculated by the multi-scale numerical model has a difference close to 1.5% with
the experimental Young modulus, which is acceptable. The Poisson ratio of the
GF/epoxy composite was also calculated numerically, a value used to evaluate the
transverse response of the composite to deformation. Nevertheless, GF, in addition
to preventing the accumulation of graphene sheets in polymer composites, also has a
high mechanical performance as polymeric reinforcements for structural applications
that require low weight as well as high tensile strength and Young modulus. Because
of the remarkable properties of GFs and polymer composites reinforced with these
foams, the thermal properties of them stay to be studied in forthcoming research.

8.2 Results and Discussion for Thermoelastic Proper-
ties

8.2.1 Characterization of Numerical GF Morphology

This study uses a multi-scale method to achieve the elastic and thermoelastic prop-
erties of GF reinforced composites. In this regard, four types of GF with different
densities and porosity percentages are simulated to calculate their properties. The
validity of the initial structures obtained from GF is ensured using criteria of density,
radial distribution functions (RDF), number of carbon-carbon (C-C) bonds, and pore
size distribution (PSD). Figure 8.10(a) shows the RDF diagram for the simulated
GFs at the end of three heating and cooling cycles plus the pre-heating and cooling
cycle. As illustrated, the first peak occurred at 1.42 Å, i.e., the C-C bond length in
the graphene sheets. This peak intensity increases with each cycle which can also be
seen in the C-C bond diagram. Figure 8.10(b) shows the actual number of C-C bonds
per the number of atoms in each cycle. This bond number increases as the cycles
increase to approximately converge with the number of bonds in ideal graphene (i.e.,
1.5 per atom).
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Fig. 8.10 (a) Radial distribution functions related to heating/cooling cycles of the
system, (b) The total number of covalent bonds per number of atoms at the end of
each cycle, and (c) Pore size distribution for all groups of GF.

Geometric analysis of GFs and their porosity are performed using the PoreBlazer
code [115]. The pore size in GFs structure can be obtained using the PSD, which is
the same as the rate of absorption and desorption of gases in the laboratory method.
PSD analysis provides a numerical description of the pore size range in samples.
The PSDs for GF types are shown in Fig. 8.10(c). In this work, the specific surface
area of GF has been calculated in reference to its excellent surface properties due to
the 3D bonds. The PSD measurements provide a numerical description of average
pore dimension, porosity percentage, and specific surface area, which are reported
in Table 8.3 for all groups of GFs. Indeed, as displayed by the PSD diagram, the
pore size is approximately in the range of 0.5 nm to 3 nm. The mass densities
range for GFs is between 0.5 - 0.8 (g/cm3), which is shown in Fig. 8.11(a) the
relation between it and average pore dimensions. And also, Fig. 8.11(b) shows the
mass density graph versus the samples’ specific surface area. It is evident that the
specific surface area decreases with the increase in density, implying that the pore
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size also reduces with the growth in density because the pore dimension is related
to the surface area. The high specific surface area in the low mass creates enough
space for electrochemical and thermal reactions, which increases the capacity of
electrical devices. With the decreasing porosity, the specific surface area is reduced,
too. Actually, in GFs, energy can be stored more efficiently due to their low mass and
high specific surface area. The PSD diagrams of the simulated GFs are compared
with the experimental samples from references [5, 6], and a good agreement can be
appreciated. Figure 8.12 shows a representative piece of the same size for each of
the foam types that the percentage of porosity decreases from a to d, and the mass
density increases. The topology of the samples simulated in this study is similar to
the SEM image shown in Fig. 8.13. Of course, it should be noted that the pore size
in laboratory samples is much larger, about a few micrometers.
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Fig. 8.11 (a) The diagram of density versus average pore size and (b) Specific surface
area for the GF samples.

Table 8.3 Parameters describing the four groups of GF scrutinized.

Sample Density (g/cm3) Porosity (%) Avarage pore size (nm) Surface area (m2/g)
GF1 0.513 78 1.52 1863
GF2 0.678 70 1.31 1818
GF3 0.708 66 1.11 1608
GF4 0.805 63 0.66 1445

The Young modulus diagram of graphene foams simulated in this work is com-
pared with the references shown in Fig. 8.14. As the density increases, the Young
modulus also increases. In this study, the Young modulus of random foams was
calculated in the strain range of 5-8% and at a temperature of 300 K. In ref. [6], the
Young modulus has been measured in the same range and temperature in regular
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Fig. 8.12 A similar part of a UC taken from four types GF with different porosity (a)
78% (b) 70% (c) 66% (d) 63%.

Fig. 8.13 SEM image of a 3D GF with a matching topology studied in present work
[5]
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Fig. 8.14 The Young modulus of GF groups in comparison with references [6].

forms. It is clear that the foams modeled in regular form have a higher Young
modulus than random foams due to the carbon atoms’ connections.

8.2.2 CTE and Specific heat of GF

The variation of coefficient of thermal expansion (CTE) relative to temperature is
plotted for all types of GF samples, and the results are shown in Fig. 8.15. For sample
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Fig. 8.15 The CTE as a function of temperature for all groups of GFs.

types of GF, the CTE starts with a negative value at a temperature of 300 K, which
these values increase at higher temperatures and agree with the experimental results
of references [116–118]. Also, the negative CTEs show the powerful coupling of the
carbon bonds and foam connections at lower temperatures. Actually, at temperatures
between 300 K to 700 K, the value of CTEs for all GFs changes with increasing trend
because this temperature range is lower than the Debye temperature in graphene
[119]. The value of CTE for GF1 is more than GF2 at lower temperatures, but at
higher temperatures, the CTE’s value of GF1 is less than GF2 while the opposite
trend is valid for GF2 and GF3, this contrasting behavior is explained mainly due
to the separated bonds of the samples in this temperatures regime. The non-linear
behavior in CTE is due to the internal rearrangement of the graphene layers in GFs
at different temperatures. By raising the temperature, carbon atoms in the simulation
box will move more, so the CTE’s value is increased. It is found that the variation
of CTE in GF1 and GF2 is more than this value in GF3 and GF4. Its reason is the
difference in the density and connection of the foams. The density of GF1 and GF2 is
lower compared to GF3 and GF4. The behavior of CTE for GFs at different densities
and porosity varies and depends on the temperature, internal energy, and coordinates
of carbon atoms.
Moreover, as another explanation for the behavior of GFs’ CTE, it can be pointed to
CTE’s relationship with intrinsic energy and the anharmonicity of the interatomic
potential. Like a solid system, this manner is founded on inherent phonon energy
[120].

Further, the specific heat is calculated by computing the system’s internal energy
for all types of GF samples. The values of the CTE, specific heat and heat capacity
at 300 K and 400 K are presented in Table 8.4. It can be deduced that the value
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Table 8.4 The thermoelastic properties of GFs by MD simulations.

T=300 K T=400 K
Sample SH∗ Heat capacity CTE SH∗ Heat capacity CTE

(J/g.K) (106 J/m3.K) (10−6 K−1) (J/g.K) (106 J/m3.K) (10−6 K−1)
GF1 3.65 1.87 −8.08 3.78 1.94 33.3
GF2 3.02 2.04 −18.5 3.08 2.09 8.69
GF3 2.55 1.80 −5.13 2.69 1.90 2.62
GF4 2.33 1.87 −1.31 2.35 1.89 0.89

∗ In this table, SH is used instead of specific heat.

of specific heat decreases for all samples with decreasing porosity. Additionally, it
is clear that the heat capacity value for each sample depends on mass density. At
300 K, the first type GF with the lowest density has the maximum specific heat,
and the fourth one with the highest density has the minimum specific heat. Also,
rising temperature causes the value of specific heat increases for all samples. On the
other hand, in the present numerical conditions, an attempt has been made to use
the potential that is most consistent with the experimental conditions, but because
quantum effects are not considered, it may cause a slight difference in the results
with experimental conditions. The high specific heat of GFs shows that with low
mass and high porosity, these materials are able to store high energy. Therefore, GFs
are also used as batteries and energy storage in addition to structural and thermal
applications.

8.2.3 Multi-scale Method of GF/PDMS based on CUF

In order to calculate the thermoelastic properties of the homogeneous GF/polymer
composites by the CUF-MSG micromechanical model [63, 121], the heterogeneous
UC information, including GFs and PDMS (Sylgard 184) matrix, is presented. Table
8.5 provides the values of Young modulus and Poisson ratio for the GF samples
from the MD simulation in this study. The Young modulus for each GFs type in this
study at temperatures between 300 K and 400 K is assumed to be constant, and the
slight difference between them is ignored. Also, Poisson ratio for GFs is considered
temperature-independent. The properties of the PDMS matrix are listed in Table
8.6 using references [122, 123]. It should be noted that the PDMS is a cross-linked
elastomer, and its behavior is in contrast with thermoplastic polymers. The modulus
of PDMS increases with temperature because of the increased Brownian motion,
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leading to the stretched molecular segments tugging at their anchor points and taking
a more likely coiled-up shape [124]. PDMS’s density is 0.97 g/cm3, and its Poisson
ratio at all temperatures is 0.499.

Table 8.5 The elastic properties of GFs by MD simulations in present study.

Material Young modulus (GPa) Poisson ratio
GF1 4 0.27
GF2 19 0.27
GF3 23 0.29
GF4 27 0.33

Table 8.6 Properties of PDMS matrix from references.

Temperature Young modulus Specific heat Heat capacity CTE
(K) (MPa) (J/g.K) (106 J/m3.K) (10−6 K−1)

300 [122] 1.4 1.45 1.40 285
400 [123] 2.2 1.65 1.60 275

Table 8.7 is presented to validate the MD method for GFs as well as the micro-
thermoelastic CUF-MSG model for the effective properties of the composite used in
this work. For this purpose, graphite and graphite/epoxy composite properties are
calculated using the MD and micro-thermoelastic CUF-MSG models, respectively.
The results obtained by numerical methods are compared to those obtained by
the experimental procedure in reference [8]. These comparisons demonstrate that
numerical methods provide accurate results.

Table 8.7 The comparison of the MD and the micro-thermoelastic CUF methods
outputs with experimental results in ref. [8].

Material Method Young modulus Poisson ratio Specific heat CTE
(GPa) (J/g.K) (10−6 K−1)

Graphite Experimental 5 0.23 1.57 5
Graphite MD 5.08 0.23 1.61 5.2
Epoxy Experimental 2.6 0.35 1.92 82

Graphite/epoxy Experimental 3 0.34 - 77
Graphite/epoxy CUF 3.01 0.334 1.85 78

In the next step, GF/PDMS composites with four types of GF are investigated
by the micro-thermoelastic CUF-MSG model at 300 K and 400 K. For all samples,
GF has a volume fraction of 8.1%. As reported in Table 8.8, at both 300 K and
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Table 8.8 The elastic properties of GF/PDMS composites by the micro-thermoelastic
CUF-MSG model.

T=300 K T=400 K
Composite Young modulus (GPa) Poisson ratio Young modulus (GPa) Poisson ratio
GF1/PDMS 0.32 0.33 0.33 0.35
GF2/PDMS 1.55 0.30 1.56 0.31
GF3/PDMS 1.87 0.31 1.88 0.32
GF4/PDMS 2.20 0.34 2.22 0.35
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Fig. 8.16 The effective Young modulus of GF/PDMS composites at 300 K and 400
K.

400 K, the Young modulus of the composites increased as the density of the GF
samples increased. Poisson ratio also increased with decreasing percentage of
reinforcement’s porosity. Fig 8.16 is presented for a better understanding effect of
GF’s Young modulus on the effective Young modulus of GF/PDMS composites. It
can be seen that there is a minimal difference between the effective Young modulus
at 300 K and 400 K. Because the Young modulus of GFs are assumed to be the same
value at both temperatures, and the slight difference is due to the change of PDMS’s
Young modulus at 300 K and 400 K.

Table 8.9 The thermoelastic properties for GF/PDMS composites at 300 K.

T=300 K
Composite Heat capacity (CUF) Heat capacity (rules of mixture) CTE

(106 J/m3.K) (106 J/m3.K) (10−6 K−1)
GF1/PDMS 1.410 1.438 210
GF2/PDMS 1.425 1.451 35
GF3/PDMS 1.400 1.432 30
GF4/PDMS 1.402 1.438 26
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Table 8.10 The thermoelastic properties for GF/PDMS composites at 400 K.

T=400 K
Composite Heat capacity (CUF) Heat capacity (rules of mixture) CTE

(106 J/m3.K) (106 J/m3.K) (10−6 K−1)
GF1/PDMS 1.56 1.627 240
GF2/PDMS 1.58 1.639 86
GF3/PDMS 1.54 1.624 62
GF4/PDMS 1.55 1.623 42
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Fig. 8.17 (a) The effective CTE values and, (b) The effective heat capacity quantities
for GF/PDMS composite with the micro-thermoelastic CUF-MSG and rules of
mixture methods at 300 and 400 K.

Likewise, Table 8.9 and 8.10 report the effective CTE and heat capacity of
the GF/PDMS composites at 300 K and 400 K. Essentially, the effective CTE
of composites increases with increasing porosity and temperature which signifies
the effect of reinforcement’s Young modulus on the effective CTE value of the
composites. To put it differently, increasing the number of atoms in the simulation
box in dense GF samples diminishes the space of atom motion, resulting in a drop
in CTE. The effective CTE values of the GF/PDMS composites at both mentioned
temperatures are also shown in Fig. 8.17(a) for further explanation. At 300 K and
400 K, the composites reinforced with the fourth type of GFs have decreased CTE by
90% and 84%, respectively, compared to the PDMS, which had the most significant
reduction. GFs have high stiffness and a very low CTE, which is very promising in
applications requiring high dimensional stability. This feature causes the movement
limitation of polymer chains and reduces the effective CTE. Eventually, the effective
CTE of the composites is validated with reference [27]. In Table, 8.9 and 8.10 and
also shown in Fig. 8.17(b), the parameters of effective heat capacity calculated
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by the two methods rules of mixture and the micro-thermoelastic CUF-MSG are
presented at 300 K and 400 K. Alternatively, according to Eq. 5.26 in cv, effective
heat capacity consists of two terms. The first term of this relationship depends on
the Young modulus, Poisson ratio, CTE, and geometry. In fact, this model concludes
the effective CTE and heat capacity value by coupling the elastic and thermoelastic
parameters. These effects cause the heat capacity of the GFs to have the opposite
effect on the matrix and reduce the effective heat capacities in some samples. The
second expression, which acts as the rules of mixture, is that the effective heat
capacity value is an average value between this parameter for the matrix and the
fiber. In general, it can be expressed that with growing porosity and temperature, the
effective value of heat capacity expansions. It is clear that the accuracy and impact of
other parameters can be seen in the micro-thermoelastic CUF-MSG method. Finally,
the accuracy of these calculations is compared and confirmed with the output of the
experimental measures[125].

8.2.4 Summary

In this study, the four types of GF simulated were examined in terms of CTE and
specific heat relative to temperature. Calculating temperature-dependent properties
improves the accuracy of the computations. A lower average dispersion in CTE
was found for the last of the four GF groups with maximal density and minimal
porosity. Generally, GFs’ CTE increased with temperature and porosity percentage.
Calculating the specific heat of GFs uncovered that increasing the temperature also
increases the specific heat. By a slight change in mass density and percentage of
porosity at the nanometer scale, significant changes occur in the Young modulus
of GF samples, resulting in their mechanical and thermoelastic properties acting
differently from each other. It was found that at 300 K and 400 K, the maximum CTE
belongs to the GF reinforced composite with the highest porosity percentage, and
vice versa, the composite which is reinforced with dense GF has the minimum CTE.
The high specific heat of GFs makes them an excellent energy storage material. It is
worth noting that the specific heat of foams on the nanoscale depends, in addition
to temperature, on other parameters such as the internal energy of the simulated
box, which is proposed to be considered in future works. On the other hand, the
effective heat capacity of composite depends not only on the heat capacity but also
on the Young modulus, CTE, and geometry of its components. Furthermore, It was
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found that GFs with the highest porosity have the most significant specific surface
area. The specific surface area decreases with decreasing porosity percentage. It
is predicted that GF with random porosity and high specific surface area has the
advantages such as fast ion diffusion rate and high electrochemical performance. For
this reason, future work will be related to the computation of the electrochemical
properties of these materials.

8.3 Results and Discussion for Thermal Conductivity

Thermal management is a crucial design matter in the fields of electronics, optoelec-
tronics, and electric vehicles. The development in the miniaturization of electronic
devices increases the hot area temperature, which creates the need for the fabrication
and development of materials with high thermal conductivity (TC) [126, 127]. Lack
of thermal management may lead to sudden or localized growth in hot areas, which
not only significantly shortens the life of the device but also leads to dangerous
operating conditions. Over the past decade, 2D graphenes have attracted the at-
tention of researchers for thermal management applications of electronic devices
owing to their high TC and unique properties [128]. Due to its electronic structure,
graphene has a calculated TC of up to 10 KW m−1 K−1 [129]. On the other hand,
polymer materials play an essential role in thermal and electronic applications thanks
to their low price and high mechanical properties. For this reason, it is necessary to
achieve polymer composites with higher thermal performance. Polydimethylsiloxane
(PDMS) is a suitable matrix for thermal applications because of its compressibility,
flexibility, and intense interaction with graphene [130]. In addition, PDMS provides
a wide variety of applications due to its outstanding properties, such as low glass
transition temperature, flexibility, chemical inertia, and a wide range of physical
states. Initially, cheap graphite flakes and expanded graphite were used as reinforce-
ment to improve the TC of polymer-based composites. After that, single-layer and
multi-layer graphene were introduced as fillers with high TC. W. Yu et al. [131]
achieved a 3000% increase in effective TC for multi-layered graphene-filled epoxy
composites at a loading of ∼ 25vol%. Lim and Choi [132] express that the TC of
polymer nanocomposites filled with two different graphenes and boron nitride is in
the range of 6.2-9.5 W m−1 K−1. However, 2D graphene sheets have agglomeration
problems when used as fillers. A possible solution is to connect two-dimensional
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graphene nanosheets and convert them into a three-dimensional network to prevent
aggregation. Graphene foam (GF) is one of the carbon foam structures that consist
of several nanosheets of graphene and a large number of pores in its connection
structure [133]. GF is used in various applications due to its properties, such as
adsorbents [83], electrochemical energy storage [134], sensors [130], phase change
materials [135], and polymer nanocomposites. Petts et al. [136] found that at a low
volume fraction (0.45 ± 0.09) and room temperature, the TC of GFs, consisting of
few-layer graphene and ultrathin graphite synthesized via chemical vapor deposition,
increased from 0.26 to 1.7 W m−1 K−1 by changing the etchants. Lin et al. [135]
investigated a significant reduction in GF’s TC as a consequence of structural defects.
They studied the thermal diffusivity of GF using the transient electro-heat method.
Later, Jia et al. [112] produced GF/epoxy nanocomposites using the chemical vapor
deposition method. They found in experiments that three-dimensional GF grids act
as fast carriers for load transfer, and for this purpose, they investigated the electrical
conductivity, strength, and flexural modulus. Furthermore, Li et al. [137] demon-
strated that GFs have thermal properties that increase with a temperature above room
temperature. In their study, the temperature dependence of the thermal properties of
GF has been investigated using the transient electro-thermal method. As a result, a
significant increase in TC and thermal diffusivity has been observed for GF. Zhang
et al. [42] analyzed the thermal behavior of a polymer composite filled with GF
using the finite element method. Due to the interconnected structure of GF, which
forms effective thermal pathways, the polymer composite reinforced with GF has
good thermal properties. They also studied the effect of geometry in GF on the
TC of the composite. Sadr and Vahedi [138] employed a multiscale method using
molecular dynamics and finite element method to calculate the TC of graphene
hexagon-boron nitride structures. Based on the results obtained from the atomic
scale, they developed a finite element model for the larger-grained material to calcu-
late the heat conduction effect of the macroscopic sample. Finally, Menci and Kirka
[139] investigated the thermal properties of a hybrid nanostructure composed of GFs
with covalent bonding. The analysis considered fullerene’s presence and absence by
performing reverse non-equilibrium molecular dynamics simulations. The simulation
results indicate that the proposed nanostructure offers significant TC performance
with isotropic thermal performance. The use of molecular dynamics methods is an
attractive way to compute the properties of this type of material due to the complete
representation of all interatomic interactions. However, the performance of GFs has
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yet to be significantly recognized for competition as a porous carbon material for
large-scale use in energy storage devices. On the other hand, calculating the prop-
erties of GFs in nano-dimensions can only be compared with the nano-dimensions
model. Then, multiscale simulations should be involved to compare them at the
macroscopic level. Nevertheless, calculating the thermal properties of nanoscale
GFs and PDMS matrices and pairing these results with macroscopic methods can
lead to good thermal properties. In this study, the TC of PDMS nanocomposites
reinforced with GF has been investigated. The effects of volume fraction, density,
and porosity percentage of GF and the length of PDMS chains on the effective TC of
GF/PDMS nanocomposites have been investigated by using the concept of repeating
unit cells. The RUC is considered a distribution according to SEM images. This
model shows more realistic results than the representative volume element with one
particle. The estimations of the reinforcing part (GF) and the matrix (PDMS) are
performed by molecular dynamics. The interatomic forces between carbon atoms in
GF are computed by the Airebo and Tersoff potential. Also, all interatomic forces in
the PDMS polymer are calculated by the Charmm force field [140], a force field that
provides an accurate representation of the bonding and non-bonding interactions for
the material and has previously been used for PDMS in some applications [141]. The
non-bonding interactions between PDMS atoms are modeled with the Lennard-Jones
(LJ) potential, and a cutoff of 10 is defined with all combined pair interactions for Si,
O, H, sp2 C, and sp3 C. The equilibrium distance and depth of the potential energy
well were calculated using the Lorentz-Berthelot mixing rules. After calculating the
effective TC, next, the obtained results are compared with the experimental results.

8.3.1 TC of graphene foam

After the equilibration step, the sample’s temperature gradient is created by exchang-
ing kinetic energy between hot and cold zones. The energy exchange is achieved by
subtracting some energy from the hot zone while adding the same energy to the cold
zone. Since the system’s total linear momentum and energy are constantly main-
tained, an opposite physical heat flow is artificially generated from the cold layers to
the hot layers. Figure 8.19 show the energy subtracted from the hot zone is equal
to the energy added to the cold zone for three directions and increases linearly with
time, indicating that the heat exchange has been properly established in the system.
Figure 8.18 shows the temperature changes in different coordinates of the simulated
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box length in the direction of x, y, and z, respectively. The heat flux applied to the
NVE ensemble can be calculated based on the gradient of energy changes in the
system over time. In addition, a study of the temperature profiles after the recorded
energy exchange shows that the temperature changes almost linearly in areas except
for the neighborhood of cold and hot areas. As can be seen, it can be expressed that
the energy changes versus time and the length changes with temperature are equal
for all three directions. It should be noted that these diagrams are for the first group
of GF, which is computed in the same way for all samples.
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Fig. 8.18 Diagram of temperature profile variation with length in (a) x-direction, (b)
y-direction, and (c) z-direction.

8.3.2 TC of PDMS

This study has tried using the non-equilibrium molecular dynamics (NEMD) method
to calculate the TC of PDMS polymers at 300 K using LAMMPS software. An
amorphous PDMS structure with different chain units is created using Moltemplate.
The first group of PDMS’s structure box is created of 6120 atoms and density
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Fig. 8.19 Energy profiles added to the cold zone and subtracted from the hot zone in
(a) x-direction, (b) y-direction, and (c) z-direction.

0.97±0.05 g/cm3. The cross-sectional area of PDMS is approximately 60× 60
Å3. This method calculates TC by defining the hot and cold zones and adding and
subtracting energy from these two regions. The diagram of change energy against
temperature is shown in Fig. 8.20(a). The amount of energy added to the cold
area equals the amount of energy subtracted from the hot zone. Also, the graph of
temperature changes in different coordinates for PDMS is shown in Fig. 8.20(b). It
should be mentioned that this diagram is equal in three directions. The volume of the
polymer simulation box is equal to 216 ×10−24 Å3. After the annealing operation,
the total energy and temperature of the PDMS simulated box are presented in Fig.
8.21(a), demonstrating the system achieves a suitable structure. It worth be noted
that these diagrams are for the first sample of PDMS with chains of 50 -Si-(CH3)2-O-
units, and the same is calculated for the 55 and 60 units samples. Fig. 8.21(b) shows
the simulation box of the PDMS structure, which is heat flows along the x-axis
from the hot region (320 K) to the cold region (280 K). Red areas indicate high
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temperatures, and blue areas indicate low temperatures. To confirm the accuracy of
the results obtained with the results in the literature validated [141].

0 1 2 3 4 5 6 7
-4

-3

-2

-1

0

1

2

3

4

En
er

gy
 (k

eV
)

Time (ns)

 Added Energy 
 Subtracted Energy

(a)

-2 -1 0 1 2 3

280

290

300

310

320

Te
m

pe
ra

tu
re

 (K
)

Length (nm)

(b)

Fig. 8.20 (a) Energy profiles added to the cold zone and subtracted from the hot zone,
(b) Temperature profile variation with length.
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Fig. 8.21 (a) The energy and temperature of the simulated PDMS box, and (b) The
schematic temperature profile in NEMD method.

8.3.3 TC Result

Efforts to combine GF fibers with polymeric materials such as PDMS, which are
thermal insulators, are increasing due to the high thermal efficiency of composite
materials as a result of the immense heat transfer path created by the carbon joints
in the foam. In this study, the TC of PDMS nanocomposites reinforced with GF
has been investigated. In addition, the effects of volume ratio, density, and porosity
percentage of GF and the length of PDMS chains on the effective TC of PDMS/GF
nanocomposites have been investigated using the CUF-MSG. For the CUF-MSG
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micromechanical analysis, the fiber and matrix distribution taken to the SEM images
are modeled and represented as RUC. Fig. 5.4(a) and 5.4(b) show how the RUC
model is built starting from the SEM image in which the distribution of the fiber
and the matrix over the volume can be approximated with a particular geometry.
The MD platform accomplishes computations of the reinforcing part (GF) and the
matrix (PDMS). Since GF/PDMS also have a low thermal surface resistance of 0.04
cm2K/W , which is one time smaller than conventional thermal paste and grease
[142], in the present study, the bond between GF and PDMS is considered a perfect
interface. After computing the effective TC, the results are compared with those in
the references. The TC values for GF and PDMS with the mentioned conditions have
been calculated by considering the temperature of the hot and cold zone at 320 K
and 280 K, respectively. Using the NEMD method, the TC values are calculated for
all groups of GF and PDMS. For this purpose, GF simulation uses the two potentials
of Airebo and Tersoff. TC values for all groups of GF KGF considering two different
potentials are presented in Table 8.11. The values of TC of compressed solid sheets
of graphene KG, which are the constituents of GFs, are also shown in Table 8.11.
Definitely, these values are much higher for solid graphene sheets than GFs because
the effects of folding, defects, and pores are not present in compressed solid graphene
samples, which have been verified with [136].

Table 8.11 TC of GFs simulated by Airebo and Tersoff potential and solid TC of
graphene sheet-based GF at 300 K.

Foam types KGF KGF KG
[W/mK] Airebo [W/mK] Tersoff [W/mK]

GF1 0.76 0.84 520
GF2 0.91 0.97 622
GF3 1.14 1.19 775
GF4 1.21 1.34 818

It was noted that two main factors affect the TC of GFs: the number of foam
connections and the presence of defects. In fact, the groups of GF in this study
with different connectivity (see Fig. 8.12) and various numbers of defects show
different values of TC (TC per unit mass density). Several reasons can account
for this, but in the present study, it is discovered that smaller pore size generally
means higher density, as reported in Table 8.3, which indicates higher TC linked to
the high number of connections. In contrast, in graphene with a lower density, the
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Fig. 8.22 Comparison of TC calculated using the NEMD method with Tersoff and
Airebo potentials in this research with reference [6].

size of the pores is more significant, and the number of three-coordinated carbon
atoms is lower; this aspect reduces the TC’s value. It should be noted that GF, due
to its particular topology, has a very high TC, so it is clear that the high level of
three-coordinated carbon is connected to the large TC. Conversely, the presence of
more defects in high-density foams with few pores should reduce TC. Therefore, the
mass density (or pore size) and the number of defects in determining the TC almost
cover each other. Precisely, in Fig. 8.22, the TC is plotted as a function of mass
density for four different foam groups at 300 K as the reference, which increases
the TC with the increase in density. The high simulated TC value of GF depends on
the high specific surface area of graphene in the form of foam. Also, this material’s
network structure creates an excellent TC while being lightweight and low-density
and causing good heat transfer. The contacts of the graphene sheets in the foam act
as bridges for TC and improve the TC of GF, as shown in Fig. 8.2. The effect of
CTE at high temperatures makes the very porous structure much more substantial
and is responsible for reducing the resistance to thermal contact [143]. On the other
hand, in the present numerical conditions, an attempt has been made to use the most
consistent potential with the experimental conditions. After using different values of
potentials, it was concluded that two potentials, Airebo and Tersoff, have the best
compatibility with carbon atoms. Regarding the precision of potential calculations,
Airebo is more reasonable, and the results are closer to the outcomes of experimental
works [6, 137], but the calculation volume is expanded.



98 Results and discussion

Table 8.12 TC of PDMS polymer matrix groups at 300 K.

PDMS chain Number of TC Standard deviation
units atoms [W/m·K] [W/m·K]

PDMS50 102 0.19 0.011
PDMS55 112 0.22 0.018
PDMS60 122 0.24 0.015
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Fig. 8.23 Comparison of TC of PDMS versus the number of chain units with reference
[7].

In real synthesis, PDMS polymers are mixed with chains of different unit lengths,
so studying the effect of the chain unit lengths on the TC significantly impacts
comprehending the polymers’ heat conduction. Here, PDMS with various chain
units is used to calculate the TC between its chains in three directions. The length of
the simulation box is considered equal in three directions. According to references
[141], the hot and cold regions should be specified at both ends of the box so that the
heat flux can transmit between the two parts. Moreover, a particular fixed layer is
kept at both ends of the two regions to keep the heat flux unobstructed. Table 8.12
reported the TC values of PDMS with different chain units, the number of atoms,
and the standard deviation for each PDMS chain. Fig. 8.23 shows the change in the
TC of PDMS versus the number of polymer chain units in detail, which is compared
and confirmed with reference [7] in the number of 50 chain units. Generally, the
TC increases with the expansion of the chain units, which is the same change trend
of PDMS reported in reference [141]. Therefore, more extended chain units are
beneficial for PDMS TC.
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Fig. 8.24 (a) Effective TC of GF/PDMS versus the number of chain units of PDMS,
and (b) Versus the density of GF for Tersoff potential.

The effective TC values of PDMS composites reinforced with 14 vol% GF
simulated by Airebo and Tersoff potentials are presented below graphs. Fig. 8.24(a)
and 8.24(b) show the effective TC of GF/PDMS composites versus the number of
chain units of PDMS, and the density of GF for Tersoff potential, respectively. As
can be seen, the effective TC of the composite is calculated using the CUF-MSG
method. According to Fig 8.24(a), the value of effective TC improves with the
extension of polymer chain units. By increasing the length of the polymer chains,
the heat transfer from the matrix to the polymer and vice versa is accomplished more
efficiently. Increasing the density of GF as reinforcement has also caused an addition
in the effective TC of the composite, which is shown in Fig. 8.24(b). Due to the
continuous network structure of GFs, with increasing mass density and decreasing
porosity, TC is enhanced; this is also improved by expanding the polymer chain
units. It should be noted that the synergistic effect enriches GF composites due
to the three-dimensional structure and less accumulation. The same trend is also
confirmed for GF simulated with Tersoff potential based on PDMS composites. The
only difference is that GFs simulated with Tersoff potential show higher TC; as a
result, the effective TC is also increased as depicted in Fig. 8.25(a) and 8.25(b).
Since GF also has a low interfacial thermal resistance of about 10−6∼−9 Km2/W
[142, 110], in this study, the bond between GF and PDMS is considered complete
and perfect.

According to the literature, [110], the TC of PDMS-based composite reinforced
by GF with a density between 0.5 and 0.9 g/cm3 presents a value between 0.26 and
0.55 W/mK. In addition, the gradual expansion in the gap between GF/PDMS and



100 Results and discussion

50 52 54 56 58 60
0.25

0.30

0.35

0.40

0.45

Th
er

m
al

 C
on

du
ct

iv
ity

 (W
/m

.K
)

PDMS chain unit number

 TC of GF1/PDMS  TC of GF2/PDMS

 TC of GF3/PDMS  TC of GF4/PDMS

(a)

0.50 0.55 0.60 0.65 0.70 0.75 0.80 0.85
0.25

0.30

0.35

0.40

0.45

Th
er

m
al

 C
on

du
ct

iv
ity

 (W
/m

.K
)

Density of GF (g/cm3)

 TC of GF/PDMS 1

 TC of GF/PDMS 2

 TC of GF/PDMS 3

(b)

Fig. 8.25 (a) Effective TC of GF/PDMS computed with the CUF-MSG method
versus the number of chain units of PDMS and (b) Versus the density of GF for
Airebo potential.

graphene sheet/PDMS composites reveals an increase in the synergistic effect of GF
in GF/PDMS composites. Zhao et al. [90] obtained a TC of 0.58 W/mK for a GF
composite with 10 wt% of fiber volume fraction, which is about 27% higher than
that of pure PDMS (the TC of pure PDMS is 0.455 W/mK in their work). Zhao et
al. [144] acquired a TC of 0.41 W/mK for 15 vol% of GF to GF/PDMS composite.
In the present work, quantitative characterization of the synergistic effect between
GF can be supplied using 14% of fiber volume fraction in GF/PDMS composite.
Compared to pure PDMS, the increase in TC of GF/PDMS, by 0.406 W/mK, is 1.691
times bigger than PDMS’s TC, which shows a noticeable improvement. Table 8.13
presents a comparison between the effective TC of some references and its validation
with the micromechanical method used in this research. This table includes the type
of composite, TC of composites, and TC of composites per TC of PDMS matrix,
as well as the amount of GF loading. According to the data in the table, it can be
expressed that the accuracy of the used method is confirmed with a difference of
1.2%. This table first validates the micromechanical model used in this work. Then it
shows the maximum increase in the effective TC of the GF/PDMS composites. This
advantage is attributed to the high continuous between GF struts and the large specific
area between the fillers and the polymer matrix, enabling effective TC development.
By comparing the values presented in Table 8.13 with those reported in [145], it
can be seen that by adding the same amount of filler to the polymer base composite
in this work, the effective TC of the composite compared to the pure PDMS has
increased by 1.691 times. This value shows the correct selection of the unit cell and
GF’s synergistic effect on the polymer matrix’s TC. Based on the SEM images, it can
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Table 8.13 TC of GF/polymer composites in comparison with experimental outputs
from references.

Composite loading TC of Composite TC of Composite/TC of PDMS Reference
vol% [W/mK] [-]

GF/PDMS 8 0.940 3.350 [42]
GF/PDMS 8 0.938 3.310 CUF-MSG
GF/PDMS 14 0.406 1.691 CUF-MSG
GF/PDMS 14 0.402 1.675 CUF-MSG
GF/PDMS 14 0.388 1.616 CUF-MSG
GF/PDMS 15 0.410 1.708 [144]
GF/PDMS 18 0.364 1.915 [146]
GF/PDMS 18 0.361 1.900 CUF-MSG

be seen that the graphene arms in GF are entirely connected, and a network structure
is formed. By injecting the matrix into the GF, in reality, the space between the
graphenes is filled, and the space inside the struts is filled with polymer, which shows
the uniform structure of the GF/polymer composites compared to the composites
containing graphene sheets. This interconnected and uniform space increases the
effective thermal properties of these composites.

8.3.4 Summary

This work uses a multi-scale model based on CUF-MSG formulation to simulate the
heat transfer behavior of GF composites filled with polydimethylsiloxane (PDMS).
GF geometry and volume fraction are taken into account when simulating heat
transfer. Due to the minor thermal resistance between GF and PDMS, the effect
of it on the TC of the composite has been neglected. In this study, the TC of three
types of PDMS-matrix and four groups of GF has been investigated. The TC of the
PDMS-matrix increased with the increasing number of chain units. Also, by reducing
the percentage of porosity, GF’s TC has improved significantly. Then, employing
the CUF-MSG micromechanics method, the effective TC of the composites obtained
from GF and PDMS has been calculated. The effective TC of the composite is
increased by expanding the chains of the polymer matrix and decreasing the porosity
of the three-dimensional network of GF. The volume percentage of reinforcement
in the composite can be directly controlled by the density of GF. In GFs, due
to lack of agglomeration, the TC increases with increasing volume fraction. In
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contrast, in individual graphene composites, the accumulation phenomenon occurs
with increasing volume percentage, and the effective TC decreases. The effect of
different potentials and the similarity of their results with experimental works are
also investigated. It should be mentioned that although the simulated GFs with
Tersoff potential have shown higher TC, the accuracy of Airebo potential is more
elevated in considering all interatomic interactions in carbon atoms. So, Airebo’s
potential is preferred. On the other hand, however, GF has a continuous structure;
it has not shown significant TC, which can be due to the pores or the presence of
unconventional defects created in their structures. The thermal properties of GFs
can be improved by increasing another reinforcing material, such as carbon black,
with higher TC, which is suggested to be considered in future works. Which also
increases the effectiveness of GFs.

8.4 Conclusion and Future Works

8.4.1 Conclusion

In the present work, GF samples were synthesized using a highly efficient and
cost-effective method with various drying percentages. The foam structure was
guaranteed using the Raman spectroscopy technique and SEM images. The density
of the synthesized samples was inversely related to their drying percentage, and the
lowest mass density belonged to the sample that was 100% dried. By comparing the
results of the tensile test for GF/polymer composites with different mass densities of
GFs, it was found that the composite reinforced with 100% dried GF samples has a
maximum Young modulus. By raising the drying percentage and decreasing liquid
volume in GFs, the resulting composite has a higher Young modulus. Also, as a
significant result, the composites that contain wet GFs have less tensile strength, but
their strain percentage is higher than fully dried GFs. The highest Young modulus
and tensile strength of the composite include 100% dried GF with 0.5 wt%, which
increased by 138% and 48% compared to neat polymer, respectively. A tensile test
was conducted in this study to determine the Young modulus of neat polymer and
its validity was assessed by its standard. It can also be concluded that the liquid
in 90-GF and 95-GF samples act as a barrier to matrix transfer in all parts of the
foam and do not increase the mechanical properties compared to 100-GF/epoxy
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composites. By adding GF to the polymer composite, the Young modulus can be
increased from twofold to threefold by control of the fabrication method and synthe-
sis of reinforcement. Furthermore, in this work, the brittleness of the composite can
be controlled by the drying percentage of GF samples. Moreover, by simulating the
structure of GF in the LAMMPS software, the different types of GF were examined
in terms of Young modulus, CTE, specific heat, and TC relative to temperature. In
particular, the one simulated GF was confirmed in density, the number of carbon-
carbon bonds, and RDF diagrams with the experimental sample. It should be noted
that the GF simulation added no chemical functional groups to the graphene structure.
GF isotropic behavior was proved after simulating the tensile test at different strain
rates. The Young modulus calculated by the CUF-MSG micromechanical numer-
ical model has a difference close to 1.5% with the experimental Young modulus,
which is acceptable and validates the utilized numerical method. On the other hand,
calculating temperature-dependent properties improves the accuracy of the compu-
tations. Generally, GFs’ CTE increased with temperature and porosity percentage.
Calculating the specific heat of GFs uncovered that increasing the temperature also
increases the specific heat. A lower average dispersion in CTE was found for the
last of the four GF groups with maximal density and minimal porosity. By a slight
change in mass density and percentage of porosity at the nanometer scale, significant
changes occur in the Young modulus of GF samples, resulting in their mechanical
and thermoelastic properties acting differently from each other. It was found that at
300 K and 400 K, the maximum CTE belongs to the GF-reinforced composite with
the highest porosity percentage, and vice versa, the composite which is reinforced
with dense GF has the minimum CTE. The high specific heat of GFs makes them
an excellent energy storage material. It is worth noting that the specific heat of
foams on the nanoscale depends, in addition to temperature, on other parameters,
such as the internal energy of the simulated box. On the other hand, the effective
heat capacity of the composite depends not only on the heat capacity but also on
the Young modulus, CTE, and geometry of its components. It was found that GFs
with the highest porosity has the most significant specific surface area. The specific
surface area decreases with decreasing porosity percentage. Moreover, the Poisson
ratio of the GF/polymer composite was also calculated numerically, a value used to
evaluate the transverse response of the composite to deformation. Nevertheless, GF,
in addition to preventing the accumulation of graphene sheets in polymer composites,
has a high mechanical performance as polymeric reinforcements for structural appli-
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cations that require low weight as well as high tensile strength and Young modulus.
Because of the remarkable properties of GFs and polymer composites reinforced
with these foams, their thermal properties of them to be studied in this research. This
study investigates the TC of three types of PDMS-matrix and four groups of GF.
The TC of the PDMS-matrix increased with the increasing number of chain units.
Also, by reducing the percentage of porosity, GF’s TC has improved significantly.
GF geometry and volume fraction are taken into account when simulating heat
transfer. Then, employing the CUF-MSG micromechanics method, the effective
TC of the composites obtained from GF and PDMS has been calculated. Due to
the minor thermal resistance between GF and PDMS, the effect of it on the TC of
the composite has been neglected. The effective TC of the composite is increased
by expanding the chains of the polymer matrix and decreasing the porosity of the
three-dimensional network of GF. The density of GF can directly control the volume
percentage of reinforcement in the composite. In GFs, due to lack of agglomera-
tion, the TC increases with increasing volume fraction. In contrast, in individual
graphene composites, the accumulation phenomenon occurs with increasing volume
percentage, and the effective TC decreases. The effect of different potentials and the
similarity of their results with experimental works are also investigated. It should be
mentioned that although the simulated GFs with Tersoff potential have shown higher
TC, the accuracy of Airebo potential is more elevated in considering all interatomic
interactions in carbon atoms. So, Airebo’s potential is preferred. The TC values are
similar to those of glass (1 W/mK) for lower-density foams, with a slight increase
of TC up to 1:5 W/mK for higher-density foams. Finally, it was proved that the
CUF-MSG micromechanical model used in this study is very efficient and accurate
for calculating the composite’s elastic and thermal properties using their constituents’
properties.

8.4.2 Future Works

In this study, the multi-step molecular dynamics method has been done continuously
to calculate the properties of GF/ polymer composites. First, the GF structure was
synthesized in the laboratory, and then the GF/polymer composite was produced
to perform the tensile test. Using image processing methods, the structure of GF
has been produced in molecular dynamics with a new method. Employing a cross-
platform text-based molecule builder for LAMMPS called Moltemplate software,
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the structure of polymer chains with different chain lengths has been simulated.
After creating the GF structure and obtaining the elastic and thermal properties, we
utilized the multi-scale methods to calculate these properties on a macro scale. In this
study, a high-precision MSG-CUF micromechanical method was used to compute
the effective properties of the composite by the properties of its components. Finally,
the results of numerical calculations have been compared with the experimental
results, and the accuracy of the employed model has been confirmed. According
to the activities carried out, some suggestions for future work are provided. The
results obtained from Fig. 8.9 showed that the behavior of GF samples after failure
was different in each direction, which is suggested the failure of GF materials to
be investigated in future research. Considering the extremely high TC of GFs, it
is suggested to study the electrical conductivity of this type of composite. Adding
some functional groups on graphene sheets is suggested to prevent folding in GF to
increase their thermal properties. Calculating interface thermal resistance in GF and
polymer can increase the knowledge of the basic parameters affecting the effective
TC of the composite. Adding an insignificant volume percentage of some materials,
such as carbon black, can also increase the effective TC of the composite, which is
suggested to be investigated in the case of GFs.
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