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Abstract: Analog In-Memory computing (AIMC) is a novel paradigm looking for solutions to
prevent the unnecessary transfer of data by distributing computation within memory elements. One
such operation is matrix-vector multiplication (MVM), a workhorse of many fields ranging from
linear regression to Deep Learning. The same concept can be readily applied to the encoding stage in
Compressed Sensing (CS) systems, where an MVM operation maps input signals into compressed
measurements. With a focus on an encoder built on top of a Phase-Change Memory (PCM) AIMC
platform, the effects of device non-idealities, namely programming spread and drift over time, are
observed in terms of the reconstruction quality obtained for synthetic signals, sparse in the Discrete
Cosine Transform (DCT) domain. PCM devices are simulated using statistical models summarizing
the properties experimentally observed in an AIMC prototype, designed in a 90 nm STMicroelectron-
ics technology. Different families of decoders are tested, and tradeoffs in terms of encoding energy
are analyzed. Furthermore, the benefits of a hardware drift compensation strategy are also observed,
highlighting its necessity to prevent the need for a complete reprogramming of the entire analog
array. The results show >30 dB average reconstruction quality for mid-range conductances and a
suitably selected decoder right after programming. Additionally, the hardware drift compensation
strategy enables robust performance even when different drift conditions are tested.

Keywords: analog in-memory computing (AIMC); phase-change memory (PCM); compressed
sensing (CS); sensing matrix uncertainty; drift compensation

1. Introduction

Computations must be performed as close as possible to where data are located. This
is a request emerging nowadays from all those fields characterized by the processing of a
large amount of data, especially if low latency and low power consumption are required.
All these needs could make the performance of classical von Neumann architectures
insufficient. The main limitation of such systems is the communication bottleneck, i.e., data
must be moved to the processing unit and the computed output must be moved back to
the memory [1,2].

Overcoming this limitation is the main goal of the novel computational approach,
commonly named In-Memory Computing (IMC). A widely investigated approach for IMC
is represented by the Analog In-Memory Computing (AIMC) in which resistive memory
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devices act as a non-von Neumann architecture performing matrix-vector multiplication
(MVM) where the matrix coefficients are stored [3]. Embedding MVMs in memory devices
could be a revolutionary innovation in several fields ranging from machine learning
applications [3–5] to data compression [6,7]. The idea underlying the computation of
MVMs in AIMC is to leverage Ohm’s and Kirchhoff’s laws [2,8,9]. However, care must be
taken as the results are affected by the non-idealities of these families of devices.

Among the most employed technologies for NVMs, Static Random Access Memory
(SRAM), Phase-Change Memory (PCM) and Resistive Random Access Memory (RRAM)
represent valid candidates to be employed in the AIMC framework. In SRAM, the infor-
mation is stored in the form of electric charge, with almost unlimited cycling endurance
and sub-nanosecond reading and writing access times [10,11]. PCM technology, which
exploits the resistivity transition of phase-change materials, is a solution that promises
multi-level programming and long-term storage capabilities [12,13]. High speed, high
scalability, low power consumption and CMOS compatibility are also granted by RRAM
and MRAM devices [14,15]. AIMC features have also been implemented using non-volatile
Spin–Orbit Torque (SOT) memory devices [16] and Dynamic Random Access Memory
(DRAM) cells [17]. The effects of the non-idealities affecting each device technology directly
impact the performance of AIMC architectures. Indeed, a transversal research effort was
directed to the solution of such challenges across several abstraction levels.

This work focuses on the applicability of PCM technology. For this class of devices, the
non-idealities affecting the output of MVMs are: (i) a nonlinear dependency between the
input voltage and the output current of a PCM cell, i.e., a nonlinear I-V characteristic; (ii) a
degradation over time of the conductance value stored in each cell, i.e., the conductance
drift; and (iii) variability in the programmed conductance value, i.e., the programming
variability [18]. For what concerns the nonlinear I-V characteristic, a common solution
has been proposed in the literature [4,19–21]: instead of representing input values as
voltage levels, a constant voltage is applied across each cell for a time that is proportional
to the desired input value. Conversely, conductance drift can be partially compensated
by post-processing approaches modeling the average behavior [4] or by means of HW-
aware training solutions [22] in case of neural network applications or having dedicated
architectures [21]. To reduce the impact of the programming variability, the effort is in
the identification of program-and-verify algorithms [5,23]. A detailed analysis of memory
array non-idealities was conducted in [24,25]. At the same time, significant progress has
been made in the development of compact models of PCM device behavior [26]. As a
final remark, let us stress that all presented solutions for the conductance drift and the
programming variability only mitigate these non-idealities.

Having a target application, systems embedding PCM devices must be properly
designed with the goal of preserving their intrinsic advantages and reducing the effects of
their non-idealities to the greatest extent. In this work, we focus on the design of a low-
power data compression system adopting the Compressed Sensing (CS) framework [27].
In this paradigm, the encoder only requires a matrix multiplication between the vector
containing the data to be compressed and a properly designed wide matrix named sensing
matrix. The multiplication between the two produces a vector, named measurement vector,
with less entries than the original one. This light compression mechanism includes a
decoder that, knowing the adopted sensing matrix, recovers the original vector by only
accessing the measurement vector and solving an optimization problem [28]. A large variety
of decoding approaches have been presented in the literature [29–33], operating within
different theoretical frameworks. In any case, the nonlinear decoding stage represents the
largest drawback for a CS-based signal chain and leads to sub-par performance in real
applications if compared with more traditional acquisition and compression schemes. Its
use is only justified in practice if encoding energy efficiency is a concern.

Here, we analyze hardware and software solutions that could make the adoption of
PCM cells in the design of a CS encoder more effective. Results are supported by tests
carried out on an AIMC unit testchip [21]. This prototype was implemented in a 90 nm
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STMicroelectronics CMOS technology and includes a circuit-level solution to reduce the
PCM cells conductance drift. The effect of programming variability and the residual drift
are analyzed by comparing the performances of different families of CS decoders.

The analysis will identify, among others, a trade-off between encoding energy and
reconstructed signal quality. Indeed, different works have focused on the exploration of the
design space for CS acquisition chains, associating the system parameters with the desired
quality for a specific application. As an example in the context of ECG signal acquisition,
a dual-mode ECG monitor is presented in [34], where an appropriate compression level
is selected based on the different quality requirements (heart-rate detection vs. medical
grade ECG traces). A more general analysis is performed in [35], identifying 21 dB and
34 dB as thresholds for a “good” and “very good” ECG trace, respectively. The present
analysis involves synthetic signals in the Discrete Cosine Transform (DCT) domain, and
considers an encoding-energy/reconstruction quality trade-off, simultaneously observing
the robustness against conductance drift introduced by a hardware compensation strategy.

The paper is organized as follows. In Section 2, the architecture of the employed
testchip is recalled, and numerical models are presented describing the statistical features of
programming variability and conductance drift. The theoretical framework of Compressed
Sensing is introduced in Section 3, and the experimental results are analyzed in Section 4.
Finally, the conclusions are drawn.

2. AIMC Testchip and Conductance Models

This section summarizes the features of the AIMC testchip used to perform one-
step signed Multiply-and-Accumulate (MAC) operations (which implement MVMs), and
presents the PCM devices’ conductance variability model exploited in simulations.

2.1. AIMC Testchip Structure

The AIMC testchip includes a peripheral AIMC unit interfaced with an embedded
PCM (ePCM) IP [36]. While the ePCM stores the MAC coefficients, the AIMC unit performs
the whole operation in an analog fashion reading the ePCM cells currents. A more detailed
description of the architecture, as well as the interface between AIMC unit and ePCM, can
be found in [21]. The entire testchip is manufactured in a 90 nm STMicroelectronics CMOS
technology, which features a specifically optimized Ge-rich GeSbTe (GST) alloy for PCM
cells. The testchip is conceived to extend the ePCM IP functionalities by adding MAC
execution features to the standard binary use. Furthermore, the AIMC unit architecture is
designed to mitigate the effect of the conductance drift of the PCM cells to the accuracy of
the operation.

The MAC execution feature is obtained by exploiting the AIMC peripheral unit which
is connected to the main bit lines (MBLs) of the ePCM IP, as depicted in Figure 1a. The AIMC
unit takes as input a vector x = [x1, ..., xn] and executes the MAC operation x · gj, where
gj = [gj1, ..., gjn] are the conductances stored in the j-th word line (WL). To this purpose,
the AIMC unit applies a read voltage VREF on each MBL and reads the currents of the cells
for the selected WL. The result of the operation is mapped on a voltage value by integrating
the sum of the cells’ currents for an interval TMAC. Each single cell current Ii = giVREF is
integrated for a time window TONi which is proportional to the corresponding input xi.
Accordingly, the expression of the output VOUTj at the end of the integration window is:

VOUTj = k

[
n

∑
i=1

(
±

gji

gREF
Vi

)]
, (1)

where gj,i is the conductance of the PCM cell representing an element of the vector stored
in the j-th row of the array, gREF is the conductance of the reference PCM cell, Vi is the
analog voltage level of the input vector element xi, and k is a dimensionless constant value
accounting for the effects of circuit parameters. The drift compensation technique adopted
in this prototype exploits the proportionality of the MAC result to the conductance ratio
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gji/gREF. Indeed, the drift of a generic cell conductance has been proven to follow the
power law [37]:

g(t) = g0

(
t
t0

)−α

, (2)

where g0 is the conductance at an arbitrary initial time t0, and α is the device drift coefficient,
which is positive and cell-to-cell variable. The drift coefficient of the ratio gji/gREF is
therefore reduced to (αji − αREF), so that its drift is partially compensated. At the circuit
level, to compensate the drop in value of the stored conductances, the gREF conductance
modulates the value of each TONi according to its own drift [21].

(a) (b)

Figure 1. (a) AIMC testchip structure, composed of the AIMC unit and the ePCM. The former,
interfaced to the ePCM array main bit lines (MBLs), executes one-step MAC operations, whose analog
value is represented by VOUT voltage. (b) Measured normalized MAC outputs after programming
(t0); after 2 h (t1) and 18 h (t2) at room temperature; and after an additional 24 h bake at 90 °C (t3).
Top and bottom plots report measures without and with drift compensation, respectively.

The performance of the drift compensation technique adopted in this prototype can
be observed in the experimental results shown in Figure 1b, where a set of 450 cells has
been programmed with a dedicated iterative algorithm [23] with three different target
conductance levels gT with a normalized tolerance ∆ = 0.05. Then, the single weights
gji/gREF have been observed setting all but the i-th inputs to 0, whereas xi was chosen equal
to its maximum value. This operation was repeated for all 450 cells after 2 and 18 h from the
programming time. Then, the prototype was baked for 24 h at 90 °C in a controlled climate
chamber to accelerate the cells’ drift phenomena [38] and measurements were repeated
at room temperature. The selected setups enable the testing of the compensation strategy
under the effect of severe drift, highlighting how circuit performance can be preserved by
its use. In the top plot of Figure 1b, a constant test conductance was employed as gREF
(i.e., no drift compensation was adopted), whereas the bottom plot shows the effect of
using a drifting PCM device as a reference cell, highlighting its beneficial effect on the cell
set evolution.

2.2. Modeling the Conductance Variability

Using the approach proposed in [39] as a reference, numerical models describing both
the programming variability and the conductance drift over time have been constructed
from a larger set of measurements, collected for 32 different target conductances. The algo-
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rithm employed to program each PCM cell has been proposed in [23], and it is conceived to
grant a large number of programmable values with a SET-Staircase (SSC) pulse sequence, as
well as reduce the effect of drift through the application of appropriate high-amplitude SET
and RESET pulses at the beginning of the programming procedure. The batches of devices,
programmed to different target conductances, have been characterized immediately after
programming and then following the drift-induced variations. Statistical summaries of the
relevant quantities were been computed, namely the standard deviation of the program-
ming spread and both the mean and standard deviations for the drift-induced conductance
difference g(t)− g(t0).

Figure 2 shows numerical fits of the statistical summaries, over the available (normal-
ized) conductance range. Standard deviations, both for the programmed conductances and
the drift-induced spread, are described by

σ(g) = σ0 + σ1 tanh(g/γ0) . (3)

Conversely, the mean drift µ(g) trend was described by polynomials of degree 3. A
least squares fit using the Levenberg–Marquardt algorithm was used to find the param-
eters σ0, σ1 and γ0 and the polynomial coefficients for each one of the four setups (after
programming, and after 2, 18 h and after additional 24 h bake) being considered (as in [39]).
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Figure 2. (a) Absolute (top) and relative (bottom) standard deviation of the programmed conductance
values, as a function of the normalized target conductance. (b) Statistical characterization of the cell
drift for uncompensated and (c) compensated cells.

The programming spread shows an initial growth trend, saturating in the right-half of
the domain. The upper bound on the spread is implicitly enforced by the programming
algorithm, which ensures that the conductances will lie within the specified distance ∆ from
the target value gT , and hence, the saturated behavior observed in Figure 2a. Conversely,
the bottom plot of Figure 2a highlights how the decrease in standard deviation does not
balance the decrease in nominal target conductance leading to an increase in their ratio.

The drift data in Figure 2b,c show how the hardware compensation obtained by the
introduction of the conductance ratio gji/gREF is able to significantly reduce the mean
component of the drift by up to one order of magnitude, at the cost of a wider spread. For
the models to be truly reliable and representative of the properties of the technology, the
characterization should be extended across different chips, temperatures and operating
conditions. The limited data currently available give hints towards the performance
obtainable under the considered test setup.
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3. Compressed Sensing Reconstruction

Compressed Sensing [40,41] is a technique that combines both signal acquisition and
compression through low-complexity linear encoding that can be represented by a matrix-
vector product. The incurred cost is a complex decoding phase, which requires the solution
of minimization problem to recover the original signal. For it to be applicable, CS requires
the n-dimensional signal x ∈ Rn to be sparse in a suitable vector space, with basis D ∈ Rn×n.
The representation of x under D, ξ ∈ Rn, with ξ = DTx, is k-sparse if only k � n of its
values are significantly non-null. The acquisition procedure requires the computation of m
measurements, y1, . . . , ym, with m� n, such that:

yj =
n

∑
i=1

ajixj (j = 1, . . . , m) , (4)

with aji suitable weights. In matrix form, the encoding operation becomes:

y = Ax , (5)

where A = [aji] is called the sensing or acquisition matrix.
General results exist with the possibility of exact signal recovery [28,40], prescribing

the solution of a non-convex minimization problem that looks for the sparsest x̂ that
generates the observed measurements y:

x̂ = D · argminξ |ξ|0
s.t. ADξ = y .

(6)

where | · |0 is the `0 pseudonorm counting the number of nonzero elements in its argument.
Although the general theory of CS was developed for sensing matrices with Gaussian
i.i.d. entries, it has been shown [42] that negligible performance degradation incurs when
sub-Gaussian distributions are applied, having only few discrete levels.

3.1. Acquisition Matrix Implementation

In general, the correct reconstruction of the original signal requires the exact knowl-
edge of y and A. In reality, however, y will be corrupted by noise, so that the encoder output
will be y + ε. Moreover, the sensing matrix weights, as implemented in a PCM-based en-
coder, will show both programming variability and conductance drift. In the following, we
will mainly be concerned with the issues caused by an uncertain A, neglecting additional
noise terms on the signals. In this work only binary matrices will be used, whose entries
are either 0 or 1. The two states are mapped to the low conductivity (RESET) and the high
conductivity (SET) states of the PCM cells, respectively, so that a direct relationship between
the PCM implementation of the sensing matrix and reconstruction accuracy obtained by
the different decoder algorithms can be investigated.

Let us refer to the physical implementation of the ideal sensing matrix A as G = [gji],
as shown in Figure 3. Zeroes in A will be implemented by PCM cells in the RESET state
(i.e., the most resistive state), for which it is reasonable to assume that gji = 0, (i.e., an ideal
zero). This assumption is motivated by the ability to program cells in RESET state, whose
conductance can be several orders of magnitude below the SET state [19]. Conversely, the
nonzero values in A are represented by PCMs in a properly selected SET state, such that

gji = gT + ∆gp + ∆gd(∆t) , (7)

where ∆gp and ∆gd are the programming and drift-induced variabilities, respectively, and
gT is the nominal target conductance. The programming variability is a zero-mean normal
distribution whose standard deviation σp(g) is the one depicted in Figure 2a and described
by (3). The drift term is instead a Gaussian with a mean value µd(g, ∆t) and a standard
deviation of σd(g, ∆t), as shown in Figure 2b for the solution without drift compensation,
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and in Figure 2c when using drift compensation. The mean component is a degree-3
polynomial function of the input, while the standard deviation is still described by (3),
although using a different set of parameters. In accordance with the experimental behavior
of the employed PCM cells of Figure 2b,c, both the mean value and standard deviation of
∆gd depend on the cell initial conductance g and on the considered time interval ∆t after
the programming procedure.

Figure 3. Block diagram describing an elementary CS acquisition chain with a 2× 4 PCM-based
sensing matrix. The encoder implements the ideal, binary sensing matrix with devices exhibiting both
programming variability and drift over time, as described by (7). The decoder knows the nominal
conductance and an approximation of the mean drift component.

3.2. Reconstruction Algorithms

A wide variety of techniques have been proposed for the solution of the optimization
problem in (6). A brief introduction on the algorithms employed in this work is given here.

SPGL1 [29] solves the basis pursuit denoising problem by recasting it as a root-finding
for an equivalent nonlinear equation. In doing so, it administers the trade-off between the
least-squares fit characterizing the constraints in (6) and the |ξ|1 as an alternative objective
function representing a good proxy of the sparsity-level of ξ.

The Orthogonal Matching Pursuit (OMP) is a greedy, iterative algorithm for sparse
approximation. At each iteration, it looks for the component of the product AD which
best explains the measurements. Given a sparsity-level k for the family of input signals
being acquired, it completes at most k iterations, making it extremely fast. The variant
used in this work is the generalized OMP (GOMP), which selects more than one vector in
each iteration, thus reducing the computational complexity and making the decoder more
robust to measurement non-idealities [31].

Generalized Approximate Message Passing (GAMP) is based on the concept of Be-
lief Propagation, whereby the posterior distribution for each ξi is updated based on the
observations. This allows flexibility in the selection of prior models on both x and the
measurement process. In the case of the uniform standard deviation of the sensing matrix
weights A, it performs at a level comparable to its variants specifically designed to manage
sensing matrix uncertainties [33], and hence relies on its non-specialized implementation.

Although, SPGL1 is designed to find the optimal solution for (6), we expect lower
performances if compared with those that could be obtained by means of both GOMP and
GAMP since they possess the capabilities to manage the sources of non-idealities in the
computation of y.

4. Experimental Validation

A simulated performance evaluation, based on the experimental results of Section 2,
was run on 1000 signal instances, sparse in the Discrete Cosine Transform basis, with
n = 256, k = 26 and a high-pass spectral profile, and 1000 binary sensing matrices, with
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20% nonzero elements. A compression ratio equal to 2 was selected, consequently, m = 128.
The performance metric considered is the Reconstruction SNR (RSNR), defined as:

RSNR = SNR(x, x̂) = 20 log
‖x‖2
‖x− x̂‖2

(8)

Each decoder requires knowledge of the sensing matrix being applied to the input at
the encoder. However, in accordance with (7), the only information truly available is the
target conductances gT used to implement the nonzero elements of A. Here, we consider
also having reliable information on the mean component of the drift µd(g, ∆t), as a result
of the application of the hardware compensation scheme presented in Section 2. This
additional information is provided to the decoder to explore the performance obtained
after some time from the original programming of the analog array. A more general
characterization of the drift effect (i.e., without considering any compensation technique)
would require the inclusion of additional information to be provided to the decoder, such
as PCM device technology, chip-to-chip variations and real-time working temperature,
whose effects can be attenuated through the implementation of the compensation scheme.
The hardware compensation is therefore expected to provide a more robust and extensive
model of the drift phenomena.

Conversely, the reconstructor is unaware of the individual spread introduced by both
the programming procedure and drift-induced spreads. As a consequence, each element in
a given realization of the sensing matrix used at the decoder is identical, being either a true
zero or a conductance gT whose value has drifted over time by means of an estimation of
µd(gT , ∆t).

All algorithms were tested in a Python environment, using the spgl1
(https://spgl1.readthedocs.io/en/latest/ (accessed on 30 November 2022)), and magni [43]
libraries, the latter including an implementation of the GAMP decoder. The GOMP al-
gorithm was constructed from an existing implementation of OMP (https://github.com/
davebiagioni/pyomp (accessed on 30 November 2022)). The SPGL1 decoder requires a
parameter σ representing the expected measurement error. For each target conductance
being tested, σ was computed by encoding a batch of inputs with the perturbed and ideal
sensing matrices, computing the norm of the difference and then averaging across the
batch. The GAMP decoder instead requires an estimate of the input channel properties,
namely the mean and variance of the nonzero components in the sparse representation of
the inputs. Moreover, an estimate of the variance of the measurement noise is needed for
the output channel model.

To explore the trade-offs involved in a PCM-based CS system, both in terms of per-
formance and energy consumption, three normalized target conductances were selected,
namely 0.1, 0.4 and 0.7, to represent the nonzero values in the binary matrix. These values,
which are highlighted in Figure 2 as vertical dotted lines, have been identified to highlight
the different behavior of low-, medium- or high-conductances, observing the trade-off to
be managed in the entirety of the available conductance range. At the lowest conductance,
one observes the smallest programming spread, as well as small variability induced by the
drift. However, in relative terms, this represents the worst case scenario. Conversely, at the
highest conductance, PCM devices show the best properties, in terms of relative spread, at
the cost of an increased energy consumption, both in the programming phase and in the
computation procedure.

4.1. Effects of the Programming Variability

Firstly, the reconstruction performance is evaluated considering the programmed PCM
cells in t0. Hence, the nonzero elements in G are implemented by

gji = gT + ∆gp(gT) , (9)

with the decoder only being aware of the nominal value gT .

https://spgl1.readthedocs.io/en/latest/
https://github.com/davebiagioni/pyomp
https://github.com/davebiagioni/pyomp
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The behavior of the relative standard deviation of the programming spread immedi-
ately maps to the reconstruction performance observed in Figure 4a for the three target
conductances being tested. Increasing gT decreases the spread in relative terms and leads
to better performance, although with increasingly less benefits, as summarized in Figure 4b.

Figure 4. (a) Performance of different reconstruction algorithms under the sensing matrix uncertainty
introduced by different levels of target conductance. (b) Comparison of the median RSNR extracted
from (a). (c) GAMP reconstruction accuracy versus encoding energy. The crosses highlight the mean
energy and mean RSNR points in each cloud. The energy axis was normalized with respect to the
mean value of the gT = 0.4 setup. According to (10), the normalized encoding energy is proportional
to the total current employed in each MAC operation.

From the standpoint of the reconstruction algorithms, GAMP is the most suitable
decoder under any circumstance. Strikingly, the performance of GOMP, which is unaware
of the properties of the input or output channels, is extremely close, with <2 dB degradation
compared to GAMP which, however, requires a much lower computational complexity
and faster decoding times.

In relation to the encoding energy, Figure 4c shows that the additional energy cost
incurred with larger conductances does not result in a proportional gain in performance,
even when using the best performing decoder being tested, i.e., GAMP. This leads to a
trade-off between the desired average reconstruction accuracy, which is already >30 dB
for gT = 0.4 and the energy expenditure at the encoder. Indeed, the energy consumption
associated with a specific choice of target conductance is proportional to the whole current
absorbed by the AIMC unit. Accordingly, considering the contribution of PCM cells only,
the total current ITOTj required in the j-th MAC computation of (4) can be described using
the well-known Ohm’s law:

ITOTj = VREF

n

∑
i=1

gji = VREFNONj gT (j = 1, . . . , m) , (10)

where gji has been assumed equal to gT , according to (9), and NONj is the number of cells
in the SET state of the j-th computation. Therefore, the total energy required to execute a
single MAC operation, involved in the encoding phase of the CS algorithm, can be assumed
proportional to the target conductance. Figure 4c confirms that the energy scales linearly
with conductance, as the point clouds are equispaced along the energy axis for equidistant
conductance values gT . At the same time, the figure highlights the decreasing benefits in
terms of reconstruction quality obtained by higher values of target conductance.
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4.2. Effects of Drift

Let us now include the drift of the conductance for PCM devices when the hard-
ware compensation scheme is employed. In this setup, the nonzero elements in G are
implemented by

gji = gpji + ∆gd(gpji , ∆t) , (11)

where gpji = gT + ∆gp(gT) represents the perturbed conductance after programming. The
decoder knows gT and an approximation of the mean component of ∆gd, i.e., its mean
value µd(gT , ∆t), assumed to be well characterized and therefore predictable. Note that
the drift at the decoder is evaluated at gT instead of gpji , leading to a residual mismatch
in the representation of the sensing matrix due to the finite (but tunable) precision of the
programming algorithm. In case uncompensated PCM devices were employed, whose
conductance drop would be up to one order of magnitude larger, as shown in Figure 2,
the CS reconstruction performance would dramatically decrease, along with considerable
modeling-related issues. In any case, the only significant effect being evaluated here is
provided by the spread components of programming and drift.

The simulation results are observed in Figure 5, where only the results for the GAMP
and GOMP decoders are shown, which are the most relevant. Notice how the curves
associated with different drift setups have very limited degradation, notwithstanding the
extreme conditions being tested. Indeed, the loss in median performance observed with the
GAMP decoder, from 2 h to the end of the bake, is limited to 2.3 dB for both the gT = 0.7
and gT = 0.4 setups.

Figure 5. Reconstruction performance for different drift setups: after 2 h, after 18 h and after a
24-h bake at 90 °C. Results are shown for different target conductances, employing the hardware
compensation scheme and the (a) GAMP and (b) GOMP decoders.

As a reference example, the application in [35] identifies 21 dB and 34 dB RSNR
levels as the reference thresholds for signal reconstruction quality. Considering the results
obtained after the programming procedure of Figure 4a, the lowest threshold is achieved by
both the GAMP and GOMP decoders with gT = 0.4 or 0.7, whereas the highest threshold is
only reached by GAMP when using gT = 0.7. Including then the drift effects, as depicted
in Figure 5, the GAMP algorithm is able to preserve a 21 dB RSNR only for gT = 0.7.
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5. Conclusions

The paper analyzed the robustness of current Compressed Sensing decoders against
the variability observed on an Analog In-Memory Computing prototype based on a Phase
Change Memory (PCM) IP. Computational models of the programming variability and
drift-induced spread, based on experimental characterization of PCM-based Multiply-and-
Accumulate (MAC) operations, have been used to test the robustness of CS reconstruction
and the effectiveness of a hardware drift compensation solution. Simulations on synthetic
signals, sparse in the DCT domain, show the need for decoding algorithms aware of the
variability of the encoding sensing matrix. Its implementation with higher conductance
values results in better performance, by limiting the relative effect of the programming
and drift-induced spread, though at the cost of an increased energy consumption. The
average Reconstruction Signal-to-Noise Ratio (RSNR) achieved with mid-range conduc-
tances is >30 dB after programming when using the GAMP decoder. Under the effects of
drift, the hardware compensation proves beneficial by stabilizing the performance within
2.3 dB, from 2 h after programming, even under the extremely unfavorable conditions of a
24 h bake.
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