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Practical Anonymization for Data Streams:
z-anonymity and relation with k-anonymity
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Politecnico di Torino, Corso Duca degli Abruzzi, 24, Torino 10129, Italy

Martino Trevisan

University of Trieste, Piazzale Europa, 1, 34127 Trieste TS, Italy

Abstract

With the advent of big data and the emergence of data markets, preserving
individuals’ privacy has become of utmost importance. The classical response
to this need is anonymization, i.e., sanitizing the information that, directly or
indirectly, can allow users’ re-identification. Among the various approaches,
k-anonymity provides a simple and easy-to-understand protection. However,
k-anonymity is challenging to achieve in a continuous stream of data and scales
poorly when the number of attributes becomes high.

In this paper, we study a novel anonymization property called z-anonymity
that we explicitly design to deal with data streams, i.e., where the decision to
publish a given attribute (atomic information) is made in real time. The idea
at the base of z-anonymity is to release such attribute about a user only if at
least z − 1 other users have exposed the same attribute in a past time window.
Depending on the value of z, the output stream results k-anonymized with a
certain probability. To this end, we present a probabilistic model to map the
z-anonymity into the k-anonymity property. The model is not only helpful in
studying the z-anonymity property, but also general enough to evaluate the
probability of achieving k-anonymity in data streams, resulting in a generic
contribution.

Keywords: Anonymization, data streams, scalability, zero delay, k-anonymity.

1. Introduction

Big data have opened new opportunities to collect, store, process and, most
of all, monetize data. This has created tension with privacy, especially regarding
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information about individuals. For this, legislators have introduced privacy laws
to regulate the data collection and market, with notable examples of the General
Data Protection Regulation (GDPR) [1] in EU, or the California Consumer
Privacy Act (CCPA) [2] in the US.

Anonymization, i.e., generalizing or removing identifying data of individu-
als, is the classical approach to publish personal information. Thanks to this,
Privacy-Preserving Data Publishing (PPDP) has gained attention in the last
decade [3]. The birth of data markets, where buyers can access extensive data
about individuals, has brought even more attention to the area. In this context,
the PIMCity project1 aims at exploring practical solutions to create transpar-
ent online data marketplaces, and this paper is part of our effort to develop
practical strategies for anonymization.

Removing the users’ identifiers (name, social security number, phone num-
ber, etc.) is insufficient to make a dataset anonymous. Indeed, an attacker
can link users’ apparently harmless attributes (such as gender, zip code, date
of birth, etc.) called quasi-identifiers (QIs) to some external knowledge. With
that, the attacker can re-identify the person and thus gain access to other sen-
sible information available in the dataset (disease, income, etc.) – called sensi-
tive attributes (SAs) [4]. Famous is the de-anonymization of the Netflix public
dataset [5] based on the exploitation of QIs.

Researchers have defined several properties that data should satisfy to avoid
re-identification, among which the k-anonymity [6], or k-anon for short, has
become popular. It imposes that every user’s released piece of information (a
record) should correspond to at least k − 1 other users, i.e., there are at least
k−1 other users with the same record. k-anon is conceived for tabular and static
data; in other words, the dataset must be completely available at anonymiza-
tion time. Researchers have proposed extensions to a streaming scenario, where
continuously incoming records are accumulated, processed in batches, and re-
leased after an unavoidable delay [7]. However, for specific applications, it is
fundamental to avoid any processing delay. For example, when it is unfeasible to
store data for a long time (e.g., for network packets [8]); or for location history,
if a real-time (but anonymous) stream shall be used for mobility optimization,
e.g., suggesting a free parking spot or the least congested route.

This paper studies the novel anonymization property called z-anonymity, or
z-anon for short, that we previously introduced in [8] in the context of Internet
traffic analysis. z-anon specifically targets the data stream scenario, aiming to
guarantee zero-delay release of data (hence the z instead of k). We suppose
to receive a raw stream of data in which users’ attributes arrive as they are
generated. For instance, a new transaction on their credit card, a new position
of their car, or a new website they visit. These attributes are QIs, and may
allow users’ re-identification. To prevent this, a new attribute is released only if
it was exposed by at least z−1 other individuals in the past window ∆t. z-anon
is weaker than k-anonymity since it cannot guarantee that at least k − 1 users

1https://www.pimcity-h2020.eu/
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present the same combinations of QIs. In this paper, we present a probabilistic
model to map z- into k-anon properties. We find out that z can be tuned
to provide k-anon with the desired probability. We first study the impact of
scenario (number of users, number of attributes) and system parameters (z, ∆t)
considering a homogeneous and uniform case. Then we relax some assumptions
of the model, considering the case of classes of users with different interests or
activity levels.

There are various examples of application of z-anon. For instance, we have
originally proposed it for internet traffic analysis, where high-speed passive mon-
itors process packets that contain QIs (e.g., hostnames of visited websites) in
real time [8]. Similarly, the users’ browsing history, credit card history, and
location history offer rich information that companies may want to access as
quickly as possible.

This paper is an extended version of our previous work [9]. In this new
version, we improve the model and propose an approximation technique to scale
computation. We also extend it to handle classes of users, which now results
generic and can be used to evaluate the probability of achieving k-anonymity
property in data streams. Finally, we quantify the information loss resulting
from anonymization, which we measure with the entropy concept as derived
from the Information Theory [10].

In the remainder of the paper, after presenting the related work (Section 2),
we formalize the z-anon property and present an algorithm to enforce it effi-
ciently and in real-time (Section 3). We then propose a probabilistic model to
derive k-anon properties from z-anonymized streams (Section 4). In Section 5,
we study the impact of the z-anon parameters and system characteristics. We
then extend our model to handle different classes of users (Section 6). Finally,
we discuss the limitations of our approach, future research direction and draw
the conclusions (Section 7). In Appendix A, we detail the implementation and
the complexity of the algorithm, in Appendix B we describe an approximation
to efficiently use the model in practice, in Appendix C we compare the results
obtained by the model to the simulation ones.

2. Related work

The problem of providing anonymization guarantees to streaming datasets
has arisen with increasing attention to PPDP. Most current solutions work with
the concept of data batches, i.e., the incoming data are first accumulated, then
processed, and finally released with a sizeable delay. Researchers have proposed
several approaches during the years that we summarize in the following.

When working with batches or microbatches, popular approaches aim at
guaranteeing k-anon independently in each batch. Here, popular solutions are
based on trees [11–13] or clustering [7, 14–17]. The rationale behind them
is roughly the same: firstly load the incoming records into a structure and
secondly release tuples for which k-anon is achieved. For instance, authors of [18]
design a solution in four steps: cluster arriving tuples, evaluate a noisy centroid
for each cluster, control the cluster size to manage concept drifts, and finally
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release the tuples for those clusters where k-anon is verified. Delay is inevitable
with clusters needing to accumulate more data before the release. Authors
of [19] modify the attributes to steer a microaggregation process. Tuples are not
published as is, but they are first aggregated into clusters, whose only centroid is
published. The proposal in [20] uses instead a sliding window approach, where
tuples are processed to achieve anonymization using a noisy function. Again,
data is released only after a window of time.

Other works design approaches based on perturbation. Authors of [21] pro-
pose to perturb the output stream as follows. When a user exposes a sensitive
attribute, the system publishes l − 1 different sensitive attributes so that the
attacker can find the actual one with a probability 1/l. Authors of [22] also pro-
pose to replace incoming tuples with sensitive-value sets. To build appropriate
sets, they introduce the concepts of semantic and sensitivity diversity. These two
techniques allow zero-delay anonymization, but the output streams are largely
modified by the perturbation, creating scalability issues too. Furthermore, no
guarantees are provided that the resulting release is k-anonymized.

Considering suppression and generalization, authors of [23] propose two algo-
rithms to avoid a correlation analysis from transaction items. They use a sliding
window approach and aim to provide the data in the current window as output,
after guaranteeing it meets privacy constraints. Again, data is published as a
continuous stream, but only after one delay window. At last, researchers have
spent some efforts to reduce and factor the cost of the delay: Authors of [12]
include the delay in the concept of output quality, with a trade-off between data
quality and batch size.

To the best of our knowledge, however, only [21] and [22] target the zero-
delay goal. In [21], input streams are anonymized immediately with counterfeit
values. In [22], m−1 random sensitive attributes are published with the original
one. Our goal is instead to publish only actual attributes, suppressing those that
could allow users re-identification. Here, we present a model that allows one to
link the properties of z-anon to k-anon. None of the previous works provides any
means to reach this. This work extends our previous one [9] by refining the z-
anon model, introducing the case in which different classes of users coexist, and
quantifying the information loss. We present a thorough analysis of the impact
of scenario and system parameters. Our model is now general and allows one to
evaluate the k-anonymity probability in data streams, as well as the information
loss due to the anonymization process.

3. z-anonymity: anonymization for data streams

3.1. The z-anonymity property

We suppose to operate with data streams, where we continuously receive
observations that associate users with attributes. We define an observation as
a tuple (t, u, a), indicating that, at time t, the user u exposes the attribute a
from a catalog of attributes A. Attributes can be related to whatever field: a
visit to a web page, a purchase, a GPS location, etc.
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Here, we assume every attribute a ∈ A is a quasi-identifier. That is, in the
stream there are no sensitive attributes – i.e., attributes that contain private
information, but cannot bring to re-identification of the user. The users are
completely described by the set of quasi identifiers A.

We want to keep private those values of attributes associated with small
groups of users, which could ease the re-identification. As presented in [8], we
define the property of z-private attribute as follows:

Definition 1. An attribute a is z-private at time t if it is exposed by less than
z users in the past ∆t time interval.

Notice that the same attribute a can be both z-private and not z-private for
different t. If the anonymized dataset hides all z-private attributes, it achieves
z-anon.

Definition 2. A stream of observations is z-anonymized if it does not contain
z-private attributes at any t, given z and ∆t.

In other words, the attributes that are associated with less than z users in the
past ∆t shall be removed or replaced with an empty identifier. The goal is to
prevent rare attributes from being published, thus reducing the possibility of
an attacker to re-identify a user. In the following, we show how it is possible to
achieve z-anon in real time efficiently.

We exemplify a mechanism to enforce z-anon in Figure 1, while the details
of the algorithm and the best-suited data structures to deploy it are discussed
in Appendix A. Assume z = 3. At time t0 user u0 is the first to expose
the attribute a0. The attribute a0 is z-private at time t0, hence it shall be
obfuscated. Still, the information that u0 exposed the attribute a0 shows its
effects for a time equal to ∆t. At time t1, user u1 also exposes a0. Since
the number of observations in ∆t is still smaller than 3, this observation is
not released. At time t2 user u0 re-exposes a0, extending the lifetime of the
observation, but not changing the number of unique users having exposed a0.
At time t3, user u2 exposes a0, making the total users in the past ∆t equal
to 3. Thus the attribute a0 is not z-private at time t3 and the observation
(t3, u2, a0) can be be released. At time t1 + ∆t the attribute a0 related to user
u1 expires, hence the total user count decreases back to 2. The same happens
when u0 observation expires (at t2 + ∆t), so that when u3 exposes a0 at t4 the
observation can no more be released.

z and ∆t are parameters that can be tuned to achieve the desired trade-
off between data utility and privacy. Therefore, z-anon can be adapted to the
needs of the desired use case. A large z and a small ∆t result in the majority of
attributes to be anonymized, while a small z and a large ∆t allow rare values
to be possibly released.

The ∆t parameter can be set based on how often the system administrator
randomizes the identifiers of users – such that a user u is no more related to
the same identifier after a time period ∆t: its choice may depend on several
aspects, such as the nature of the application, the input stream rate, the system
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Figure 1: A graphical example of z-anon concept with z = 3: a tuple is released only if at
least other z − 1 = 2 different users have exposed the same attribute in the previous ∆t.

memory (the larger ∆t, the larger the memory requirement to store the users’
information), and so on.

Notice that z-anon considers individual attributes, not on their combina-
tions, as for the k-anon property. Hence, it is interesting to study which guar-
antees the z-anon algorithm offers in a global perspective, i.e., which guarantees
it is possible to give on the privacy properties in terms of k-anon of the output.
We study this relationship between z-anon and k-anon in Section 4.

3.2. Modeling z-anonymity

To fully understand the effect of applying z-anon, we model the input data
stream as a stochastic process and we show how anonymization modifies it. The
code implementing the model is available at [24], while we describe the algorithm
to achieve z-anon in Appendix A. Table 1 summarizes the terminology we use
throughout the following sections.

3.2.1. Modeling the data stream

We consider a system in which a set of U users can access the catalog A of
attributes. Let U = |U| and A = |A|. Users generate a stream of information,
exposing in real-time the attribute they have just accessed. The system collects
tuples in the form (t, u, a), i.e., at time t, the user u ∈ U exposes the attribute
a ∈ A.

For now, we assume that users are homogeneous and generate independent
tuples, so that the probability of exposing a specific tuple depends only on a.
We will relax this assumption by considering classes of users in Section 6. We
assume any user u exposes the attribute a according to a homogeneous Poisson
process with rate λa. Hence, the number of times a user exposes the attribute
a in a time period ∆t is modeled as a Poisson distributed random variable Ra
with parameter λa ·∆t, i.e., Ra ∼ Poisson(λa ·∆t).
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Table 1: Terminology used to model z-anon and k-anon.

U , U Set and number of users
A, A Set and number of attributes
∆t The time interval length used for evaluating z-anon
λa Exposing rate for attribute a

Ra
Random variable counting number of times a user
exposes attribute a in ∆t. Ra ∼ Poisson(λa ·∆t)

Xa
Random variable representing whether a user exposes
attribute a in ∆t. Xa ∼ Bernoulli(pXa )

Oa
Random variable representing whether a tuple (t, u, a)
is published when exposed. Oa ∼ Bernoulli(pOa )

Ya
Random variable representing whether a user published
at least once attribute a in ∆t. Ya ∼ Bernoulli(pYa )

Y Set of random variables {Ya}a∈A. Y ∼ Bernoulli(py)

Qy
Random variable representing the number of users u ∈ U
with the same realization y in ∆T . Qy ∼ Binomial(U − 1, py)

pk−anon Probability that a realization of Y satisfies k-anon property

Table 2: The default values used for the model.

Variable Default Value
U 1 000
A 20
λar 0.2 / r
z 150
k 2

∆t 12

In our analyses, we assume a small set of popular attributes and a large
tail of infrequent ones. This allows us to represent systems where users are
more likely to expose top-ranked attributes, but there exist a large catalog,
a condition which is often observed in real-world systems that are governed
by power-law distributions [25]. The usability of the model does not depend
on these assumption, which are just considered to match several real-world
scenarios. As such, we choose that the λa for all attributes follows a power law
in function of their rank. Let us suppose attributes are sorted by rank, where the
most popular attribute is a1 and the least popular aA. In the implementations
we will show, we impose λa1 = 0.2 and set the remaining λa as the power-law
function λar = 0.2/r, where r is the rank of attribute ar. The default parameters
used in this article are collected in Table 2.2

We denote as Xa the random variable describing whether a user exposed at
least once the attribute a in a time interval ∆t. Xa assumes value 1 if the user ex-
poses a in ∆t, 0 otherwise. We note that, by construction, Xa ∼ Bernoulli(pXa ),
where pXa denotes the probability that a user has exposed attribute a, at least
once, in the past ∆t. It is straightforward to compute pXa given λa and ∆t as:

2We change the default parameter values from [9] to limit the computational complexity
induced by the new model. See Appendix B for a discussion of model scalability.
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pXa = P [Ra ≥ 1] = 1− P [Ra = 0] = 1− exp(−λa ·∆t) (1)

Notice that the different attributes are independent and pXa is not a distribu-
tion probability mass function, hence the sum of pXa over a ∈ A can be different
from 1.

3.2.2. Applying z-anon

We show how a stream of data modeled as above appears after being z-
anonymized. Under z-anon, z-private attributes at time t are not released.
Here, we define the indicator random variable Oa associated to the event that
the exposed tuple (t, u, a) is published, whose probability of occurring is denoted
with pOa . (t, u, a) is published if a is not z-private at time t.

pOa = P [Oa = 1] = P

 ∑
v∈U\u

Xa ≥ z − 1

 (2)

Given our assumption of independence and homogeneity across the users, we
are summing up U−1 independent and identically distributed random variables,
which are distributed as Xa. Note that we exclude user u, since we are checking
the z-anon conditionally over the tuple (t, u, a). Hence the current user is already
involved by construction.

Since Xa is a Bernoulli with success probability pXa , its sum, which is Bi-
nomially distributed, counts the number of occurrences in a sequence of U − 1
independent experiments,

∑
v∈U\uXa ∼ Binomial(U − 1, pXa ).

Starting from Equation 2 and using the probability mass function of the
Binomial distribution we can derive pOa as:

pOa = 1−
z−2∑
i=0

(
U − 1

i

)(
pXa
)i (

1− pXa
)U−1−i

(3)

Similarly to Equation 1, we denote as Ya the random variable describing
whether a user published at least once the attribute a in a time interval ∆t.
Again, Ya ∼ Bernoulli(pYa ), where pYa is simply:

pYa = P [Xa = 1] · P [Oa = 1] = pXa · pOa
The set of random variables describing the presence or absence for all the

possible attributes a ∈ A for a user is denoted as Y = {Ya}a∈A. The attacker
will not know the random variable Y , and will observe only realizations of it.
Let us denote as ya a realization of the random variable Ya and as y = {ya}a∈A
a realization of the random variable Y .
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Figure 2: The probability pYa for a user to publish attribute a in ∆t.

3.2.3. Impact on released data

We now qualitatively show the effect of applying z-anon on the released data
stream. In this experiment, we set A = 1 000 and U = 1 000. We suppose the
popularity of attributes follows a power law, with λar = 0.2/r, where r is the
attribute rank.

We study the probability of observing the attribute a in a ∆t, for a given
user, in both the original and released data. Figure 2 shows pYa in function of
the attribute rank. The blue solid line represents the probability of observing an
attribute in case z = 1, i.e., no anonymization (pYa = pXa ). The curve appears as
a straight line, representing a power law on the log-log plot. When enabling z-
anon (z > 1), we notice that the probability of observing uncommon attributes
abruptly decreases with an evident knee. For example, if we observe the curve
for z = 100 (green dashed line in the figure), already the 13th-ranked attribute is
released with a probability below 10−6, while it appears on the original stream
with probability 10−1. A higher z moves the knee of the curve closer to the
top-ranked attributes.

Conversely, increasing the number of users U increases the lowest-ranked
attributes probability to be published (with more users in the system, it is
easier to satisfy the z threshold). This would move to the right the curves’
knee. We discuss the impact of U later in Section 5.4.

In summary, the figure shows how z-anon prevents uncommon attributes
from being released. Indeed, those attributes are released only when enough
users are exposing them, hence only for popular attributes. In the following,
we propose a probabilistic model to study how a z-anonymized data stream can
result in a k-anonymized dataset with controllable probability.
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4. Modeling k-anonymity

We now study the relationship between the z-anon and k-anon properties.
Intuitively, z-anon ensures that each published value of an attribute a has been
exposed at least by z users in the past time interval, while, with k-anon, any
given record (i.e., the combinations of all user’s attributes) must appear in the
published data at least k times. With high-dimensional data, the set of attribute
combinations becomes extremely large, thus making k-anon tricky to guarantee.
Here we show that, with a proper choice of z, it is possible to release data in
which user results k -anonymized.

4.1. Getting to k-anon

Given a specific realization y of a user, our goal is to derive the probability
to observe at least other k − 1 users in U having the same realization y. If this
happens, the user is k-anonymized.

Recall that we assume attributes to be independent. Thus each realization
y = {ya}a∈A happens with a probability py, which results to be:

py =
∏
a∈A

[
ya · pYa + (1− ya) · (1− pYa )

]
. (4)

For any realization y, the random variable representing the number of users
with the same realization in the users’ set (which we can model as Qy) is
described by a Binomial distribution with parameters U − 1 and py: Qy ∼
Binomial(U − 1, py).

From the point of view of an external observer which only accesses the pri-
vatized stream, a user has thus a probability of being k-anonymized which can
be retrieved from the law of the total probabilities:

pk−anon =
∑
y

1−
k−2∑
j=0

P [Qy = j]

 · py. (5)

In Equation 5, the probability for a user of finding at least k− 1 other users
with the same y is evaluated as the opposite of finding up to k− 2 users. Then,
we average this quantity over all the possible realizations of the random variable
Y , summing over all the y and multiplying by the respective py to obtain the
final pk−anon.

It is worth noticing that the cardinality of the possible realization set expo-
nentially depends on the number of attributes A. In Appendix B, we discuss
how to manage the model computational issue deriving from this, introducing
a model approximation technique.

In summary, our model describes the probability that a data stream under-
going z-anon results in a dataset which respects the k-anon property. Although
we can only provide probabilistic guarantees on the k-anonymization of the re-
leased data, our model allows one to study and control this probability as a
function of the parameters.
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Moreover, note that, even with no z-anon in place (i.e., z = 1), the model
provides a general way to evaluate the probability of a data stream being k-
anonymized in a transaction dataset with U users and a catalog of A attributes.

An analysis on the model results as compared to simulation ones is provided
in Section 5.1 and Appendix C.

4.2. Modeling Information loss

Applying z-anon to an input stream decreases the amount of information
the output stream carries with respect to the original non-anonymized stream.
There is a trade-off between data privacy and data usability: if no anonymization
is in place, the information provided by the final dataset will be maximum. On
the other hand, if the data are anonymized, privacy is protected but information
is lost in the process.

Here we consider the entropy as a measure of the amount of information
a dataset contains. This metric derives from Information Theory [10], which
defines the information brought by the occurrence of a symbol among a set of
possible symbols by knowing the probability of such symbol to appear.

In our case, each symbol is a possible realization of Y . We can hence use
Equation 4 to compute the amount of information of the release, by evaluating
its entropy as:

I = −
∑
y

py log(py). (6)

By using Equation 6, it is also possible to evaluate the information loss
caused by anonymizing a data stream, which can be computed as the difference
between the information of the non-anonymized stream and the information of
the anonymized one.

5. Comparing z-anonymity and k-anonymity

In the following, we use our model to show the impact of the system pa-
rameters on the z-anon and k-anon properties. Our model provides pk−anon as
a function of the scenario (U,A, λ) and system parameters (z, k,∆t, which are
under our control). As such, this function provides the probability a generic
user is k-anonymized in the released data. In the following analyses, where not
otherwise noted, we use the parameters listed in Table 2.

5.1. The impact of z

We first focus on the impact of z. In Figure 3, we report how different
values of z result in different probabilities for a given user to be k-anonymized
– and compare the results to the simulation ones. Different lines correspond to
different values of k. The larger is z, the higher is pk−anon. Focusing on k = 2
(blue solid line), pk−anon increases starting from z = 100. With z = 250, the
probability of finding at least a user with an identical set of released attributes is
already 0.8. When z > 350, pk−anon approaches 1, giving the almost certainty
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Figure 3: pk−anon changing z, for different k values. Exact model results and 10 iterations
simulation averages are reported.

that the whole release is k-anonymized (with k = 2). For k = 3, 4 (orange
and blue line, respectively), pk−anon exhibits a similar behaviour, with pk−anon
decreasing when increasing k, as it becomes harder to find k identical users by
chance. In summary, one can tune z to enforce a desired k and pk−anon on the
released data.

Figure 3 also shows a comparison between the model and the result of simula-
tions with the same parameters. To obtain the dashed lines (i.e., the simulation
results), ten simulation are performed, with different seeds. For each of them,
we evaluate pk−anon for k = 2, 3, 4 and average the outcomes over all the simula-
tions. The dashed lines and the corresponding solid ones follow the same trend
and match almost perfectly - the differences being caused by the small number
of simulation performed. This result also validates the essential correctness of
the model: Appendix C provides more details on the simulation process and
on its adherence to the model results.

5.2. The impact of ∆t

The second design parameter one must set is ∆t, the time window on which
z-anon runs. In Figure 4, we show how pk−anon varies while increasing ∆t,
with different values of k. Intuitively, the larger the time period, the lower
the probability of a user being k-anonymized. A large time window allows
also unpopular attributes to satisfy the z-anon property and be published, thus
decreasing the pk−anon. Conversely, with a narrow time window, only the most
popular attributes result non z-private, with a positive effect on pk−anon. In
summary, ∆t is another way for tuning the fraction of z-private attributes, with
a direct impact on the k-anon of the released data. Since the effects of tuning z
and ∆t are interchangeable, from now on we will focus on z, knowing that acting
on ∆t would have an analogous effect. Note also that the choice of ∆t impacts
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Figure 4: pk−anon changing ∆t, for different k values.

also the system memory and data structure size. As such, one would choose ∆t
on the specific use case, and regulate z for reaching the desired privacy level.

5.3. The impact of A

Then, we study the impact of the size of the catalog of attributes A = |A|.
In Figure 5a we show how the probability pk−anon of a user being k-anonymized
varies with A through the impact of z-anon. We consider a system where only
the top A ranked attributes exist. As such, by increasing A, we add more and
more infrequent attributes. Intuitively, a large number of attributes makes it
hard to find users with the same output realization y. However, with z-anon,
the catalog size results limited and thus it plays a marginal role (see Figure 2),
and, as such, infrequent attributes are rarely published.

In Figure 5a, pk−anon starts at 1, when few attributes are present, and the
number of their possible combinations is low. When A increases, less frequent
attributes start to appear. The possible combinations of attributes explode
exponentially. With z = 1, i.e., no z-anon in place, the probability of finding
identical users rapidly goes to 0. Enabling z-anon, we prevent rare attributes
from being released, thus limiting the number of combinations – see dashed
lines.

Figure 5b shows the effect of the number of attributes on the entropy of the
resulting dataset as defined in Equation 6, for different values of z. The entropy
increases with the number of attributes A. If the attributes were equally prob-
able (uniform distribution), the entropy will scale linearly with A. However,
given the power law of attributes, the increase is sub-linear. Applying z-anon
to the input data stream limits the growth of the entropy, preventing the ap-
pearance of infrequent combinations. Since least-likely attributes are protected
by z-anon, they will not be published and will not add information to the final
dataset. Therefore, the entropy tends to converge with higher A. The higher
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Figure 5: The impact of A.

z, the fewer the released information. In other words, by tuning z (or ∆t), it is
possible to regulate the amount of information in the released data.

5.4. The impact of U

We now study how the number of users U impacts their probability to appear
k-anonymized in the released data. In Figure 6a, we show how pk−anon varies
when increasing U , for different values of z. We notice the concurrence of two
effects: first, with low values of U , even a small z ensures that users are k-
anonymized, as rare realization have few chances to appear. Increasing the
number of users leads to a decrease of pk−anon. This happens because the large
number of users causes even less-popular attributes to overcome the z threshold,
hence increasing the number of possible combinations and, thus, decreasing
pk−anon. At a certain point (depending on z) all the attributes are likely to be
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Figure 6: The impact of U on pk−anon.
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published, and a second effect steps in: adding new users, each combination has
a higher probability of appearing more than once, thus improving pk−anon.

To prevent pk−anon from decreasing with a large U , we now suppose we set
z proportional with U . In Figure 6b, we show pk−anon with increasing number
of users (bottom x-axis) and, consequently, increasing z (top x-axis), as we set
z = U/25. Focusing on the solid blue line (k = 2), we notice how pk−anon grows
with U , reaching values close to 1 with very large U (notice the log x-scale).
With a higher k (dashed lines), the pk−anon is only shifted to larger values of U .
The figure shows that a large U leads to better guarantees of k-anon as far as z
is set proportionally. As such, it is fundamental to consider the number of users
in the system to properly set the z-anon parameters and, in turn, successfully
achieve k-anon. Conversely, if z does not grow with U , performance guarantees
worsen (see Figure 6a).

6. Extension to user classes

The model we presented in Section 3.2 relies on the assumptions that the
user activity rate is constant over time (i.e., it follows a homogeneous Poisson
Process), their behaviour is independent (i.e., users’ interactions do not depend
one on the other), and homogeneous (i.e., every user acts in the same way). In
this section, we relax the last assumption, introducing the concept of classes of
users. We assume that C classes exist and that each user belongs to one and
one only class c ∈ {1, ..., C}. Users in the same class behave homogeneously and
potentially differently from those of other classes.

We consequently extend our model to consider the dependence on the class
c of the user we are considering. In the notation, we will add the subscript of
the class c to variables and probabilities. Hence, in each class c, there are Uc
users.

The attribute exposing rate now depends on the user’s class, thus λa,c. Con-
sequently, pXa,c is the probability a user in c exposes a in ∆t. Let pOa,c be the
probability that this attribute a satisfies the z-anon constraint. This probability
requires a different computation since it depends on the class c of the user and
on users in other classes. The z-anon constraint is satisfied if there are at least
z − 1 other users, among all classes, that have exposed a in the past ∆t. This
can be written as in Equation 3 as the complementary event where the users
exposing a do not add up to z − 1.

To this end, we have to find all the possible combinations of users in the
different classes exposing a. By denoting as ni ∈ {0, . . . , Ui} the number of
users of class i that have exposed a given attribute a in the previous ∆t, we can
define the set C(z) of C-uples, whose sum does not exceed z − 2:

C(z) =

{
(n1, . . . , nC) :

C∑
i=1

ni ≤ z − 2

}

Then:
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pOa,c = 1−
∑

(n1,...,nC)∈C(z)

(
C∏
i=1

P [Bi,c,a = ni]

)
,

where Bi,c,a ∼ Binomial(Ui − δi,c, pXa,c) is the random variable representing
the number of users in class i that have exposed a in the previous ∆t. We
remove one user when considering the same class c through the Kronecker delta
δi,c, as we already imposed that such user is exposing a.

Consequently, pYa,c is the probability a user in c publishes at least once a in
∆t, and py,c is the probability a user in c has the realization y = {ya}a∈A.

Finally, extending pk−anon to pk−anon,c requires a few steps. Similar to
what happens in pOa,c the probability for a user of being k-anonymized depends
on whether it is possible to find in the release at least k − 1 other users with
the same realization – regardless of the class they belong to. We can reuse the
definition of C, now with parameter k, i.e., C(k). Then, the probability for a
user in class c of being k-anonymized follows:

pk−anon,c =∑
y


1−

∑
(n1,...,nC)∈C(k)

(
C∏
i=1

P [Qi,c,y = ni]

) · py,c
,

where Qi,c,y ∼ Binomial(Ui − δi,c, py,i) is the random variable representing
the number of users in class i with the same realization of attributes y in the
previous ∆t as our target user.

In the following, we explore two use cases considering two classes:

• Classes of activity: users belonging to one class are more active than users
belonging to the other one;

• Classes of interest: users in different classes have different interests.

6.1. Classes of activity

In this scenario, users of the first class are more active than users of the
second class. We define as λa,2/λa,1 the level of imbalance between classes. To
provide a fair comparison, we want the overall average exposition rate λa to
remain constant. This is verified if the following condition is satisfied:

U1 · λa,1 + U2 · λa,2 = (U1 + U2) · λa,
where λa is the overall exposing rate of the users in U for a. Recall that

U1 and U2 define respectively the number of users belonging to class 1 and the
number of users belonging to class 2.

From the z-anon point of view, when λa,2 << λa,1, this results in users of
class 2 exposing few attributes, while the majority comes from users of class 1.
Overall, this implies that the “active” population is reduced, thus less tuples
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Figure 7: pk−anon with classes of activity (z = 50, U1 = 500, U2 = 500).

(t, u, a) can be published. This in turn will increase the probability of a user
being k-anonymous. Figure 7 shows this effect showing pk−anon,1, pk−anon,2 and
the resulting overall pk−anon. The x-axis is log scale, and, as such, the Figure
appears symmetric with respect to λa,2/λa,1 = 1. Users are likely not to expose
any attribute for the least active class, with thus a high probability of being
k-anonymized. Conversely, pk−anon decreases for the most active class, as its
users are more active to compensate for the inactive users. Overall, the figure
shows that pk−anon benefits when the classes are strongly unbalanced (green
dashed line). Conversely, the more similar the class rates become, the more the
situation gets close to the single-class scenario. Indeed, when λa,2/λa,1 = 1, the
pk−anon value reaches the same value shown in Figure 3.

6.2. Classes of interest

We consider a second use-case, where users belonging to one class are in-
terested in a set of attributes, while the other users are interested in another
set.

One possibility is to divide the attributes into two groups, for which the two
classes of users have different interest, which we model with a different proba-
bility of publishing such attribute. We create two groups of attributes: recalling
that λar is the exposing rate of attribute a in position r in the popularity rank,
we assign attributes in even positions of the rank to one group, and attributes in
odd positions to the other group. Then, we assign the first group of attributes a
rate η ·λar , η ∈ [0, 1] to the first class of users; and (1−η)·λar to the second class
of users. Conversely, we assign the second group of attributes a rate (1−η) ·λar
to the first class of users, and a rate η · λar to the second class of users. Ta-
ble 3 formalizes the scenario of the example. If η = 0.5, the two classes become
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λar,1 λar,2
Even attributes {ar : r = 2k, k ∈ N} η · λar (1− η) · λar
Odd attributes {ar : r = 2k + 1, k ∈ N} (1− η) · λar η · λar

Table 3: Attributes rates for different classes of interest used in the example.
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Figure 8: pk−anon with classes of interest (z = 50, U1 = 500, U2 = 500).

the same and, consequently, we obtain the same pk−anon as for the single-class
scenario. We define class separation as the difference η − (1− η) = 2η − 1.

In Figure 8, we show how pk−anon varies with different class separation val-
ues. Similarly to the previous use case, splitting the users into classes increases
the k-anon probability. In this case, though, both classes benefit from class
separation. Increasing the class separation has the twofold effect of i) reducing
the number of attributes that a user is likely to expose and ii) generating two
dissimilar groups of users. As such, we conclude that a scenario where multiple
groups of users that expose different attributes eases the achievement of k-anon.

As shown if Figure 5, the greater the pk−anon, the lower the entropy of the
released information. Although we do not present the figures for the sake of
brevity, the case with classes of users follow the same principle. Where the
classes are highly imbalanced in terms of either interest or activity (and the
pk−anon is larger) the quantity of information of the output decreases.

7. Discussion and Conclusions

In this paper, we studied z-anon, a novel anonymization property for data
streams. It operates with high dimensional data, organized in transactions
(atomic information about users) and with the constraint of zero-delay process-
ing. The idea at the base of z-anon is to hide z-private attributes, i.e., those
associated with less than z − 1 other users in the past ∆t, which an attacker
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could use for re-identification. A data stream undergoing z-anon is immediately
available with zero delay to the consumer.

z-anon only prevents users’ re-identification for an attacker that leverages
an uncommon attribute. It is designed uniquely to avoid such kind of re-
identification. Therefore it does not consider other types of privacy attacks,
e.g., targeting the timing or order at which users’ attributes appear in the data
stream. Moreover, z-anon does not consider combinations of z-anonymized at-
tributes, treating them independently. Here, we provide a probabilistic model
that shows that users can also be k-anonymized with a controllable probability
even if an attacker knows the entire set of released attributes. With this, we
offer guidelines to tune the system parameters and guarantee k-anon. As a side
achievement, the model can also provide the probability of a user in a set be-
ing k-anonymized, according to the distribution probabilities of the attributes
– whether z-anon is in place or not. We are aware that k-anon is a limited
privacy property, and more sophisticated alternatives exist (notably l-diversity,
t-closeness, and differential privacy); nonetheless, it is the most popular and
easy-to-understand one, thus comparing z-anon to it is the most obvious choice.

In this context, our model allows the data curator to understand the prop-
erties of the released data and manage the trade-off between privacy and data
utility. Notice that the model needs to know the statistical properties of the
data stream, namely U , A, λa. Those can be directly estimated from the data
in case they are unknown. Once U , A, λa have been estimated, the data curator
can select the appropriate values of ∆t and z parameters to obtain a target k.
In case the stream is not stationary, this process shall be repeated over time.

Our results pave the way towards manifold research directions. First, our
probabilistic model can be employed not only to assess how z-anon results into k-
anon, but also to dynamically adjust z to achieve a desired k-anon. Moreover, we
only considered blurring z-private attributes. Alternatively, we could generalize
the attributes to pass the z-threshold. Furthermore, we argue that we can
achieve better data utility while avoiding users’ re-identification even if some
z-private items are released. This can be obtained by introducing perturbations
in the released data, e.g., by inserting noise in the data stream or modifying
some of the associations between users and attributes, as done in [22, 23].

z-anon is weaker than k-anon, as it independently operates on users’ at-
tributes without considering their combination. Here, we provided a model to
evaluate the probability of users being k-anonymized, with the z-anon filter in
place. Within this, the data curator can tune the trade-off between privacy
and data utility. We used our model to study the impact of the scenario, such
as the number and frequency of attributes or the size of the user base. The
model supports heterogeneous users, divided into classes, and we show that
an inherent differentiation among the users positively impacts obtaining the k-
anon. Although we are well aware of the k-anon flaws in terms of privacy, we
chose to compare z-anon to it to provide a wide-known, simple-to-understand
benchmark.
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Appendix A. Implementation and complexity

Our goal is to design an algorithm to achieve z-anon which satisfies the
following requirements:

• Zero delay: the anonymization property should be achieved without in-
troducing a delay in publishing the anonymized stream. In other words,
we want to make an atomic decision. All approaches based on the pro-
cessing of batches of observations are not applicable, as they need to store
and process the entire batch before the release.

• Efficient algorithm for high dimensional data: the anonymization
property shall be achieved with an efficient algorithm, allowing the deploy-
ment at high speed and large volume of data with off-the-shelf computing
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capabilities. It is important to carefully build an algorithm working with
efficient data structures to obtain the necessary information as quickly as
possible. Moreover, users might expose a large set of attributes, whose
number is not known a priori.

The algorithm we propose generalizes the approach presented in our previous
work [8]: the attributes a are stored as a hash table H, with linked lists to
manage collisions. Each value H(a) in the hash table contains three elements:

• metadata about a;

• a Least Recently Used list LRUa of tuples (t, u);

• a hash table Va to track the users that exposed a.

The idea is to minimize the time spent searching into the data structures,
therefore reducing the memory accesses. By assuming that the number of at-
tributes a is one order of magnitude smaller than the hash structure dimension,
collisions are infrequent, and consequently, the total computational cost is O(1)
for each incoming observation.

The H(a)’s metadata include the counter ca and the reference for the LRUa

first and last attribute. Referring to Algorithm 1, once an observation (t, u, a)
arrives, the value a should be inserted in the hash table, if not already present
(lines 2-6), otherwise an update should be performed (lines 7-16). The hash
value is calculated and the access to the table is done in O(1).

If the user u exposes an attribute a for the first time in the previous ∆t, the
user u is inserted into Va in O(1), ca is increased by one and the tuple (t, u) is
inserted on top of the LRUa in O(1) thanks to the aforementioned references
(lines 8-11). If u was already present in Va and in LRUa with value (t′, u), we
replace t′ with t and the tuple (t, u) is moved on the top of the LRUa. Again
all is done in O(1) (lines 12-14).

Last, to evict old entries and consequently decrease ca, we traverse the LRU
in reverse order: we remove each tuple (t′, u′) where t′ < t−∆t, and we decrease
ca accordingly (lines 18-22). At last, if ca ≥ z the observation (t, f(t, u), a)
is released (lines 23-24). The f(t, u) needs an explanation: every ∆t, users’
identifiers are rotated, such that the ID related to a user u at a time t0 will
no more be related to u at t0 + ∆t. The user identifiers thus depend on the
time at which the tuple is published; the attacker will not be able to track the
behaviour of the same user after a ∆t.

Notice that k-anon has been proved [26] to be an NP-Hard problem. Dif-
ferently, z-anon property can be achieved for each observation with O(1) com-
plexity with properly sized hash-tables. Implementation proposed in [8] allows
to manage in real time a 40 Gbit/s stream with common hardware. As part of
the PIMCity project, we provide also a Python library to let interested users to
adopt z-anon [27].
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Algorithm 1 Pseudo code of the algorithm to achieve z-anon.

1: Input: (t, u, a)
2: if a /∈ H then
3: H ← H∪ a //new attribute: insert it for the first time
4: Va ← {u} //insert new user u
5: LRUa ← (t, u)
6: ca = 1
7: else
8: if u /∈ Va then
9: Va ← Va ∪ {u} //insert new user u

10: ca ← ca + 1 //add new user
11: LRUa ← (t, u)
12: else
13: (t′, u)← (t, u) //update timestamp of user u
14: move (t, u) on top of LRUa

15: end if
16: end if
17: //Always evict old users
18: for ((t′, u′) = last(LRUa); t′ < t−∆t; (t′, u′)=next) do
19: remove (t′, u′) from LRUa

20: remove (u′) from Va
21: ca ← ca − 1
22: end for
23: if (ca ≥ z) then
24: OUTPUT (t, f(u, t), a)
25: end if

Appendix B. Model approximation

As it emerges from Equation 5, the evaluation of pk−anon depends on the
number of possible realizations y of Y . In a configuration with A binary at-
tributes, there are 2A of such possible realizations, and their enumeration repre-
sents a computational bottleneck. In the following, we propose an approxima-
tion strategy to make the computation of Equation 5 practical. We introduce
two parameters, θ1 and θ2. The first operates to limit the number of attributes
to consider. The second limits the number of realizations to evaluate. The ra-
tionale is that many realizations have usually a negligible probability to happen,
allowing us to neglect them while keeping unchanged the model accuracy.

Effective attributes

Focus first on θ1. Here we leverage the typically heavy-tailed nature of
attribute popularity. Intuitively, the least-popular ones will be so rare that
no realization y would contain them. z-anon will exacerbate this, since it will
further decrease the publications of such unpopular attributes.

Let the effective attributes be those we expect to be exposed at least by θ1

user in ∆T . Let Aeff ≤ A be their number. Considering the expected value,
we have that an attribute a is effective if E[U · pYa ] ≥ θ1, from which pYa ≥ θ1/U.
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We can filter those attributes for which pYa < θ1/U. In a nutshell, we discard
all realizations where non-effective attributes appear and, thus, reduce their
number from 2A to 2Aeff .

Effective realizations

Even the realizations derived from the 2Aeff attributes may not all be worth
an evaluation in Equation 5. We thus design an algorithm to reduce the number
of realizations to consider, by enumerating the most likely ones and discarding
the rarest ones. To this end, we organize all the possible realizations in a tree.
Let the root realization be y0. We show a toy example in Figure B.9, for three
effective attributes (Aeff = 3), and use it as a running example. The root node
(y0) holds the most probable realization. Hence, y0 = {ya}a∈A, where:

ya =

{
1, if pYa ≥ 0.5

0, otherwise.
(B.1)

In our example, pYa < 0.5,∀a, and the most probable realization is [0, 0, 0]. y0

has three child nodes, each obtained by changing a single attribute. We arrange
the children from the most probable to the least probable. The probability of
these realizations depends on the distance of pYa′ to the 0.5 threshold, where
a′ is the attribute to change. For instance, take attributes a1, a2 and a3. Let
pYa1 = 0.49, pYa2 = 0.1 and pYa3 = 0.001. a1 will have a much larger probability
of having value 1 than a2 and a3: the probability of the child node with the
parent’s a1 being 1 will be larger than the one of the child with a2 or a3 set to 1.
In a nutshell, we sort the attributes by their probability of changing from their
most likely state, i.e., by |pYa − 0.5|. Here, |pY0 − 0.5| ≤ |pY1 − 0.5| ≤ |pY2 − 0.5|.

We repeat the procedure recursively on all child nodes, building the three
with the depth-first search strategy. When we examine a node, we exclude those
realizations already present on parents or siblings. In the example, consider the
y1 node. In this case, the first attribute cannot be modified again, and y1 has
only two children, y11 and y12. Similarly, when we land on y2, we cannot obtain
a child by changing the first attribute, as this realization will have been already
covered in the sibling y1.

We formalize the properties of the realization tree as follows:

• The probability of a parent realization is always greater than the proba-
bility of its children.

• The probabilities of siblings’ realizations decrease from the most-probable-
to-change to the least-probable-to-change.

These two properties allow us to adopt an efficient strategy to neglect un-
likely realizations: given a node, its children and siblings on the right side have a
lower or equal occurrence probability. Thus, we can efficiently prune the tree: if
a node in the tree has a probability to be observed below a threshold, we prune
all its children and rightmost siblings, returning to the parent and speeding up
the computation.
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Figure B.9: An example of the realization tree. We assume that the changing probability
decreases from the leftmost attribute to the rightmost one.

To set this threshold, we start from the probability of a realization in a sce-
nario where all the pYa are equally probable – hence, all the realizations appear
with the same probability: 1/2Aeff . We thus set the threshold to θ2 · 1/2Aeff ,
where θ2 allows one to tune the trade-off between execution speed and model
accuracy. Indeed, if the threshold is too high, not enough realizations will be
considered, and the model will significantly differ from the true value. Con-
versely, with a low threshold, a multitude of potentially negligible realizations
must be evaluated.

Notice that it is easy to recognize a poor choice of θ2, by summing the prob-
ability of considered realizations (those belonging to the three after pruning),
and imposing it to be at least – for instance – 0.98. In other words, we impose
that: ∑

y:py≥ θ2

2
Aeff

py ≥ 0.98 (B.2)

In our experiments, we use a greedy algorithm to find θ2 such that Equation
B.2 holds.

Appendix C. Model validation

To assess the validity of the model, we compare its results with those ob-
tained by simulating the z-anon mechanism. To perform the simulation, we
randomly generated an input trace that emulates a stream of tuples (t, u, a),
with U = 1 000, A = 20, λar = 0.2/r. We then process the input trace via the z-
anon mechanism, as described in Algorithm 1. At last, we collect the published
tuples and evaluate the fraction of the 1000 users that result 2-anonymized as
an estimate of pk−anon.

In Figure C.10, we compare the results of the simulation with those of the
model, considering both the exact and the approximated version. The complete
list of scenario parameters is available in Table 2.

In Figure C.10, each point represents the pk−anon as obtained by each sim-
ulation, each with a different seed. The solid blue line indicates the average
of the simulations while the solid orange and green lines report the estimation
obtained by the exact and the approximated model, respectively. The last two
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Figure C.10: The pk−anon as evaluated by differently-seeded simulations, compared with the
model results.

return the same result. The average pk−anon of the simulation results is within
0.005 from the exact model one, with a standard deviation of 0.04, indicated in
Figure C.10 as a vertical red bar.

It is worth noting that for simulation we take care of discarding the initial
transient of duration ∆t, during which the system starts accumulating observa-
tions, with no eviction happening.
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