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ABSTRACT
Edge computing is an emerging technology for present and next
generation mobile networks, which, unlike the cloud, can meet the
low latency or bandwidth consumption requirements of time- and
mission-critical services. One essential component of edge comput-
ing is service virtualization, with each service being often defined
as a set of virtual functions implemented through containers.

This talk introduces the main scientific challenges in microser-
vice deployment and management at the edge, including microser-
vice interference avoidance, migration, and retention. Specifically,
interference among microservices arises whenever the associated
containers run on the same server and, hence, compete for memory
resources, even if they are allocated dedicated cores. Such inter-
ference can lead to severe throughput degradation, thus harming
the microservices performance [1]. Microservice migration is in-
stead pivotal to continuously meeting low-latency requirements, as
users or devices move from one access point to another [2]. Char-
acterizing container migration is therefore critical for guaranteeing
that the expected QoE is ensured, while minimizing the migration
cost for the system. Finally, microservice retention becomes rele-
vant in the presence of serverless computing platforms that can
launch multiple isolated containers to fulfill service requests by
mobile users. The creation of a new container implementing a mi-
croservice may require fetching the corresponding image from the
remote repository and fetching and loading essential libraries and
dependencies before executing the actual function. This long delay
involved in the initialization setup is known as cold-start latency,
which represents one of the main performance issues faced by the
serverless computing platforms [3]. Reducing the cold-start latency
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is a hard task due to the infrequent function invocations and their
unpredictable patterns.

For each of these aspects, we present possible approaches and
solutions, providing interesting insights obtained through exper-
imental measurements, as well as highlighting how such aspects
can be conveniently modelled.
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