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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract  

The powder bed preheating before melting is a distinctive manufacturing step of the Electron Beam Melting (EBM) process. 
During preheating slight sintering occurs and small necks are formed between neighbouring particles.  The necks improve the 
heat transfer and the powder bed strength allowing a reduction of supports structures and the neutralisation of the so-called 
smoke. However, preheating may represent over 50% of the total production time. This work investigates the major strategies in 
literature for preheating phase optimisation and proposes a numerical simulation approach to evaluate the neck growth and the 
corresponding sintering level.  
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1. Introduction 

Preheating is a characteristic step that distinguishes Electron 
Beam Melting (EBM) from other metal Additive 
Manufacturing (AM) techniques [1]. This step precedes the 
melting phase and aims to partially sinter the powder bed. 
During the sintering phase, small necks are formed between 
adjacent powder particles [2]. The sintering degree needs to be 
precisely controlled to prevent pushing phenomena, also 
known as “smoke” [3]. This effect may be generated by the 
accumulation of negative electrostatic charges [4] or the 
momentum transferred by the electrons greater than the weight 
of powder particles [5]. The sintering increases the apparent 
weight of powder bed particles and the electric conductivity, 
allowing a better dispersion of negative charges. The sintering 
increases also the thermal conductivity of the powder bed [2], 
which is beneficial to keep a uniform temperature, avoid high 
thermal gradient between the melt pool and the surrounding 
and allow a faster dissipation of thermal energy generated 
during the melting of overhanging structures [6]. The 

preheating of the powder bed before the melting, together with 
the initial heating of the build platform before starting the 
whole process and the vacuum environment [1], create the hot 
working environment that characterises the EBM process. Both 
the build platform and the powder bed heating aim to achieve 
gradually a specific temperature, that is related to the material 
processed. 

The effective production begins after achieving the right 
chamber pressure (10-3 Pa [7]) and the build platform 
temperature [8]. For each layer and until the entire part is 
completed, a layer of powder is distributed on the build 
platform by a rake system and it is preheated by a series of 
passages of a defocused electron beam at high current and 
speed [1] in two steps: preheating one and preheating two with 
the aims above mentioned. During preheating one, the electron 
beam scans an area corresponding to the maximum rectangular 
area which includes all the components.  During preheating 
two, the preheating takes place in a smaller area corresponding 
to an offset of the section to be melted [9]. After melting, a 
further post-heating step may take place using the same 
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increases also the thermal conductivity of the powder bed [2], 
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and allow a faster dissipation of thermal energy generated 
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preheating of the powder bed before the melting, together with 
the initial heating of the build platform before starting the 
whole process and the vacuum environment [1], create the hot 
working environment that characterises the EBM process. Both 
the build platform and the powder bed heating aim to achieve 
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The effective production begins after achieving the right 
chamber pressure (10-3 Pa [7]) and the build platform 
temperature [8]. For each layer and until the entire part is 
completed, a layer of powder is distributed on the build 
platform by a rake system and it is preheated by a series of 
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speed [1] in two steps: preheating one and preheating two with 
the aims above mentioned. During preheating one, the electron 
beam scans an area corresponding to the maximum rectangular 
area which includes all the components.  During preheating 
two, the preheating takes place in a smaller area corresponding 
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parameters of preheating two on the same area of preheating 
one. Each production step is controlled by a specific set of 
parameters, that are fine-tuned according to the material and 
the powder characteristics. As regard preheating, the sintering 
degree of the powder is defined by the following main process 
parameters: the beam speed, the beam current, the number of 
scan repetitions and the distance between adjacent scanned 
lines [10]. In particular, keeping constant the other process 
parameters, the scan repetitions establish the powder bed 
temperature and therefore the sintering degree. The process 
setting is identified empirically by performing a single job 
without melted parts in which the preheating parameters are 
initially adjusted until no smoke phenomenon occurs when the 
electrons hit the powder particles. Then, the parameters are 
changed to produce a certain level of sintering. At the end of 
this job, a technician evaluates the sintering degree observing 
the strength of the powder bed. Since, often, the time to preheat 
the powder is much longer than the melting, also the time 
required to perform the preheating step is kept under 
consideration during the optimisation. The preheating 
parameters are set therefore as trade-off between a specific 
degree of sintering which is achieved in the shortest time 
possible.  

Since the empirical nature of this approach, the procedure is 
time-consuming, expensive and the results are strictly related 
to the technician capabilities to judge the quality of the 
preheating. Because of that often, further optimizations of this 
phase are required during the real job to increase the level of 
sintering or to reduce the time to perform the preheating of the 
layer. Despite this tuning operation, often the time to perform 
the preheating plus the post-heating phase is ten times longer 
than the melting phase.  

A numerical simulation is a powerful tool for optimizing the 
production process and identify the so-called production 
window [11]. The use of numerical simulation allows the 
reduction of uncertainty margins and the costs related to the 
process development. In the case of complex processes, such 
as EBM, process simulation could also help to better 
understand the physical phenomena that occur, since the 
difficulty to access the build chamber during the process and 
acquire productions data with external sensors [12]. The power 
of this approach is demonstrated by a large number of models 
at different scales and accuracy levels [13] available in the 
literature to simulate the melting phase of the EBM process. 
Most of the models assumed the preheated powder bed as a 
continuum. Material properties of the powder such as the 
density, thermal conductivity or specific heat are modelled as 
dependent on corresponding bulk material linearly [14] or non-
linearly [12,13,15,16]. Other studies attempted to analyze the 
material properties experimentally by producing samples of 
sintered powder [17,18]. Leung et al. [17] produced cylindrical 
specimens that contain sintered powder particles and scanned 
the samples with X-ray computed tomography, to evaluate the 
degree of sintering and the properties of the sintered powder. 
Gong and Chou [18] analysed a sample of sintered powder 
taken from an edge of the powder cake and a sample of powder 
contained in a hollowed cylinder. A stereomicroscope was 
adopted to characterise the degree of sintering. However, for 
both studies, the results are strictly related to the specific 

material and process conditions. The model proposed by 
Körner et al. [19] overcame the issues associated with the 
powder properties, considered a powder-to-powder modelling 
approach. The preheating step and its effect on the powder bed 
before the melting step were neglected. Overall, the simulation 
models remain centred on the melting step only. Despite the 
preheating step and its effect on powder particles are the base 
of the EBM process, that aspect lacks investigation and reliable 
methods are still required. 

This work provides an overview of the current state of the 
art of sintering and preheating simulations. A modification of 
the traditional approach is presented to provide a viable 
alternative to simulate the sintering phenomenon that occurs 
during the preheating step of the EBM process. A comparison 
between the conventional and the proposed models is shown.  

2. Literature review 

Sintering is an ancient technique empirically adopted to 
process ceramic materials and metals. During sintering, 
particles bond together by mass transport mechanisms at an 
atomic scale forming solid objects [20]. Atom diffusion is 
activated by thermal energy and driven by a reduction of the 
free energy of the system [21]. The temperature, the pressure, 
the size and the shape of the particles, the atmosphere and the 
chemical composition are the main parameters that influence 
the sintering. According to these factors, different diffusion 
mechanisms can act. Volume diffusion from different sources 
(DV), grain boundary diffusion (DGB), viscous flow (η), surface 
diffusion (Ds) and vapour diffusion (DVap) [22] are the principal 
diffusion mechanisms. Fig. 1 depicts the diffusion mechanisms 
and the respective source of atoms. The neck radius (X) and the 
particle diameter (D) are also showed. These diffusion 
mechanisms at the base of the traditional sintering are also 
equivalent to the ones during the preheating phase. The 
significant difference is the scope of the sintering. While the 
objective of traditional sintering is to obtain a high-density 
component with a high sintering rate, in EBM, the sintering 
aims only to give the proper stability to the powder bed [10]. 
Because of that, in the traditional manufacturing processes such 
as powder metallurgy, pressure is applied to compact the 
powder particles and the sintering process may require hours to 
achieve the desired degree of density[23]. 

 

Fig. 1. Diffusion mechanisms, with respective atom source and the main 
geometric dimensions. X is the neck radius and D is the particle diameter. 
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 Historically, most of the research about sintering has been 
focused on the experimental investigation on the final density 
and hardness of the obtained product [24,25]. Only between 
1945 to 1955, the research on sinter modelling became more 
structured [25]. Frenkel [26] proposed the first mathematical 
model, in which the sintering was investigated as a viscous 
flow that leads to a progressive bond between the powder 
particles. With some modifications and despite the diffusion or 
plastic flow and the influence of grain boundaries were 
neglected, this model is still currently adopted for the 
description of the neck growth. Kuczynski [27] proposed a 
mathematical model based on the viscous flow considering also 
surface diffusion and a mechanism similar to volume diffusion. 
However, even in this case, the grain boundary was neglected 
and the densification was not well described. These preliminary 
models were followed by quantitative models that investigated 
the influence of sintering conditions on the shrinkage and 
density of sintered components [28,29]. Kingery and Berg [30] 
developed a model for solid-state sintering that described also 
the influence of the particle size and the grain boundary and 
were able to converge the shrinkage phenomena to diffusion 
phenomena during sintering. Based on these models, during the 
seventies, new simulation approaches were developed [31] to 
account for more complex particles geometries and the 
coexistence of different diffusion mechanisms [22,32–34]. The 
idea to perform computer simulation of sintering arose in 1965 
with the work by Nichols and Mullins [35]. In that work, 
numerical simulations were performed for the sintering of 
spherical particles under surface diffusion mechanisms, while 
neglecting the grain boundaries. 

Today, the most adopted approaches to perform sintering 
simulations are Monte Carlo simulations and finite element 
(FE) modelling. While the first analyses different what-if 
scenarios [36] by a stochastic approach, the FE method 
considers the densification of powder particles under the effect 
of specific boundary conditions [37]. Because of the rather 
simple modelling, both approaches fail to correlate the 
influence of microstructural and diffusion characteristics on the 
consolidation mechanisms during the sintering of three-
dimensional powder particles. Additionally, those approaches 
cannot account for different complex diffusion mechanisms 
simultaneously [37]. An alternative numerical technique is 
phase-field modelling [38], in which is possible to consider the 
complex phenomena that contribute to the material 
densification and particles movement. Phase-field modelling 
was used for many application fields such as the simulation of 
the diffusion [39],  the solidification [40],  the solid-state phase 
transformation [41],  the grain growth [42], the translation of 
defects [43], crack propagation [44] and other applications 
[37]. The most relevant advantage of the phase-field approach 
is the description of the arbitrary microstructure evolution, 
without tracking the interface position or imposing any 
particular boundary condition [37].  

In phase-field models, the microstructural characteristics, 
both structural/compositional and the interface, are identified 
as phase-field variables [37]. These variables refer to specific 
physic parameters and assume well-defined values inside the 
boundaries of each particle. These values can change rapidly 
but smoothly along the boundaries of the particles or grains 

[37]. This characteristic is fundamental, as the interface of the 
particles is automatically described by the evolution of phase-
field variables [37]. The field variables can be distinguished in 
conserved and non-conserved. Conserved variables contain 
information about the local composition and describe 
characteristics as density or molar fraction [45]. Non-
conserved variables represent information about local structure 
and orientation. These variables may be used to distinguish 
among coexisting phases with different characteristics, or 
different grains or particles [45,46]. Changes in both conserved 
and non-conserved variables involve changes in the 
microstructure and properties of the considered system [37]. 
What drives the evolution in space and time of the variables is 
the reduction of the free energy of the system [37], which is 
built as a functional of the conserved and non-conserved 
variables. 

As regards the sintering which occurs during the EBM 
process, to the best of the authors’ knowledge, only one study 
has been performed [47]. The temperature applied to determine 
the sintering degree has been considered constant and the 
processing parameters and grain structure appeared 
insignificant. However, as above mentioned the temperature 
increases gradually first during the powder spreading and then 
by the subsequent beam passages during the preheating one and 
two. The effective sintering process during EBM and therefore 
the effect of the gradual increase of the temperature on the 
particles has been never considered in the literature.  

3. Methodology 

Since the power of the phase-field modelling in simulating 
the conventional sintering process, in this work, this approach 
is adopted and adapted to simulate the sintering phenomena 
that occur during the EBM process.  

In the phase-field method, the evolution of microstructure is 
given by the minimization of system free energy, expressed as: 

𝐹𝐹 = ∫ [𝑓𝑓(𝑐𝑐, 𝜂𝜂𝑖𝑖) +
1
2 𝑘𝑘𝑐𝑐|∇𝑐𝑐|

2 + 1
2∑ 𝑘𝑘𝜂𝜂𝑖𝑖|∇𝜂𝜂𝑖𝑖|2𝑖𝑖 ] 𝑑𝑑𝑑𝑑     (1) 

The term 𝑓𝑓(𝑐𝑐, 𝜂𝜂𝑖𝑖)  represents the bulk contribution of the 
free energy of the system, while the second and the third terms 
represent the excess of interfacial energy at the interface of the 
particle/void phase and the grain boundaries respectively [48]. 
Equation (1) is a function of the phase-field variables 𝑐𝑐 and 𝜂𝜂𝑖𝑖.  
𝑐𝑐  is the conserved field representing the concentration. It 
assumes a value of 1 inside the material and 0 outside the 
material. For this model, 𝑐𝑐 was considered as the density of the 
material. 𝜂𝜂𝑖𝑖  represents the non conserved field that describes 
the morphological evolution of the powder particles. It assumes 
a value of 1 inside the 𝑖𝑖𝑡𝑡ℎ particle and 0 elsewhere inside the 
simulation domain. 

The bulk contribution of the free energy was expressed in 
terms of phase-field variables according to Ref. [48]: 
𝑓𝑓(𝑐𝑐, 𝜂𝜂𝑖𝑖) = 𝐴𝐴𝑐𝑐2(1 − 𝑐𝑐)2 + 𝐵𝐵 [𝑐𝑐2 + 6(1 − 𝑐𝑐)∑ 𝜂𝜂𝑖𝑖2𝑖𝑖 −
4(2 − 𝑐𝑐)∑ 𝜂𝜂𝑖𝑖3𝑖𝑖 + 3(∑ 𝜂𝜂𝑖𝑖2𝑖𝑖 )2]    (3) 

A and B are coefficients strictly related to the material 
properties and were evaluated as: 
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𝐴𝐴 =
(12𝛾𝛾𝑠𝑠−7𝛾𝛾𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖)

𝛿𝛿 (4)

𝐵𝐵 =
𝛾𝛾𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖

𝛿𝛿 (5)
𝛾𝛾𝑠𝑠 and 𝛾𝛾𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 represent the surface energy of the particles and 
the grain boundary energy among the 𝑖𝑖𝑡𝑡ℎ and 𝑗𝑗𝑡𝑡ℎ particle, 
respectively. δ is the interface width, which was assumed 
equal to the grain boundary thickness. The gradient 
coefficients were calculated as follows: 
𝑘𝑘𝑐𝑐 = 3

4 𝛿𝛿 (2𝛾𝛾𝑠𝑠 − 𝛾𝛾𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖) (6)

𝑘𝑘𝜂𝜂𝑖𝑖 = 3
4 (𝛿𝛿𝛾𝛾𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖) (7)

The spatial and time evolution of the phase-field variables 
was described by different equations for the conserved 
variables and the non-conserved variables. Cahn-Hilliard (CH) 
equation has been used to describe the behavior of conserved 
variables, according to Ref. [49]: 
𝜕𝜕𝑐𝑐
𝜕𝜕𝑡𝑡 = 𝛻𝛻 (�̂�𝑀𝛻𝛻 𝛿𝛿𝛿𝛿

𝛿𝛿𝑐𝑐(𝑥𝑥,𝑡𝑡)) = 𝛻𝛻 (𝑀𝑀𝛻𝛻 (𝜕𝜕𝜕𝜕
𝜕𝜕𝑐𝑐 − 𝑘𝑘𝑐𝑐𝛻𝛻2𝑐𝑐))  (8) 

Where �̂�𝑀  is the concentration mobility tensor, x is the 
spatial position vector and t is the simulation time. The 
concentration mobility tensor was defined as: 
�̂�𝑀 = �̂�𝐷𝛺𝛺

𝑘𝑘𝑏𝑏𝑇𝑇 (9)
Where 𝛺𝛺 is the molar volume,  𝑘𝑘𝐺𝐺 is the Boltzmann constant 

and T is the temperature. �̂�𝐷 is the diffusivity tensors and was 
described in Equation (10), according to Ref. [48]: 
�̂�𝐷 = 𝐷𝐷𝑣𝑣𝑣𝑣𝑣𝑣𝜙𝜙𝑏𝑏(𝑐𝑐)𝐼𝐼 + 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠𝜕𝜕𝜙𝜙𝑠𝑠(𝑐𝑐)�̂�𝑇𝑠𝑠 + 𝐷𝐷𝐺𝐺𝐺𝐺 ∑ ∑ 𝜂𝜂𝑖𝑖𝜂𝜂𝑗𝑗𝑗𝑗𝑖𝑖 �̂�𝑇𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 (10)
Where 𝐼𝐼  represents the identity matrix; 𝜙𝜙𝑏𝑏(𝑐𝑐)  and 𝜙𝜙𝑠𝑠(𝑐𝑐)  are 
the interpolation functions, adopted to activate each diffusion 
mechanism in the corresponding area of interest and expressed 
by Equations (11) and (12); The three terms 𝐷𝐷𝑣𝑣𝑣𝑣𝑣𝑣 , 𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠𝜕𝜕  and 
𝐷𝐷𝐺𝐺𝐺𝐺  represent the volume, the surface and the grain boundary 
diffusion coefficients, respectively, and were calculated 
according to an Arrhenius-type equation such as Equation (13), 
in which 𝐷𝐷0  represent a constant specific for each diffusion 
mechanism and Q is the activation energy of that diffusion 
phenomena. Both values are strictly related to the simulated 
material.  𝑘𝑘𝐺𝐺 is the Boltzmann constant while T is the absolute 
temperature. �̂�𝑇𝑠𝑠 and �̂�𝑇𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖  are the projection tensors that specify 
the direction of surface and grain boundary diffusion, 
respectively. These tensors were calculated as gradients of the 
phase-field variables as expressed in Equations (14) and (15), 
where  𝑛𝑛𝑠𝑠⃗⃗⃗⃗  represents the unit vector normal to the interface 
between the particle and the void phase;  �⃗�𝑛 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖represents the 
unit vector normal to grain boundary between the 𝑖𝑖𝑡𝑡ℎ  particle 
and the 𝑗𝑗𝑡𝑡ℎ  particle.  
𝜙𝜙𝑏𝑏(𝑐𝑐) = 𝑐𝑐3(10 − 15𝑐𝑐 + 6𝑐𝑐2)    (11) 
𝜙𝜙𝑠𝑠(𝑐𝑐) = 30𝑐𝑐2(1 − 𝑐𝑐)2     (12) 

𝐷𝐷 = 𝐷𝐷0𝑒𝑒(− 𝑄𝑄
𝑘𝑘𝐺𝐺𝑇𝑇)     (13)  

�̂�𝑇𝑠𝑠 = 𝐼𝐼 − 𝑛𝑛𝑠𝑠⃗⃗⃗⃗  ⨂ 𝑛𝑛𝑠𝑠⃗⃗⃗⃗   with  𝑛𝑛𝑠𝑠⃗⃗⃗⃗ = ∇𝑐𝑐
|∇𝑐𝑐|   (14) 

 �̂�𝑇𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 = 𝐼𝐼 − �⃗�𝑛 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 ⨂ �⃗�𝑛 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖  with �⃗�𝑛 𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 = ∇𝜂𝜂𝑖𝑖−∇𝜂𝜂𝑖𝑖
|∇𝜂𝜂𝑖𝑖−∇𝜂𝜂𝑖𝑖|

   (15) 

The non-conserved variables evolve following the Allen-
Cahn (AC) equation according to Ref. [49]: 
𝜕𝜕𝜂𝜂𝑖𝑖
𝜕𝜕𝑡𝑡 = −𝐿𝐿 (𝛿𝛿𝛿𝛿

𝛿𝛿𝜂𝜂𝑖𝑖
) = −𝐿𝐿 (𝛿𝛿𝜕𝜕(𝑐𝑐,𝜂𝜂𝑖𝑖)

𝛿𝛿𝜂𝜂𝑖𝑖
− 𝑘𝑘𝜂𝜂𝑖𝑖∇2𝜂𝜂𝑖𝑖)  (16) 

where 𝐿𝐿 is the order parameter scalar mobility and was 
defined as expressed in Equation (17) in which 𝜗𝜗𝐺𝐺𝐺𝐺 is the 
grain boundary mobility 
𝐿𝐿 = 𝜗𝜗𝐺𝐺𝐺𝐺𝛾𝛾𝐺𝐺𝐺𝐺

𝜅𝜅𝜂𝜂𝑖𝑖
      (17) 

The phase-field model described by Equation (8) and 
Equation (16) was implemented in the Multiphysics Object-
Oriented Simulation Environment (MOOSE) [50] developed at 
Idaho National Lab. Equation (8) is a fourth-order differential 
equation and was divided into two differential equations of 
second order by introducing an additional phase field variable 
called μ, obtaining Equation (18) and Equation (19). 
𝜕𝜕𝑐𝑐
𝜕𝜕𝑡𝑡 = 𝜕𝜕

𝜕𝜕𝑥𝑥𝑖𝑖
(𝑀𝑀𝑖𝑖𝑗𝑗

𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

)     (18) 

𝜇𝜇 = 𝜕𝜕𝜕𝜕
𝜕𝜕𝑐𝑐 − 𝜅𝜅𝑐𝑐∇2𝑐𝑐     (19) 

 Partial differential equations were implemented in the weak 
form. For Equations (16), (18) and (19) the weak form was 
derived by Ref. [37]:  
(𝜕𝜕𝑐𝑐

𝜕𝜕𝑡𝑡 , 𝜓𝜓𝑚𝑚) = (𝑀𝑀∇𝜇𝜇, ∇𝜓𝜓𝑚𝑚) − 〈𝑀𝑀∇𝜇𝜇. �⃗�𝑛 , 𝜓𝜓𝑚𝑚〉  (20) 

(𝜇𝜇,𝜓𝜓𝑚𝑚) = (𝜕𝜕𝜕𝜕
𝜕𝜕𝑐𝑐 , 𝜓𝜓𝑚𝑚) + (𝑘𝑘𝑐𝑐∇𝑐𝑐, ∇𝜓𝜓𝑚𝑚) − 〈𝑘𝑘𝑐𝑐∇𝑐𝑐. �⃗�𝑛 , 𝜓𝜓𝑚𝑚〉 (21) 

(𝜕𝜕𝜂𝜂𝑖𝑖
𝜕𝜕𝑡𝑡 , 𝜓𝜓𝑚𝑚) = −𝐿𝐿 (𝜕𝜕𝜕𝜕

𝜕𝜕𝑐𝑐 , 𝜓𝜓𝑚𝑚) + 𝐿𝐿(𝑘𝑘𝜂𝜂𝑖𝑖∇𝜂𝜂𝑖𝑖, ∇𝜓𝜓𝑚𝑚) −
𝐿𝐿(𝑘𝑘𝜂𝜂𝑖𝑖∇𝜂𝜂𝑖𝑖. �⃗�𝑛 , 𝜓𝜓𝑚𝑚)     (22) 

Where 𝜓𝜓𝑚𝑚is a test function, (.) denotes a volume integration 
and 〈. 〉 denotes a boundary integration. Further details about 
the mathematical model and the numerical scheme to solve 
these equations can be found Ref. [51]. 

As can be observed, Equations (9) and (13) depend on the 
current sintering temperature and therefore need to be evaluated 
at each simulation step and updated automatically according to 
the temperature value at the corresponding simulation step. 

4. Model validation 

The implemented model has been validated considering the 
studies by Chockalingam et al. [49] and Asoro et al. [52]. To 
replicate the simulation conditions [49] and the experimental 
one [52], the sintering of two equal spherical silver particles 
with a diameter of 40 nm was performed at a temperature equal 
to 673.15 K, for 900 s. A simulation domain of 100 nm x 50 
nm was considered. A mesh size of 0.5 nm and nine-node 
quadratic elements were adopted. To improve the efficiency of 
the simulation, time step and mesh adaptivity mechanisms were 
used while superimposing a maximum step size of 1 s to avoid 
simulation instabilities. According to Ref. [49], the rigid body 
motion was not considered and only surface, grain boundary 
and bulk diffusion mechanism were included. Grain boundary 
diffusion was considered equal to 0.1Ds. The interface width 
was set to 2 nm and the material properties were extracted by 
Chockalingam et al. [49]  

 The material properties and the modelling parameters were 
converted in non-dimensional quantities adopting a length 
scale coefficient equal to 1x10-9 m, a time scale coefficient of 
1x10-3 s and an energy coefficient equal to 1 eV. 
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The simulation was performed on a desktop computer 
(Intel® Core ™ i5-7500 @3.40 GHz and 16 GB of RAM) and 
required about 25 hours. 

Fig. 2 reports the comparison at t=0 s, t=180 s and t=900s 
between the experimental results obtained by Asoro et al. [52], 
the simulation results obtained by Chockalingam et al. [49] and 
the simulation results obtained by the presented model. To 
compare the simulation results, the concentration field was 
considered. The simulation results were in good agreement 
with Chockalingam et al. [49],  while the experiments showed 
a different dihedral angle. This deviation was already pointed 
out by Chockalingam et al.  and attributed to the ratio between 
𝛾𝛾𝑠𝑠 and 𝛾𝛾𝐺𝐺𝐺𝐺 , which is strongly dependent on the dihedral angle 
ϕ as follows: 
 𝛾𝛾𝑠𝑠 = 2𝛾𝛾𝐺𝐺𝐺𝐺 cos (𝜙𝜙

2)    (23)  

However, slight changes in surface energy or in the grain 
boundary energy or the presence of impurities may also 
produce different dihedral angles. Another possible cause of 
this difference may be the rigid body motion mechanism of the 
powder particles, which has been neglected in the simulation.  

 

Fig. 2. Results of sintering simulation at a constant temperature. From a) to 
c): experimental images of sintering of silver nanoparticles (reprinted from 
[52] with permission from Elsevier). From d) to f):  phase-field simulation of 
sintering of silver nanoparticles (reprinted from [49] with the permission from 
Elsevier). From g) to i) represent the phase-field simulation of sintering with 
the model presented in the current work.  

5. Effect of the application of a variable temperature field 
during the sintering  

As above mentioned, the condition of a constant 
temperature over a certain time is not well representative of the 
sintering conditions during the EBM process. In fact, the EBM 
process is not a steady-state process. To investigate the 
different neck growth generated by the application of a linear 
temperature profile with respect to a steady temperature, the 
simulation presented in the paragraph above was repeated 
using the proposed approach. The temperature load was 
increased gradually from 570.15 K to 673.15 K, from 0 to 180 
s, respectively. The initial temperature is lower than the final to 
better mimic the process conditions during the preheating 
phase of the EBM process. The simulation was performed for 
180 s. To achieve the maximum temperature, this has been 

increased of 24.6 K each 30s (Fig. 4), while the other variables 
have been kept equal to the model used for the validation. 

Fig. 3 reports the comparison between the shape and the size 
of the neck after 180 s using the constant temperature and linear 
profile. The first evidence is that the resulting shape of the neck 
is significantly different.  

 

Fig. 3. a) concentration field of the simulation at constant temperature; b) 
concentration field of the simulation at growing temperature.  

Fig. 4 compares the neck growth over time for the 
simulation carried out at variable and constant temperature. In 
the case of variable temperature for each temperature 
increment, there is a trend change in the growth rate of the neck. 
In the case of variable temperature, the neck radius is always 
smaller values than the corresponding time at a constant 
temperature. This result highlights the strong influence of the 
temperature profile on the sintering degree and confirms the 
observation presented in Fig. 3 for the concentration field. 

 
Fig. 4. Evolution of the neck radius at a constant temperature, at a variable 
temperature and evolution of the temperature with sintering time 

6. Conclusions 

The preheating step is fundamental for the EBM process. 
The definition of good process parameters for this process step 
is a time consuming and economically expensive operation. A 
phase-field model was proposed as a numerical approach 
capable to perform the simulation of preheating step. The 
model has proven the capabilities to simulate traditional 
sintering, conducted at a constant temperature. However, to 
simulate the preheating for EBM, the sintering under increasing 
temperature has been simulated.  The results showed that the 
temperature history has an high influence on the resulting neck 
dimension and therefore on the sintering degree. This result 
disproves the application of traditional sintering models for the 
sintering that occurs during the EBM preheating and represents 



 Giovanni Rizza  et al. / Procedia CIRP 112 (2022) 388–393 393
 Author name / Procedia CIRP 00 (2021) 000–000 

an initial footstep in the simulation of the sintering phenomena 
during preheating. 
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