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Summary 
The European Union established the goal of carbon neutrality by mid-century. 

The utilization of renewable energy sources will be pivotal for such a 

decarbonization process. However, renewable generation is not dispatchable, and 

an increasing share of these sources may lead to problems for the electricity system. 

This brings about the need to invest in flexible resources capable of handling the 

generation of renewable sources, so that the delicate balance between electricity 

generation and demand could be maintained. Flexibility may be defined as the 

capacity of a system to modify its energy generation/consumption profile. The quest 

for new forms of flexibility is a paramount challenge for the next decades of 

research. Such new sources of flexibility may be found, if researchers consider the 

energy system from a holistic point of view, rather than as a system that only 

includes the electricity sector. In these scenarios, energy conversion technologies 

may be used to connect different energy sectors, therefore increasing the flexibility 

of the whole system. 

The study of multi-energy systems requires a number of different competences 

from different backgrounds. The use of conversion devices that exploit different 

commodities calls for the modeling of several different energy conversion 

technologies and different network infrastructures. The current thesis aimed to 

investigate the extent to which multi-energy systems could be efficient flexibility 

sources. In the research to be presented in this thesis, a co-simulation platform was 

developed in order to facilitate the simulation of such complex scenarios. In the co-

simulation architecture, each component of the multi-energy system was simulated 

in a different module. This allowed the research groups involved to develop the 

different models separately. Some of these modules were developed within the 

work of this thesis, whereas some others were developed through the collaboration 

with other research groups. Importantly though, the various models were connected 

to the co-simulation platform and were made to communicate with each other 

through the mutual exchange of input and output data. 

The co-simulation tool was used within the work of this thesis for the 

realization of four different multi-energy system case studies. 

The first case study was developed to analyze the flexibility resulting from the 

coupling of the electricity sector to the gas sector. Power-to-Gas technology 

allowed electricity to be converted into synthetic natural gas, which could be 

directly injected into the gas network. Results showed the effectiveness of the 

flexibility enabled by the Power-to-Gas technology to mitigate the problems of 



 

 

over-generation of renewable sources. However, this solution turned out to be not 

convenient from an economic point of view, due to high investment costs. 

In the second case study, the same multi-energy system scenario was used for 

another type of analysis. The impact of different simulation approaches was 

analyzed thanks to the property of the co-simulation platform to plug and play 

different modules. The results obtained with the use of more simplified models (for 

the simulation of the electricity and gas networks, and the Power-to-Gas system) 

were compared with the results obtained with the detailed models of these 

components. The analysis showed that in some circumstances, the use of simplified 

models could lead to an underestimation of the flexibility that could be obtained 

with the Power-to-Gas technology.  

The third multi-energy system case study investigated the utilization of large-

scale heat pumps for the connection of the electricity sector and the district heating 

sector. The heat pumps were used to provide heat to district heating and, at the same 

time, flexibility to the electricity sector. Results showed that, thanks to their high 

heat production efficiency, the utilization of heat pumps was advantageous, even 

when their flexibility was not exploited. The flexible utilization of these plants 

could bring significant benefits from both an energy and economic point of view. 

The fourth case study analyzed the flexibility enabled by heat pumps directly 

installed in buildings. The mass and thermal inertia of buildings could be exploited 

to flexibly modulate the use of heating systems. The heat pump technology allowed 

the flexibility of the building's thermal sector to be used within the electricity sector. 

This flexibility was used to optimize the energy and economic flows of an energy 

community. Results demonstrated that the exploitation of this kind of flexibility did 

indeed allow the self-consumption of the energy community to be increased 

significantly, also leading to a benefit from an economic point of view. 
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Chapter 1  

Introduction 

1.1 Greenhouse gas emissions and global warming 

In 2021, the Intergovernmental Panel on Climate Change’s (IPCC) last report 

(“Climate Change 2021: The Physical Science Basis”) warned that in 2020, the 

atmospheric concentration of greenhouse gasses, such as carbon dioxide (CO2), 

methane (CH4) and nitrous oxide (N20), increased compared to the eighteenth-

century’s values by about 47%, 156%, and 23%, respectively [1]. An average 

increase of about 3.5% compared to the values recorded in 2011 [2]. It is now well 

established that global warming is closely and positively correlated with the 

increase of greenhouse gasses in the atmosphere. In the last decade (2011-2020), 

the global surface temperature was 1.09°C higher than during the preindustrial era 

[1] (see Figure 1-1).  

 
(a) 

 
(b) 

Figure 1-1. (a) Change in global surface temperature (decadal average) as reconstructed (1-

2000) and observed (1850-2020). (b) Change in global surface temperature (annual average) as 

observed and simulated using human & natural and only natural factors (both 1850-2020) [1]. 
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Five greenhouse gasses emission scenarios (see Figure 1-2a) and their expected 

impact on global warming (see Figure 1-2b) have been defined by IPCC. Two 

scenarios present high and very high greenhouse gasses emissions (SSP3-7.0 and 

SSP5-8.5, respectively). A Third, intermediate scenario (SSP2-4.5) shows a slight 

increase in greenhouse gas production, followed by a steady decrease in the second 

half of the century. Finally, the last two scenarios illustrate/predict an immediate 

block in the growth of emissions, followed by a substantial decline, up to a negative 

production (thanks to carbon capture technologies) from the second half of the 

century (SSP1-1.9 and SSP1-2.6).  

 
(a) 

 
(b) 

Figure 1-2. IPCC future scenarios of CO2 emissions (a) and their impact on global warming (b) 

[1]. 

Only in the most optimistic scenarios (SSP1-1.9 and SSP1-2.6), the global 

increase of the surface temperature will remain under 2°C. However, it should be 

noted that Figure 1-2 shows global warming’s average values. The actual rises in 

local temperature could reach much more marked deviations, even in the more 

optimistic scenarios (see Figure 1-3). 
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This dangerous trend could lead to permanent upheaves, such as more frequent 

and intense thunderstorms [3], intensification of rainfall extremes [4], acidification 

of oceans [5], sea level rise [6], glaciers and see ice melting [7],[8], with 

consequences on both the planet flora and fauna [9], as well as on human 

society.[10],[11],[12]. 

 

Figure 1-3. Changes in annual surface temperature over the World [1]. 

To tackle climate change many states have implemented environmental policies 

in the last decades. In 1995, the United Nations Framework Convention on Climate 

Change (UNFCCC) began to be enforced. The UNFCCC nowadays consists of 197 

parties, including all the member states of the United Nation [13], and its main goal 

is to prevent the anthropogenic impact on the climate’s system. Since 1995, the 

UNFCCC parties have therefore been meeting every year in the so-called 

Conference of the Parties (CoP), in order to assess progress and define future 

agreements for dealing with climate change. In CoP3 (1997), the state parties signed 

the Kyoto Protocol, which set greenhouse gasses reduction targets for 37 

industrialized countries and economies in transition. Specifically, the actors 

involved agreed to reduce by 5% the emissions compared to 1990 levels [14]. In 

the Copenhagen Accord [15], signed during CoP15 in 2009, the goal of limiting 

global warming to 2°C was first introduced. In the Paris Agreement (CoP21, 2015), 

the state parties confirmed the need to limit global warming to 2°C and declared the 

intention to reduce it below 1.5°C [16].  
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In order to fulfill the goals set in the UNFCCC, in 2011, the European 

Commission defined the Energy Roadmap 2050 [17]. The document defined an 

emission reduction target between 80% and 95% for 2050. Importantly, 80% of 

such reduction was set to be obtained without resorting to the use of international 

credits for CO2 emissions.  

In 2016, the European Commission published the “Clean Energy for all 

Europeans” package, which introduced new targets to be obtained by 2030: 

reducing the greenhouse gas emissions by 40% compared to 1990 levels, reaching 

32% of renewable energy penetration in the EU’s energy mix and increasing the 

energy efficiency by at least 32.5% in comparison with the 2016 levels [18]. In 

2019, the European Parliament and the European Council redefined UE’S long-

term goals by planning to achieve climate neutrality by 2050 [19]. The following 

year, the European Commission recognized that the medium-term goals set in 2016 

would not be sufficient to meet the new, more ambitious goals for 2050 [20]. In 

2021, new objectives were therefore defined for 2030, including a decrease of total 

emissions by 55% compared to 1990 and a higher (from 32% to 40%) minimum 

target for the penetration of renewables in the EU energy mix [21]. 

1.2 Role of renewable energy sources 

Nowadays, the electricity sector is one of the largest emitters of greenhouse 

gasses. For instance, the Environmental Protection Agency (EPA) reported that in 

2019, about 25% of the GHG emissions in the US were generated for the production 

of electricity [22]. The intensity of the green gasses emissions for electricity 

generation was defined by the EPA as the ratio of CO2 equivalent emission over the 

electricity production. In the EU, the emission intensity for electricity generation in 

2019 was about 50% lower than in 1990 (see Figure 1-4). From 1990 to 2010, this 

trend was mainly supported by both the increasing efficiency of the power plants 

and the utilization of less impacting fuels (such as natural gas). From 2010 to 2019, 

the decrease was mainly driven by the transition from fossil fuels to Renewable 

Energy Sources (RES) [23]. In European countries, the RES energy generation 

passed from 129 TWh in 2010 to 212 TWh in 2020, with an increase of 62%, thus 

exceeding the electricity produced by fossil fuel for the second year [24] (see Figure 

1-5). This was largely due to two factors: greenhouse gasses emission reduction 

targets and RES’s cost decrease. For instance, since 2010, the costs of offshore wind 

turbine decreased by 29%, those of onshore wind turbines by 39% and those of 

solar photovoltaic by 82% [25]). 

In 2020, the share of RES for electricity generation amounted to nearly 40%: 

13% from hydroelectric sources, 15% from wind sources, 5% from solar sources 

and 6% from other renewable sources. This was, and is, considerably above the 

world’s average, which remains at around 30% (see Figure 1-6) [26]. It is worth 

noting that these values refer to the renewable penetration in the electricity sector 

only; they do not refer to the percentage of renewables in the entire European energy 
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mix, which includes other sectors, such as the transport sector, where the 

penetration of renewables is much lower. Eurostat reports that in 2019, the 

percentage of renewable penetration in the European energy mix was around 15% 

[27], still far from the targets set for 2030. 

 

Figure 1-4. Greenhouse gas emission intensity for electricity production of EU. 

 

Figure 1-5. EU electricity generation from renewable energy and fossil fuels.  

In the next decade (2021-2030), there will therefore be a significant increase in 

the installed capacity of RES, mainly regarding photovoltaic and wind power, rather 

than hydropower. As for the latter, the exploitation of hydropower’s untapped 

potentials is extremely challenging. Indeed, even though it is a well-established 

technology for which many countries would have sites that could be used to host 

new hydroelectric plants, there still are socio-environmental constraints that still 
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plants through equipment renewals and the construction of new pumping plants will 

strongly increase [28]. As for photovoltaics, it is expected that in order to reach the 

2030 objectives, the photovoltaic capacity of Europe and the United Kingdom, now 

at about 150 GW, should rise between 455 and 605 GW, depending on the strategic 

political scenario [29], with a growth of 12-15% only in the three-year period 2020-

2023. The installed power of wind turbines, which in Europe is currently around 

200 GW, will increase by about 60% in 2030, reaching a total capacity of between 

260 and 375 GW [30] [31] (see Figure 1-7). 

 

Figure 1-6. European countries’ and World’s energy mix for electricity generation.  

 

Figure 1-7. PV and WT installation data from [29], [30] and [31]. 
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1.3 Future energy scenarios in Italy: the Snam and Terna 

report 

In August 2022, the Italian gas Transmission System Operator (TSO) Snam and 

the Italian electricity TSO Terna published an updated report on the Italian energy 

scenarios for the next decades [32]. The document aimed to outline the path towards 

the European target of zero CO2 emissions by 2050.  

As discussed in the previous sections, energy transition is one of the most 

important European goals. For instance, in Italy, the National Recovery and 

Resilience Plan (PNRR) allocated nearly 40 billion euros to improve energy 

efficiency, accelerate the penetration of the electricity vector and booster the use of 

renewable electricity and green gasses. It is important to point out that the energy 

crisis triggered by Russia's invasion of Ukraine has highlighted the importance of 

the evolution of the future energy system and its resilience. 

In this context, in order to eliminate CO2 emissions at the national level, Snam 

and Terna have planned intermediate steps with specific targets set for 2030 and 

2040. More specifically, the plan Fit-For-55 (FF55), which was designed in line 

with European targets, aims to reduce of 55% CO2 emissions by 2030. This target 

will be achieved through the penetration of electricity in strategic sectors (e.g., 

heating and transport), supported by a strong penetration of renewable electricity 

sources, which will represent up to 65% of the national electricity demand. As for 

the gas sector, increased use of biomethane and green hydrogen is expected to meet 

11% of national demand. The deployment of Carbon Capture, Utilization & Storage 

(CCUS) technologies is also foreseen to contribute to the decarbonization of "hard 

to abate" sectors.  

The FF55 scenario for 2030 paves the way for two possible pathways for 2040: 

the so-called Distributed Energy Italia (DE-IT) scenario and the Global Ambition 

Italia (GA-IT) scenario. Both scenarios present intermediate targets to be met by 

2040, in order to reach net zero emissions by 2050. Although the two scenarios 

present significant similarities, they differ in the degree of penetration of various 

decarbonization solutions. 

The GA-IT scenario aims to meet the 2040 targets through to an increase of 

renewable electricity sources (photovoltaic and wind), making energy use more 

efficient in various sectors. Non-programmable renewable generation will be 

supported by flexible thermoelectric power plants, whose environmental impact 

will be contained by the use of green fuels and the deployment of CCUS systems. 

The DE-IT scenario envisions a greater use of renewable electricity sources, 

supported by energy storage and energy conversion technologies, so that 

overproduction during peaks of renewable energy generation could be offset. CCUS 

technologies are also expected to be deployed in this scenario, but mainly in “hard-

to abate" sectors. 
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Figure 1-8. Snam-Terna intermediate 2030-2040 steps to net zero emission. 

1.3.1 Evolution of the Italian electricity sector 

Electricity demand 

Energy consumption efficiency is expected to improve in the coming decades. 

However, due to the electrification of some energy sectors, Italy’s electricity 

demand is expected to increase. Indeed, according to the FF55 scenarios of both 

Snam and Terna, Italy’s electricity demand will increase by almost 15% in 2030. 

The current demand of 320 TWh (data refer to consumption in 2019) will increase 

to almost 370 TWh in 2030, due to the envisaged electrification of the transport and 

heating sectors. This trend is predicted to continue in the following decade. The 

GA-IT scenario predicts that electricity demand will increase by 8% compared to 

2030, reaching almost 400 TWh. The DE-IT scenario, which is characterized by a 

higher penetration of the electricity carrier in both the transport and heating sectors, 

predicts that electricity demand will rise up to about 420 TWh, almost 15% more 

than in 2030 (see Figure 1-9).  

 

Figure 1-9. Italian electricity demand (years 2019, 2030 and 2040).  
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Renewable energy sources  

Nowadays, 40% of renewable energy in Italy is produced by hydropower 46 

TWh out of 112 TWh). The exploitation of hydro-resources has however reached a 

saturation level. Hence, even though a 10% increase in the use of this form of 

energy is expected in the coming years, it will not be enough to meet the targets for 

the next decades. Total renewable generation is expected to reach 239 TWh in 2030, 

which will cover 65% of the electricity demand. This target will be achieved 

through the installation of more than 100 GW of new solar and wind power plants: 

+12 GW of small-scale PV, +42 GW of large-scale PV, +7 GW of onshore wind, 

and +9 GW of offshore wind. Small-scale PV will be more concentrated in the 

northern regions, whereas large-scale PV and wind turbine plants will increase 

more in the southern part of the country, which is characterized by greater 

development potentials in terms of full-load hours and areas suitable for new 

installations. A similar trend will continue until 2040, when renewable resource 

production will reach 325 TWh in the DE-IT scenario and 302 TWh in the GA-IT 

scenario (see Figure 1-10). 

 

Figure 1-10. Italian production of renewable energy sources (2019, 2030 and 2040). 

Thermoelectric production 

In 2019, gas supplied about 80% of the thermoelectric sector's needs. Coal-fired 

power plants are expected to be completely retired by 2030. Electricity generation 

from gas is scheduled to decrease from 138 TWh in 2019 to 75 TWh in 2030, a 

decrease of about 46%. Gas will be used to cover 94% of thermoelectric production 

(estimated at 80 TWh). The decrease in gas production will regard not only plants 

that exclusively produce electricity, but also those with cogeneration units. In 2040, 

a further decrease in the use of thermoelectric generation is expected. The DE-IT 

scenario envisions the generation of 49 TWh, of which 46 TWh generated by gas-

fired power plants. As for the GA-IT scenario, an even greater use of this 

technology would be adopted, with 50 TWh out of 53 TWh of thermoelectric 

generation produced by gas-fired power plants (see Figure 1-11). 
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Figure 1-11. Italian thermoelectric production (2019, 2030 and 2040). 

1.3.2 Evolution of the Italian gas sector 

The gas demand 

Table 1-1 shows the annual gas demand: the values given in the table include 

natural gas, as well as other fuels, such as biogas and hydrogen (the latter two 

energy sources are discussed in the following sections).  

In 2021, gas demand was 810 TWh, slightly higher than in the previous years. 

This increase was caused by two factors. On the one hand, a colder winter season 

pushed up consumption by the civil sector for heating purposes. On the other, the 

tertiary sector returned to pre-Covid pandemic (2020) consumption levels. 

Currently, the civil sector is responsible for about 40% of Gas consumption (mainly 

for heating purposes). An identical proportion (40%) is used for electricity and heat 

generation. Most the remining gas consumption (about 15%) is attributable to the 

industrial sector. 

Table 1-1. Italian annual gas demand (2018-2021). 

 
2019 

[TWh] 

2021 

[TWh] 

2030 

[TWh] 

2040 DE-IT 

[TWh] 

2040 GA-

IT 

[TWh] 

Civil sector 299 320 240 170 191 

Industries 110 114 118 96 110 

Transport sector 15 15 67 72 99 

Electricity and 

heat production 

329 331 231 177 182 

Others 34 31 47 47 47 

Total 789 810 700 561 629 
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Nowadays, gas demand is almost entirely covered by Natural Gas (NG). In 

2021, only 0.2% of gas consumption came from biomethane. To meet 

decarbonization targets, part of the gas demand currently met by NG will be 

replaced by other green gasses, such as biomethane and hydrogen. However, in 

2030, 88% of gas demand will still be met by NG. A higher penetration of green 

gasses is expected in 2040, and the share of NG will further decrease between 67% 

and 47%, depending on the specific scenario (see Figure 1-12). 

 

Figure 1-12. Natural gas (NG) penetration in the Italian gas demand (2019, 2030 and 204).  

Biomethane 

Biomethane production was 1.7 TWh in 2021. In 2030, production of this fuel 

is planned to increase to 57 TWh, almost evenly distributed among the civil, 

industrial, transport, and power and heat generation sectors (see Table 1-2).  

The two scenarios for 2040 (DE-IT and GA-IT) foresee that the production of 

biomethane will reach 109 TWh, which is considered the maximum value that Italy 

can sustain. 

Table 1-2. Italian biomethane production (2030 and 2040). 

 
2030 

[TWh] 

2040 DE-IT 

[TWh] 

2040 GA-

IT 

[TWh] 

Civil sector 17 50 43 

Industries 11 14 11 

Transport sector 16 17 31 

Electricity and 

heat production 

15 29 24 

Others 0 0 0 

Total 57 109 109 
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In 2040, the greater use of biomethane is expected in the civil sector (50 TWh 

and 43 TWh for the DE-IT and the GA-IT scenarios, respectively). The latter 

scenario foresees a greater use in the transport sector (31 TWh compared to the 17 

TWh of the scenario DE-IT), due to a lower use of electric mobility. Instead, the 

DE-IT scenario foresees a greater use of biomethane for the decarbonization of the 

industrial sectors and the electricity and heat production. 

Hydrogen 

The demand for hydrogen in 2030 is forecasted to correspond to 23 TWh, half 

of which is for direct use: 10 TWh in the transport sector (mainly heavy transport) 

and 2 TWh in the industrial sector. About 12 TWh are destined for indirect use of 

this resource (e.g., for the production of synthetic fuels). 

Regarding the demand for hydrogen in 2040, the two scenarios foresee different 

situations. According to the DE-IT scenario, hydrogen demand will be of 77 TWh, 

whereas the GA-IT scenario assumes that this energy vector will be more widely 

used until an annual demand of 127 TWh is reached. In the latter scenario, the 

demand for hydrogen will be mainly concentrated in the transport sector as a 

carbon-free alternative for heavy and long-distance transport. In the industrial 

sector, hydrogen will replace natural gas. In the civil sector, hydrogen will be 

employed as an alternative to electric heat pumps, especially in the GA-IT scenario, 

which is characterized by a lower electrification of heating consumption. As for 

indirect uses, hydrogen will be used for the production of synthetic fuels (see Table 

1-3). 

Figure 1-13 compares the Italian demand for natural gas, biomethane and 

hydrogen. It can be seen that, despite a gradual decrease in the use of natural gas 

and a gradual increase in the use of biomethane and hydrogen, natural gas remains 

predominant compared to the other two types of fuels. 

Table 1-3. Italian hydrogen demand (2030 and 2040).  

 
2030 

[TWh] 

2040 DE-IT 

[TWh] 

2040 GA-

IT 

[TWh] 

Civil sector 0 3 19 

Industries 2 19 40 

Transport sector 10 38 51 

Electricity and 

heat production 

0 0 0 

Others 12 17 17 

Total 23 77 127 
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Figure 1-13. Italian natural gas (NG), biomethane and hydrogen demand (2019, 2030 and 2040).  

1.4 Objectives of the thesis 

1.4.1 Motivation 

Needs of flexibility at the distribution level 

A pivotal condition for the operation in the electricity energy system is the 

contemporaneity of energy production and its consumption. That is, in order to 

preserve the operation condition of the electricity system, the electricity must be 

generated in the instant it is consumed. This brings about the need to keep electricity 

generation and consumption in constant balance. [33]. The electricity system was 

designed to bring the electricity produced by the power plants to the consumers 

through transmission and distribution networks characterized by a top-down 

unidirectional power flow. The increasing penetration of distributed generation of 

renewables is changing this paradigm; the traditional case of a completely passive 

distribution network, in which only passive users are connected, is moving towards 

an active network with increasing energy production at the distribution level [34]. 

The intrinsic high volatility, intermittency and non-dispatchability nature of 

renewable sources makes it challenging to constantly maintain energy consumption 

and energy production well balanced [35]. Indeed, sudden variations and over-

generations of renewable energy generation could cause problems to the electricity 

system, such as voltage and current operational constraint violations or reverse 

power flow (RPF). To avoid these problems, the current practice consists in 

curtailing the renewable over-generation [36]. However, this practice is 

disadvantageous from both an environmental point of view, as it is a waste of clean 

energy, and an economic point of view. As for the economic perspective, a case in 

point is that of Germany, where a special curtailment remuneration has been 

implemented in which RES plant operators are reimbursed for the curtailed 

electricity. In 2015, 472 million euros were spent to repay the 4.72 TWh of 

curtailment [37].  
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The role of distributed resources, connected to the distribution system, is 

gaining increasing importance for the control and regulation of power systems. In 

fact, their increasing penetration calls for their participation in both the energy and 

ancillary service markets; in the latter case to support the proper operation of 

electrical systems. In this context, the European Union has recently opened new 

perspectives for all distributed resources, by fostering their participation, as 

aggregated sources, in the ancillary service market [38]. In the future, as concluded 

in the SmartNet project [39], this kind of flexibility service could also be used by 

Distribution System Operators (DSOs) to balance their distribution networks. The 

presence of multi-energy infrastructures (such as gas and electricity networks) in 

the same district may help handle RES over-generation at a distribution level, by 

reducing the effects witnessed for the transmission system, and actively support the 

regulation of the overall electricity system. 

The flexibility enabled by multi-energy systems  

The installation of pure electric storage technologies, such as electric batteries 

[40], pumped hydro storage [41] and compressed-air energy storage [42] can 

partially provide the required flexibility. Indeed, these technologies make it 

possible to absorb excessive renewable energy production and release the 

accumulated energy when necessary. However, electricity storages are 

characterized by a very high investment cost. Furthermore, the optimal solution 

cannot be found by considering only a single part of the overall energy system (see 

[43]). To tackle this problem more efficiently, the paradigms of the management of 

the overall energy system would need to be reviewed within a more holistic 

approach, one that would take into account all the possible interactions and 

synergies among all the energy sectors. This approach would allow new and non-

negligible sources of flexibility to emerge [44], [45]. Moreover, in parallel with the 

increase in RES penetration, it is expected that certain important energy-intensive 

sectors will move towards more sustainable systems powered by electricity. While 

these new electrical loads may aggravate the grid imbalances, they would 

nonetheless increase the interconnection between these energy-intensive sectors 

and the electricity system in an integrated multi-energy system (MES) [46]. The 

MES consists in the integration and coordination of different energy sectors and 

networks, such as electricity, heat, gas and transportation [47]. As also reported in 

[48], the MES will have a fundamental role in the decarbonization of the whole 

energy system. In fact, other non-electrical energy sectors are usually more flexible 

than the power sector, because they do not require an instantaneous balance 

between demand and generation. For instance, the linepack flexibility of the gas 

network [49], the thermal inertia of the district heating network (DH) [50] or the 

thermal inertia of buildings [51], all allow a temporal mismatch between energy 

generation and energy demand. When these non-electrical sectors are powered (or 

partially powered) using technologies that convert electricity into other forms of 

energy (Power to X, P2X), the electricity sector and these other more flexible 
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energy sectors are connected. In this way, the flexibility of the non-electric sectors 

could be exploited to improve the exploitation of renewable energies [52]. 

1.4.2 Solution for flexibility analyzed in this thesis 

The research presented in this thesis analyzed the flexibility that some energy 

conversion technologies would allow in a district context, so that the penetration of 

RES at the distribution level could be improved. More specifically, various 

simulation models were used to investigate the extent to which local penetration of 

RES could be improved by a flexibly energy system that uses energy conversion 

technologies to connect existing energy infrastructures to the electricity distribution 

system. To analyze the feasibility of these flexible solutions, analyses were 

performed for each solution, from both technical and economic perspectives. The 

flexible solutions analyzed in this thesis are presented below. 

Coupling electricity and gas sector through Power-to-Gas 

One of the most frequently discussed P2X technologies is the so-called Power-

to-Gas (P2G) technology. The term P2G can be used to indicate both Power-to-

Hydrogen (P2H2) and Power-to-Methane technologies. In the former case, 

electricity is used to produce hydrogen as the final product. In the latter, the 

production chain also includes a methanation unit, which transforms hydrogen into 

Synthetic Natural Gas, SNG. Consequently, Power-to-Hydrogen technology is 

arguably more efficient than Power-to-Methane, as the latter requires an additional 

conversion step. However, Power-to-Methane presents many advantages over 

Power-to-Hydrogen: a) SNG’s volume energy density (> 1000 kWh/Sm3) is much 

higher than that of hydrogen (270 kWh/Sm3) [53]; b) SNG can be injected into the 

existing gas infrastructure, as opposed to hydrogen that can only be injected at low 

concentrations, due to hydrogen embrittlement, which can create cracks in iron and 

steel pipes [54]; c)hydrogen has a higher risk of ignition than SNG, thus making it 

less safe for domestic utilization [54].  

This thesis focused only on Power-to-Methane. P2G will be henceforth used to 

indicate the Power-to-Methane technology. The main advantages of using P2G and 

P2H2 technologies can be summarized in the following three points:  

• they can be used to offer flexibility to a power system. Indeed, a system that 

exploits P2G and P2H2 technologies can modulate its consumption over a 

wide range of operation points and quickly change them in a flexible way. 

This is because the electrolyzer, especially Polymer Electrolyte Membrane 

(PEM) electrolyzers, can produce fast responses to the variation of its 

setpoint; 

• they produce synthetic fuels. These fuels, if produced from renewable 

sources, can be used to decarbonize some final-use sectors, whose 

electrification could be less straightforward; 
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• they can be used as part of an energy storage system, as they allow the 

electricity produced from renewable sources to be stored as chemical 

energy, which in turn can be converted into electricity. 

A P2G plant is mainly composed of two components: an electrolyzer and a 

methanation unit. The former consumes electricity energy to electrolyze pure water 

and produce hydrogen. In the methanation unit, the produced hydrogen 

exothermically reacts with carbon dioxide to produce methane, which is also called 

Synthetic Natural Gas (SNG). Thanks to these energy conversion processes, P2G 

technology can be used to connect the electricity network with the gas network, 

thus coupling the two energy sectors (see Figure 1-14). 

As will be discussed more in detail in the following chapters, thanks to these 

features, P2G technology has been analyzed in the literature in different contexts. 

However, the role and the impact of the P2G technology at the distribution level 

has been analyzed only in a few studies. This thesis aimed to fill this gap by 

analyzing from a techno-economic point of view how the P2G flexibility could be 

exploited at a distribution level.  

 

Figure 1-14. P2G energy sector coupling. 

Coupling electricity and district heating sector through Power-to-Heat  

The term Power-to-Heat technology (P2H) refers to all those technologies for 

the conversion of electricity into heat (heat pumps, electric resistant heating 

systems, etc.). Power-to-Heat (P2H) technologies have existed as commercial 

products for decades. Their good dynamic characteristics, associated with a source 

of thermal inertia, guarantee an effective way to manage the intermittency of RES, 

thus bringing additional flexibility to the system. 

Large scale P2H plants can be used to provide heat in District Heating (DH) 

networks. In this thesis, this type of application will be called centralized P2H 

(CP2H). CP2H allows the DH sector and the electricity sector to be connected (see 

Figure 1-15). The interaction between the two infrastructures is made through large-

scale heat pumps, which allow efficient conversion of electricity in thermal energy. 

CP2H plants can be coupled with large-scale thermal storages that can be employed 

to face the DH heat peak demand and, at the same time, operate the CP2H in a more 

flexible manner. 
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Electricity demand

Electricity power flow
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This thesis analyzes this type of flexibility used to improve RES dispatching at 

the distribution level. LP2H plants are evaluated from a techno-economic point of 

view by considering two different control strategies. 

 

Figure 1-15. CP2H energy sector coupling. 

Coupling electricity and building heating sector through Power-to-Heat  

In this thesis, the term Localized P2H (LP2H) will be used to refer to a small 

scale P2H plant installed directly inside a building to satisfy its thermal demand. 

The current European decarbonization policies are encouraging countries to 

electrify their building heating sectors [55]. If buildings are equipped with 

standalone electrical heating devices (i.e., Localized Power-to-Heat, LP2H), such 

as electric resistance heaters or heat pumps, the inherent flexibility of this sector 

can be released and used in the electricity sector [56]. Normally, the heating systems 

of buildings do not work at their nominal capacity, as they are designed to provide 

heat to the building in the most extreme conditions. However, when these 

conditions do not occur, they work at a lower load. For this reason, the design of 

LP2H systems inherently offers available capacity to be used flexibly. At the same 

time, the European directives, which are in line with the Nearly Zero-Energy 

Building (NZEB) target [57], are promoting the efficiency of buildings. These new 

NZEB-principled buildings permit a higher flexibility of LPH2 devices, as they are 

characterized by a high thermal insulation that allows them to maintain their heat 

with low thermal energy losses [58]. The electricity consumption of LP2H devices 

can therefore be modulated with a certain degree of flexibility since, due to the 

thermal inertia of the building thermal mass, the thermal response of the buildings 

is not immediate. Moreover, the indoor temperature setpoint of buildings could be 

flexibly regulated over a pre-arranged range (that would not violate the internal 

thermal comfort), so that the electricity consumption of the LP2H devices could be 

further regulated. Thanks to the connection of the electricity sector and the building 

heating sector, the flexibility of the building’s heat demand could be exploited 

within the electricity sector (see Figure 1-16).  

This thesis analyzed how the flexibility of these localized devices could be 

exploited to maximize the local self-consumption of renewable resources. This 

solution was analyzed in an energy community context from both an energy and an 

economic point of view. 
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Figure 1-16. LP2H energy sector coupling. 

1.4.3 Solution for flexibility not included in this thesis 

This thesis analyzed the use of P2G and P2H technologies. However, there are 

other technologies that are worth mentioning, as they have flexibility potentials that 

could also be exploited at the district level. The analysis of these technological 

solutions will find place in future developments of this thesis. Indeed, a 

modification of the simulation tool for the analysis of multi-energy systems is 

planned, in order to integrate new energy sectors in the simulation (see Chapter 7). 

The main technologies that have not been addressed in this thesis are briefly 

presented below. 

Power-to-Hydrogen 

As introduced in Section 1.3.2, the use of the hydrogen vector is expected to 

play a very important role in the decarbonization of different energy sectors 

(especially from 2030 onwards). P2H2 technology allows the production of 

hydrogen from the electrolysis of water by consuming electricity. The load of this 

type of plant can be changed in a very short time (4 minutes from start up to nominal 

load [59]) and can therefore be used to follow the production of variable RES [59], 

[60], [61], [62]. The hydrogen produced can be used on-site to produce electricity. 

This solution is known in the literature as Power-to-Hydrogen-to-Power (P2H2P) 

and has been analyzed mainly in off-grid contexts to provide electricity when 

renewable energy sources are not available [63], [64]. Alternatively, hydrogen can 

be used locally to produce synthetic fuels through dedicated power-to-fuel routes 

[65].  

The produced hydrogen can also be transported and stored to be used for 

decarbonization of various energy-intensive sectors (transport [66], industry [67], 

civil [68]). There are several solutions for hydrogen transportation and distribution. 

P2H2 systems could be coupled with hydrogen pressurization or cryogenic 

liquefaction systems for distribution in dedicated tanks. However, this solution 

comes with some drawbacks, such as the energy cost of hydrogen 

pressurization/liquefaction. The hydrogen produced by P2H2 plants could be 

injected into dedicated pipelines. However, today there are no hydrogen transport 

and distribution networks. Several studies have investigated the possibility of using 

the existing natural gas pipeline infrastructure. However, the gas grid is not built to 

Buildings heat demand

                   
User electricity demand

Electricity power flow

LP2H

Heat flow
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transport hydrogen. It would therefore be necessary to ensure that the hydrogen 

content in the pipelines would not exceed a certain limit. In general, a limit of 10% 

is considered sufficient to ensure a lower risk of ignition [69] and leakage [70], as 

well as hydrogen embrittlement cracks [71]. 

Electric vehicle charging station 

The transition to electric mobility is a fundamental pathway for the 

decarbonization of the transport sector [72]. To encourage this transition, several 

governments provide incentives, such as subsidies and financing, for the purchase 

of electric vehicles [73]. The transition to electric mobility is expected to have two 

main consequences. On the one hand, it will lead to an increase in the peak and 

variability of electricity demand, which will affect the electricity system [74], [75]. 

On the other hand, it will allow the exploitation of new forms of flexibility [76]. 

Indeed, the use of electric vehicles has inherent flexibility potentials. For instance, 

the battery in electric cars could be used as temporary electricity storage when the 

vehicle is not in use. While a single electric vehicle can only provide limited storage 

capacity, smart control of a portfolio of electric vehicles’ batteries connected to the 

grid can provide significant distributed flexibility.  

With smart control, the charging of electric vehicles could be concentrated 

during RES production periods. Conversely, during times of excess electricity 

demand, energy could be drawn from the batteries to balance the electricity 

demand. However, this flexible vehicle charging management will have to ensure 

that the vehicles are charged (or have reached a specified minimum state of charge) 

at the end of the specified time [77]. Since the flexibility of electric vehicles 

depends on the number of vehicles connected to the grid, the availability of this 

flexible resource is stochastic and varies significantly, depending on the different 

times of the day.  

Extensive research has been conducted in the literature, and various tools have 

been developed for the analysis of the flexibility enabled by electric vehicles’ 

charging stations. [78]. In particular, the utilization of such a flexibility has been 

analyzed in order to investigate the extent to which it could improve RES 

penetration in the national electricity system [79], [80], increase the RES self-

consumption at the local level [81], [82], provide services for the electricity system 

(e.g. frequency regulation) [83], and smooth the electricity demand curves [84]. 

1.5 Manuscript contents 

The remainder of this manuscript is structured as follows. 

Chapter 2 introduces the different technologies and infrastructures that 

compose the multi-energy systems analyzed in this thesis. It also describes how 

energy conversion technologies act as a bridge to transfer the inherent flexibility of 

non-electrical sectors within the electricity system. The chapter defines how 

flexibility has been calculated and how it is exploited to improve the energy flows 
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of the electricity network. The mathematical models used for the simulation of 

energy conversion technologies and network infrastructures are described in the 

chapter. Moreover, the chapter introduces the simulation tool created for the 

analysis of these kinds of scenarios: a co-simulation platform designed for the 

simulation of multi-energy systems. 

Chapter 3 presents the first case study: the analysis of P2G technology applied 

to a district scenario. Thanks to the co-simulation tool, it was possible to integrate 

complex models in the same co-simulation platform: a medium-voltage electricity 

distribution network model, a medium pressure gas distribution network model and 

a P2G model, which took into account the intermediate conversion processes that 

take place within P2G plants. The study evaluated the impact of P2G plants on the 

electricity and gas distribution system and the levelized cost of SNG. 

The analysis presented in Chapter 4, the second case study, is a further 

development of case study 1. The aim of this study was to analyze the impact of 

different simplified modeling approaches (for the simulation of the electricity 

network, the gas network model and the P2G plant) and to understand whether, and 

under which conditions, the simplifications could lead to acceptable results. 

In Chapter 5, the third case study analyzes the use of CP2H plants as flexible 

connections between the electricity grid and district heating. This energy 

conversion technology had a twofold purpose: to produce heat for the district 

heating and provide flexibility to the electricity network that could be used to 

optimize the dispatch of RES generation. Different configurations and control 

strategies were analyzed. The use of CP2H technology in a distribution network 

context was finally evaluated from an economic point of view by calculating the 

Net Present Value and Simple Payback of the investment.  

In Chapter 6 the fourth case study is presented. This case study analyzed the 

flexibility enabled by LP2H technology in an energy community context. This 

flexible solution was compared with the more conventional flexible solution of 

electric battery. The two solutions were evaluated from technical and economic 

points of view. It was evaluated how these two technologies could influence the 

self-sufficiency and self-consumption of the energy community and how this could 

affect the economic flow of the energy community.  

Finally, in Chapter 7 the main conclusions of this thesis and possible future 

developments are outlined. 
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Chapter 2  

Methods 

This chapter describes the various mathematical models of energy conversion 

technologies and energy infrastructures of multi-energy systems. The chapter 

describes how the flexibility enabled by energy conversion technologies is 

transferred from the non-electric sectors to the electricity sector and how such 

flexibility is calculated. Finally, the chapter describes the simulation tool used to 

analyze the different case studies.  

2.1 Flexibility calculation in multi-energy systems 

This thesis mainly focuses on the following energy conversion technologies: 

Power-to-Gas (P2G), centralized Power-to-Heat (CP2H) and localized Power-to-

Heat (LP2H). These energy conversion technologies enable the creation of a 

connection point between non-electric energy sectors and the electricity sector. 

Specifically, P2G technology connects the gas network to the electricity network. 

CP2H technology creates a connection between district heating (DH) and the 

electricity network. Finally, LP2H technology connects the building heating sector 

(more precisely, the buildings that are not connected to the district heating network) 

to the electricity network. These connection points allow a better use of RES. 

Thanks to these technologies, the energy generated by RES can also be used in the 

non-electric sectors (in the case studies analyzed in this thesis, in the gas sector and 

in district and building heating). A schema of a possible multi-energy system is 

shown in Figure 2-1. 
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Figure 2-1. Multi-energy system scheme: electricity, heat and gas integration.  

Flexibility may be defined as the capability of a system to modify its electricity 

generation/consumption profile in order to offer ancillary services to the grid. It is 

possible to define upward and downward flexibility [85]. In this thesis, upward 

flexibility is defined as the capability of a system to increase its energy consumption 

or reduce its production. Upward flexibility may be required when the RES 

generation exceeds the total load and there is a need to balance the energy in the 

network in order to maintain grid stability; for example by converting or storing 

excess RES energy. Downward flexibility is the capacity of a system to decrease 

the total energy consumption in the system itself, or to increase the total energy 

production [86]. Downward flexibility may be required when the RES production 

is lower than the total load or during a critical peak pricing event. 

In an energy system scenario, flexibility can be provided by different 

technologies, for example: 

• pure load units can provide upward and downward flexibility by increasing 

or decreasing their electric load [87]; 

• energy storage systems can offer upward flexibility by absorbing energy 

from the grid or downward flexibility by releasing stored energy [88]; 

• energy conversion units (P2G, P2H) can offer both upward and downward 

flexibility by modifying their operational set-points [89]; 

• generation units can increase or decrease the power introduced into the 

network, thus offering both upward and downward flexibility [90]; 

• the RES could also provide downward flexibility by modulating the power 

production (e.g., RES generation curtailment) [91],[92]. 

The Power Node approach, proposed in reference [93], was adopted to calculate 

and evaluate the available flexibility. The advantage of this method is that it can be 

used to define the flexibility of any power system with the same mathematical 

equations. Figure 2-2 reports all the possible power exchanges between the electric 

grid and a general device. The same notations could be adopted for power 
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generation plants, power conversion units (P2G, P2H), electric storages, and pure 

load units. 

 
Figure 2-2. Modified power node model scheme. 

In Figure 2-2, notations and formulas have to be interpreted as follows: 

• 𝐶𝑎𝑝 ≥ 0 [MWh] is the internal storage capacity (𝐶 = 0, for a non-buffered 

unit); 

• 0 ≤ 𝑆𝑜𝐶 ≤ 1 [-] is the normalized State of Charge; 

• 𝑢 ≥ 0 [MW] is the electric consumption of the device and 𝜂𝑙𝑜𝑎𝑑 is the 

charging/conversion efficiency; 

• 𝑔 ≥ 0 [MW] is the electric generation of the device, and 𝜂𝑔𝑒𝑛 is its 

efficiency; 

• 𝜉 [MW] is the energy flow that exits the system (𝜉 > 0 e.g., Synthetic 

Natural Gas SNG, heat), or the energy flow that enters into the system (𝜉 <

0, e.g., Natural Gas NG, wind energy) by the device; 

• 𝜔 [MW] represents an unserved load (𝜔 > 0, e.g., demand curtailment), or 

an enforced energy loss (𝜔 < 0, e.g., RES curtailment);  

• 𝑙 ≥ 0 [MW] is the storage energy loss. 

The general Power Node equation is: 

 

𝐶𝑎𝑝 ∙ 𝑆𝑜𝐶̇ = 𝜂𝑙𝑜𝑎𝑑 ∙ 𝑢 − 𝜂𝑔𝑒𝑛
−1 ∙ 𝑔 − 𝜉 + 𝜔 − 𝑙 (2.1) 

 

Generally, each term in the above equation may be either controllable or non-

controllable. 𝑙, 𝜂𝑙𝑜𝑎𝑑 and 𝜂𝑔𝑒𝑛 may be fixed or state-dependent (e.g., 𝑙 = 𝑓(𝑆𝑜𝐶)). 

The electricity load/generator of the device is constrained as: 
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0 ≤ 𝑢𝑚𝑖𝑛 ≤ 𝑢 ≤ 𝑢𝑚𝑎𝑥  (2.2) 

0 ≤ 𝑔𝑚𝑖𝑛 ≤ 𝑔 ≤ 𝑔𝑚𝑎𝑥 (2.3) 

�̇�𝑚𝑖𝑛 ≤ �̇� ≤ �̇�𝑚𝑎𝑥 (2.4) 

�̇�𝑚𝑖𝑛 ≤ �̇� ≤ �̇�𝑚𝑎𝑥 (2.5) 

 

Eq. (2.2) represents the maximum and minimum power load, whereas Eq. (2.3) 

represents the maximum and minimum power generation. Both values are normally 

defined on the basis of the nominal power and the minimum working power. Eqs. 

(2.4) and (2.5) pertain to the restriction due to the ramp rate capacity of the device. 

More details on Power Node modeling are reported in references [93],[94].  

If a general P2X energy conversion device is considered as an example, the 

Power Node equation for the 𝑘 simulation time step can be written as: 

 

𝑢𝑃2𝑋(𝑘)  =  
( 𝜉𝑃2𝑋(𝑘) + 𝐶𝑎𝑝 ∙ 𝑆𝑜𝐶̇ 𝑃2𝑋(𝑘) + 𝑙𝑃2𝑋(𝑘))

𝜂𝑃2𝑋
 (2.6) 

 

where 𝐶𝑎𝑝 is the internal energy storage capacity (e.g., a heat storage of a P2H), 

𝑆𝑜𝐶𝑃2𝑋 is its normalized State of Charge and 𝑙𝑃2𝑋 is its energy loss. ξ𝑃2𝑋 is the X 

energy vector provided externally and 𝜂𝑃2𝑋 is the efficiency of the P2X process. 

The unit can modify its electric load, 𝑢𝑃2𝑋, by modifying the internal storage SoC 

and/or the energy exported outside the plant. 

For a load unit, the available flexibility can be defined as: 

 

𝜋𝑃2𝑋(𝑘) = 𝑢𝑃2𝑋
𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒(𝑘) − 𝑢𝑃2𝑋

0 (𝑘) =
(𝜉𝑃2𝑋
𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒

(𝑘)+𝐶𝑎𝑝∙𝑆𝑜𝐶̇ 𝑃2𝑋
𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒

(𝑘)+𝑣𝑃2𝑋(𝑘))

𝜂𝑃2𝑋
− 𝑢𝑃2𝑋

0 (𝑘)  (2.7) 

 

where 𝑢𝑃2𝑋
𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒

 is the electric load of the unit in one of the possible working 

conditions and 𝑢𝑃2𝑋
0  is the unit electricity baseload. 𝜉𝑃2𝑋

𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒
 is the amount of X 

energy that may be exported outside the plant without violating the external 

constraints (e.g., the district heating or gas grid capacity). It is possible to define 

𝜉𝑃2𝑋
𝑚𝑎𝑥 ≥ 0 and ξ𝑃2𝑋

𝑚𝑖𝑛 ≥ 0 as the maximum and minimum flows of an energy vector 

X that may be exported, respectively. 𝐶𝑎𝑝 ∙ 𝑆𝑜𝐶̇ 𝑃2𝐺
𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒

 may be positive or 

negative, and is bound by a maximum 𝐶𝑎𝑝 ∙ 𝑆𝑜𝐶̇ 𝑃2𝑋
𝑚𝑎𝑥 ≥ 0 and a minimum 

𝐶𝑎𝑝 ∙ 𝑆𝑜𝐶̇ 𝑃2𝑋
𝑚𝑖𝑛 ≤ 0, depending on the buffer’s condition (e.g., when the buffer 

reaches full charge, 𝐶𝑎𝑝 ∙ SoĊ 𝑃2𝑋
𝑚𝑎𝑥 = 0). 

The electric load of the unit is bound by the following constraints: 

 

0 ≤ 𝑢𝑃2𝑋
𝑚𝑖𝑛 ≤ 𝑢𝑃2𝑋

𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒
(𝑘) ≤ 𝑢𝑃2𝑋

𝑚𝑎𝑥) (2.8) 

�̇�𝑃2𝑋
𝑚𝑖𝑛 ≤ �̇�𝑃2𝑋

𝑓𝑒𝑎𝑠𝑖𝑏𝑙𝑒
(𝑘) ≤ �̇�𝑃2𝑋

𝑚𝑎𝑥) (2.9) 
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By combining Eqs. (2.7), (2.8), and (2.9) it is possible to define the positive and 

negative power capacity flexibility (𝜋+, 𝜋−): 

 

𝜋𝑃2𝑋
+ (𝑘) = min { 

(𝜉𝑃2𝑋
𝑚𝑎𝑥(𝑘) + 𝐶 ∙ 𝑆𝑜𝐶̇ 𝑃2𝑋𝑚𝑎𝑥(𝑘) + 𝑣𝑃2𝑋(𝑘))

𝜂𝑃2𝑋
 , 𝑢𝑃2𝑋

𝑚𝑎𝑥 , 𝑢𝑃2𝑋
0 (𝑘) + �̇�𝑃2𝑋

𝑚𝑎𝑥  ∆𝑘} − 𝑢𝑃2𝑋
0 (𝑘) (2.10) 

𝜋𝑃2𝑋
− (𝑘) = 𝑚𝑎𝑥 { 

( 𝜉𝑃2𝑋
𝑚𝑖𝑛(𝑘) + 𝐶 ∙ 𝑆𝑜𝐶̇ 𝑃2𝑋𝑚𝑖𝑛(𝑘) + 𝑣𝑃2𝑋(𝑘))

𝜂𝑃2𝑋
 , 𝑢𝑃2𝑋

𝑚𝑖𝑛  , 𝑢𝑃2𝑋
0 (𝑘) + �̇�𝑃2𝑋

𝑚𝑖𝑛  ∆𝑘} − 𝑢𝑃2𝑋
0 (𝑘) (2.11) 

 

The terms 
( 𝜉𝑃2𝑋

𝑚𝑖𝑛(𝑘)+𝐶∙𝑆𝑜𝐶̇ 𝑃2𝑋
𝑚𝑖𝑛(𝑘)+𝑣𝑃2𝑋(𝑘))

𝜂𝑃2𝑋
 and 

( 𝜉𝑃2𝑋
𝑚𝑎𝑥(𝑘)+𝐶∙𝑆𝑜𝐶̇ 𝑃2𝑋

𝑚𝑎𝑥(𝑘)+𝑣𝑃2𝑋(𝑘))

𝜂𝑃2𝑋
 

represent the storage and the external constraints at simulation step 𝑘. The 

limitation, due to minimum and maximum power loads, is defined by 𝑢𝑃2𝑋
𝑚𝑖𝑛 and 

𝑢𝑃2𝑋
𝑚𝑎𝑥, respectively. The terms 𝑢𝑃2𝑋

0 (𝑘) + �̇�𝑃2𝑋
𝑚𝑖𝑛 ∆𝑘 and 𝑢𝑃2𝑋

0 (𝑘) + �̇�𝑃2𝑋
𝑚𝑎𝑥 ∆𝑘 

guarantee that the power increase/decrease during discretization interval ∆𝑘 does 

not exceed the ramp rate constraints. 

2.2 The energy networks and the energy conversion 

technologies models 

This section describes all the models used for the simulation of multi-energy 

systems presented in the following chapters. Specifically, the mathematical models 

of the energy conversion technologies, the models of the energy networks and the 

model for the control of the flexible resources. One last component should also be 

mentioned, the time-synchronizer (Time-Sync), which is neither a physical 

component of the multi-energy system, nor a control logic. This last component 

was created to orchestrate the simulation and is to be presented in Section 2.3.4. 

For the analysis presented in Chapter 4, two different mathematical models 

were used for some components of the multi-energy system: a more detailed one 

(these types of models are called "detailed" models) and a less detailed one (these 

types of models are called "simplified" models). 

Thanks to the co-simulation method presented in Section 2.3, the models 

integrated in the simulation tool developed in this thesis could be developed in 

different types of programming languages. In this thesis, different modules 

developed in MATLAB, Simulink, Python and RT -Lab were merged. 

The models were: 

• The controller model; 

• the time-synchronizer (Time-Sync) model; 

• The electricity network detailed model; 

• The electricity network simplified model; 

• The gas network detailed model; 

• The gas network simplified model; 
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• The district Heating (DH) Network and centralized Power-to-Heat (CP2H) 

model; 

• The building and localized Power-to-Heat (LP2H) model; 

• The Power-to-Gas (P2G) detailed model;  

• The Power-to-Gas (P2G) simplified model;  

• The Electricity Battery (EB) model. 

All models are reported and summarized in Table 2-1. 

Thanks to the features of the co-simulation approach, it was possible to 

integrate models developed in collaboration with other research groups into those 

developed within the current research. The former models are henceforth referred 

to as "externally developed models". My contribution to the realization of the 

externally developed models did not concern the realization of the mathematical 

model, but, rather, the aspects listed/summarized below: 

Electricity network detailed model: 

• collaboration in the creation of the communication modules required to 

integrate the model into the co-simulation platform; 

• collaboration in defining inputs and outputs of the model; 

• collaboration in the model verification tests. 

DH network and CP2H model: 

• creation of the communication modules required for integration into the co-

simulation platform; 

• definition of the model inputs/outputs; 

• tests to verify the model. 

Building and LP2H model: 

• collaboration on model verification tests; 

• collaboration on definition of inputs and outputs of the model. 

P2G detailed model: 

• creation of the communication modules required for integration into the co-

simulation platform; 

• collaboration in defining the inputs and outputs of the model; 

• tests to verify the model. 
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Table 2-1. List of the models used in this thesis. 

Internally developed models 

Model Programming language 
Developed in 

collaboration with: 

Controller MATLAB – 

Time-Sync Simulink – 

Electricity network (simplified) MATLAB – 

Gas network (detailed) MATLAB – 

Gas network (simplified) MATLAB – 

P2G (simplified) MATLAB – 

EB MATLAB – 

Externally developed models 

Electricity network (detailed) RT-Lab DENERG (IT) 

DH Network and CP2H MATLAB DENERG (IT) 

Building and LP2H Python HYPERTECH (GR) 

P2G (detailed) MATLAB VTT (FI) 

 

2.2.1 Electricity network detailed model 

The electricity network detailed model was realized by Cesar Diaz-Londono 

and Andrea Mazza from Politecnico di Torino (Turin, Italy). The model was used 

for the simulation of case study 1 (see Chapter 3), case study 2 (see Chapter 4) and 

case study 3 (see Chapter 5).  

The detailed electrical network model simulates the physical behavior of a 

medium voltage (MV) distribution network. The model takes into account the 

electricity flow in each branch, the voltage at each node and the withdrawals and 

injections of electricity at each node. Furthermore, the model takes into account the 

distribution network topology and the energy flows exchanged with the high 

voltage (HV) transmission grid through the transformers (TR) that connect the 

transmission system and the distribution system. The model is thus able to evaluate 

the local unbalances caused by overproduction of RES that can affect the 

distribution network. The power flow calculation was solved with the equivalent 

single-phase Backward Forward Sweep (BFS) algorithm [95] for radial networks 

(the number of nodes, 𝑁, is equal to the number of branches, 𝐵). The BFS is a static 

method that calculates the steady state of the network. The power flow is calculated 

at each time step. In the case studies analyzed in this thesis, the time step is 15 

minutes. The equations are solved in an iterative process until convergence is 
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achieved. The model calculates the current in the branches and the nodal voltages 

for each time step, 𝑘, as: 

 

𝐢B
(𝑗)
(𝑘) = 𝚪T ∙ 𝐢N

(𝑗)
(𝑘) = 𝚪T ∙ [𝐲𝐂 ∘ 𝐯

(𝑗−1)(𝑘) + 𝐬(𝑘)∗⊘ (𝐯(𝑗−1)(𝑘))
∗
] (2.12) 

𝐯(𝑗)(𝑘) = 𝐯slack (𝑘) − 𝚪 ∙ 𝐙B ∙ 𝐢B
(𝑗)
(𝑘) (2.13) 

 

where: 

• 𝐢B
(𝑗)
(𝑘) [A] represents the vector that contains the complex currents at time 

step 𝑘, calculated during the backward phase of the BFS method, at the 𝑗-th 

iteration; 

• 𝐯(𝑗)(𝑘) [kV] indicates the vector that contains the complex voltages at time 

step 𝑘, evaluated during the forward phase of the BFS method, at the 𝑗-th 

iteration; 

• 𝐢N
(𝑗)
(𝑘) [A] is the vector of the load nodes complex currents, at time step 𝑘 

and at the 𝑗-th iteration; 

• The inverse of the node-to-branch incidence matrix is the 𝚪 [-] matrix. This 

matrix provides topological information about the network; 

• The load admittances and the network admittances are included in the 𝐲C 

[S] vector; 

• 𝐯(𝑗−1)(𝑘) [kV] is the vector that contains the complex voltages at time step 

t, evaluated during the forward phase of the BFS method, at the iteration 

𝑘 − 1; 

• 𝐬(𝑘) [kVA] is the net load vector of the constant power, which can be seen 

as the difference between absorbed and injected power. A positive sign of 

the real (imaginary) part implies an absorption of active (reactive) power 

from the grid. Conversely, a negative sign indicates an injection of active 

(reactive) power into the grid. This representation is employed any time the 

power value at time step 𝑘 is basically independent of the value of the node 

voltage at time 𝑘; 

• 𝐯𝐬𝐥𝐚𝐜𝐤 (𝑘) [kV] is the vector that contains the slack node voltage at time step 

𝑘; 

• 𝐙B [-] is a diagonal matrix that collects the values of the branch impedances.  

Moreover, the mathematical operators ∘ and ⊘ are the Hadamard product and 

division, respectively. The symbol * indicates the conjugate operation.  

At each step 𝑘, the electrical network model also calculates, the RPF in each 

transformer of the network as: 

 

𝑃TR#𝑖(𝑘) = 𝑟𝑒𝑎𝑙(𝑣slack(𝑘) ∙ 𝑖𝑇𝑅#𝑖
∗ (𝑘)) ∙ 103 (2.14) 
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𝑅𝑃𝐹TR#𝑖(𝑘) = {
−𝑃TR#𝑖(𝑘), 𝑖𝑓𝑃TR#𝑖(𝑘) < 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2.15) 

 

where: 

• 𝑅𝑃𝐹TR#𝑖(𝑘) [MWe] is the RPF of the 𝑖-th transformer at time step 𝑘.  

• 𝑃TR#𝑖(𝑘) [MWe] is the electrical energy flow that passes through the 𝑖-th 

transformer at time step 𝑘;  

• 𝑣slack (𝑘) [kV] represents the slack voltage value at time step 𝑘;  

• 𝑖TR#𝑖(𝑘) [A] is the current that passes through the 𝑖-th transformer at time 

step 𝑘. 

More details on the electricity grid model are reported in [96]. 

2.2.2 Electricity network simplified model 

The electricity network simplified model was realized within the work of this 

thesis. This model was used for the simulation of case study 2 (see Chapter 4) and 

case study 4 (see Chapter 6).  

In the simplified electricity network model, instead of simulating the whole 

distribution electricity network, as in the detailed model, the electricity network is 

simplified by considering that all the loads and distributed generations are 

concentrated in a single node. The model is static and, at each simulation time step, 

calculates the balance of the loads and generations of the distribution network. The 

network Reverse Power Flow (RPF) is calculated as the positive difference between 

the sum of the distributed generation in the network and the sum of all the network 

loads. If the network’s distributed generation is lower than the network’s energy 

demand, the difference is assumed to be provided by the HV network:  

 

𝑅𝑃𝐹(𝑘) = {
∑𝑔𝑛(𝑘) − 𝑢𝑛(𝑘)

N

𝑛=1

, 𝑖𝑓∑𝑔𝑛(𝑘) − 𝑢𝑛(𝑘)

N

𝑛=1

> 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.16) 

𝐻𝑉el (𝑘) = {
∑𝑢𝑛(𝑘) − 𝑔𝑛(𝑘)

N

𝑛=1

, 𝑖𝑓∑𝑢𝑛(𝑘) − 𝑔𝑛(𝑘)

N

𝑛=1

> 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.17) 

 

where: 

• 𝑅𝑃𝐹(𝑘) [MWe] is the network RPF at time step 𝑘; 

• 𝐻𝑉el(𝑘) [MWe] is the electricity withdrawn from the HV network at time 

step 𝑘; 

• 𝑔𝑛(𝑘) [MWe] is the electricity generation at node 𝑛 at time step 𝑘; 

• 𝑢𝑛(𝑘) [MWe] is the electricity load at node 𝑛 at time step 𝑘. 
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The model does not take into account the network topology, nor the different 

connection points with the transmission network (i.e., the HV/MV transformers). 

For this reason, the simplified model is not able to evaluate the local unbalances 

that may occur within the distribution network.  

2.2.3 Gas network detailed model 

The gas network detailed model was realized within the work of this thesis. 

This model was used for the simulation of case study 1 (see Chapter 3) and case 

study 2 (see Chapter 4).  

The gas network detailed model is a dynamic model that simulates the physical 

behavior of a medium pressure gas distribution network. The model takes into 

account the gas flow in each pipe and the pressure at each node of the network. The 

model is based on the (inverted) Renouard’s equation for a medium pressure 

pipeline [97]1, the equation of state for ideal gases and the continuity equation. The 

mass flow between two nodes (𝑛 and 𝑚) is determined from the difference in their 

pressure through the Renouard relation. The gas flow between node 𝑚 and node 𝑛 

is positive, if the pressure at node 𝑚 is higher than that of node 𝑛. Conversely, it is 

negative (i.e., it is flowing in the opposite direction), if the pressure at node 𝑚 is 

lower than that of node 𝑛. Hence, the model is bi-directional. The pressure of each 

node is calculated using the equation of state as a function of the mass that exists at 

the node. The gas mass at the node is given by the continuity equation, which 

considers the gas injections and withdrawals, as well as the gas flows that go from 

that node to the adjacent ones. The model solves the equations dynamically with 

integration step 𝑑𝜗, which was adjusted to make the model achieve convergence 

and depended on the network topology. The smaller the network pipelines, the 

smaller the time discretization necessary to achieve convergence. In the case studies 

considered in this thesis, a temporal discretization of the order of 1 second was 

applied. The gas withdrawal and injection flows into the network were considered 

constant in each simulation time step (15 minutes). 

 

�̇�𝑛−𝑚
(𝜗) (𝑘)  = |

𝑝𝑚
(𝜗−1)2

(𝑘) − 𝑝𝑛
(𝜗−1)2

(𝑘)

25.24 ∙ 𝐿𝑛−𝑚 ∙ 𝐷𝑛−𝑚
−4.82|

1
1.82

∙
𝜌𝑁𝐺
3600

∙ 𝑠𝑔𝑛(𝑝𝑚
(𝜗−1)

(𝑘) − 𝑝𝑛
(𝜗−1)

(𝑘)) (2.18) 

𝑑𝑝𝑛
(𝜗)
(𝑘)

𝑑𝜗
=
𝑝𝑛
(𝜗)
(𝑘) − 𝑝𝑛

(𝜗−1)
(𝑘)

𝑑𝜗
=  
𝑅𝑁𝐺  ∙ 𝑇

𝑉𝑛
∙ �̇�𝑛

(𝜗)
(𝑘) ∙ 105 (2.19) 

�̇�𝑛
(𝜗)
(𝑘) = �̇�𝑖𝑛𝑗,𝑛(𝑘) − �̇�𝑤𝑖𝑡,𝑛(𝑘) + ∑ �̇�𝑛−𝑚

(𝜗)
(𝑘)

M𝑛

𝑚=1

 (2.20) 

 

 
1 Renouard's equation was inverted to isolate the gas flow between two nodes (see Eq. 2.18). 
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where: 

• �̇�𝑛−𝑚
(𝜗) (𝑘) [kg/s] is the natural gas flow inside pipe 𝑛 −𝑚 at time step 𝑘 and 

the iteration of the integration procedure 𝜗 (the subscript 𝑚 represents a 

generic node of the nodes adjacent to node 𝑛); 

• 𝑝𝑛
(𝜗−1)(𝑘) [bar] and 𝑝𝑚

(𝜗−1)(𝑘) [bar] are the pressures of nodes 𝑛 and 𝑚, 

respectively, at time step 𝑘 and at the iteration of the integration procedure 

𝜗 − 1; 

• 𝐿𝑛−𝑚 [m] is the length of pipe 𝑛 −𝑚; 

• 𝐷𝑛−𝑚 [mm] is the diameter of pipe 𝑛 −𝑚; 

• 𝜌𝑁𝐺 [kg/Sm3] is the natural gas density under standard conditions; 

• 𝑝𝑛
(𝜗)(𝑘) [bar] is the pressures in nodes 𝑛 at time step 𝑘 and the iteration of 

the integration procedure 𝜗;  

• 𝑑𝜗 [s] is the integration step; 

• 𝑅𝑁𝐺 [J/kg/K] is the specific gas constant of natural gas; 

• 𝑇 [K] is the temperature of natural gas; 

• 𝑉𝑛 is the volume of the node 𝑛; 

• �̇�𝑛
(𝜗)(𝑘) [kg/s] is the mass variation at node 𝑛 at time step 𝑘 and the iteration 

of the integration procedure 𝜗;  

• �̇�𝑖𝑛𝑗,𝑛(𝑘) [kg/s] and �̇�𝑤𝑖𝑡,𝑛(𝑘) [kg/s] are the gas injection and withdrawal 

at node 𝑛, respectively, at time step 𝑘; 

• M𝑛 [-] is the number of nodes adjacent to node 𝑛. 

The node’s volume is assumed to be equal to half the sum of the volumes of all 

the pipes connected to the node: 

 

𝑉𝑛 =
∑ (

𝐷𝑛−𝑚
1000 ∙ 2

)
2

∙ π ∙ 𝐿𝑛−𝑚
M𝑛
𝑛=1

2
 

(2.21) 

 

By combining Eqs. (2.18), (2.19) and (2.20)), it is possible to define the 

evolution of the pressure of each network’s node 𝑛 as a function of the gas inputs 

and withdrawals of that specific node 𝑛 and the pressure values of the adjacent 

nodes:  

 

𝑝𝑛
(𝜗)
(𝑘) = 𝑝𝑛

(𝜗−1)
(𝑘) +  𝑑𝜗 ∙

𝑅𝑁𝐺 ∙ 𝑇

𝑉𝑛

∙

{
 

 

�̇�𝑖𝑛𝑗,𝑛(𝑘) − �̇�𝑤𝑖𝑡,𝑛(𝑘)

+∑

[
 
 
 

|
𝑝𝑚
(𝜗−1)2

(𝑘) − 𝑝𝑛
(𝜗−1)2

(𝑘)

25.24 ∙ 𝐿𝑛−𝑚 ∙ 𝐷𝑛−𝑚
−4.82|

1
1.82

∙
𝜌𝑁𝐺
3600

∙ 𝑠𝑔𝑛 (𝑝𝑛
(𝜗−1)

(𝑘) − 𝑝𝑛
(𝜗−1)

(𝑘))

]
 
 
 M𝑛

𝑖=1
}
 

 

 

(2.22) 
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As a boundary condition, the model assumes that the pressure at the city-gate 

(node 0) is constant. Gas can flow through the city-gate from the high-pressure 

network to the medium-pressure network, but not vice versa. If the pressure at node 

1 is lower than the city-gate’s pressure, natural gas flows from the city-gate (coming 

from the transmission network) to node 1. If the pressure at node 1 is higher than 

that at the city-gate pressure, the gas flow between node 1 and the city-gate is 0: 

 

𝐻𝑃NG
(𝜗)
(𝑘) = �̇�0−1

(𝜗)
(𝑘)

=

{
 
 

 
 

(
𝑝0
(𝜗−1)

(𝑘)
2
− 𝑝1

(𝜗−1)
(𝑘)

2

25.24 ∙ 𝐿0−1 ∙ 𝐷0−1
−4.82)

1
1.82

∙ 𝜌𝑁𝐺 , 𝑖𝑓 𝑝0
(𝜗−1)

(𝑘)− 𝑝1
(𝜗−1)

(𝑘) > 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
(2.23) 

 

where 𝐻𝑃NG
(𝜗)
(𝑘) [kg/s] is the NG withdrawn from the high-pressure 

transmission network during time step 𝑘 at the iteration of the integration procedure 

𝜗. 

At each time step, the gas network model calculates the maximum amount of 

SNG that can be stored in the network. The total amount of SNG that the network 

can accept is equal to the of gas withdrawals plus the amount of gas that can be 

accumulated as a result of the linepack effect: i.e., the quantity of gas which, if 

injected, would bring the network’s pressure to exceed the maximum pressure 

allowed. The total amount of SNG that can be injected at generic time step 𝑘 is 

defined as:  

 

𝐸SNG
𝑚𝑎𝑥(𝑘) = [(∑ �̇�𝑤𝑖𝑡,𝑛(𝑘)

N

𝑛=1

) +
(𝑝𝑚𝑎𝑥 − �̅�(𝑘) ) ∙ 10

5 ∙ 𝑉GN
𝑅NG  ∙ 𝑇 ∙ 𝜏

] ∙ 𝐿𝐻𝑉SNG (2.24) 

 

where: 

• 𝐸SNG
𝑚𝑎𝑥(𝑘) [MWth] is maximum amount of SNG that the network can host at 

time step 𝑘;  

• N is the number of nodes of the network; 

• 𝑝𝑚𝑎𝑥 [bar] is the maximum allowed pressure in the network; 

• �̅�(𝑘) [bar] is the mean pressure in the network at time step 𝑘; 

• 𝑉GN [m3] is the total volume of the gas network; 

• 𝜏 [h] is the time step duration; 

• 𝐿𝐻𝑉SNG [MWhth /kg] is the lower heating value of the SNG, assumed to be 

equal to 0.0139 MWhth/kg; 

As an example, the gas flows of a 69-node network with three P2G plants 

connected to three network nodes have been reported. Figure 2-3 and Figure 2-4 
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show the gas flows on each pipe of the network in two different working conditions. 

Figure 2-3 shows the flows in a typical winter operating condition: the P2G plants 

supply only a limited part of the total gas demand. Most of the gas consumed is 

withdrawn from the high-pressure network through the city-gate.  

Figure 2-4 shows a summer case with low gas demand. Here, all the gas demand 

of the network is satisfied by the P2G plant injections (in this case there is no gas 

withdrawal from the high-pressure network). 

 

Figure 2-3. Gas flows within the gas distribution network: winter case. The network’s gas demand 

is mainly met through withdrawals from the high-pressure network. 

It can be noted that in the two different cases, the flows inside some pipes have 

opposite directions. For instance, in the flows from node 11 to node 29 of the winter 

case (a), the gas withdrawn from the high-pressure network goes down to the lower 

part of the network. Conversely, in the summer case (b), the gas produced by the 

P2G 2 plant rises in the opposite direction to meet the gas demand of the upper part 

of the network. In the summer case, the accumulation of gas within the network can 

be observed. For instance, in node 7 (which is a junction node) the mass balance of 

the input and output flows is higher than 0, due to gas accumulation in this part of 

the network. 
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Figure 2-4. Gas flows within the gas distribution network: summer case. The network’s gas 

demand is mainly met through the SNG produced by the P2G plant. Note that for the sake of 

clarity, a different scale was used than in Figure 2-3. 

In order to validate the model, results were compared with those obtained with 

the steady state and multi-component thermal-fluid-dynamic model presented by 

Cavana and Leone [98]. Their model is non-isothermal and considers NG as a 

gaseous hydrocarbon mixture. The comparison was made on a 78 node 4th species 

network, according to the Italian DM 24/ 11/1984 classification [99]. The relative 

error on the node’s pressure always resulted lower than 2% at each time step (see 

Figure 2-5).  

 
Figure 2-5. Relative error of the pressure in the network pipes. The red curve shows the deviation 

of the pipe with worst performance. The dashed black curve shows the average error of all pipes. 

Both lines pertain to the day that yielded the highest deviations. 
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2.2.4 Gas network simplified model 

The gas network simplified model was realized within the work of this thesis. 

This model was used for the simulation of case study case study 2 (see Chapter 4).  

The model calculates the steady state energy balance of the medium-pressure 

distribution network without taking into account either the evolution of the pressure 

in the network nodes or the gas flow in each network pipe. All the users’ gas 

withdrawals and SNG injections are considered to happen at the same point. If the 

gas demand is higher than the SNG injection, the difference is taken from the HP 

network: 

 

𝐻𝑃𝑁𝐺(𝑘) = {
∑�̇�𝑤𝑖𝑡,𝑛(𝑘) − �̇�𝑖𝑛𝑗,𝑛(𝑘)

N

𝑛=1

, 𝑖𝑓 ∑ �̇�𝑤𝑖𝑡,𝑛(𝑘) − �̇�𝑖𝑛𝑗,𝑛(𝑘)

N

𝑚=1

> 0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2.25) 

 

The model cannot take into account the linepack effect. Consequently, the 

maximum SNG that can be injected at time step 𝑘 (𝐸𝑆𝑁𝐺
𝑚𝑎𝑥(𝑘) [MWth]) is equal to 

the network’s gas demand:  

 

𝐸𝑆𝑁𝐺
𝑚𝑎𝑥(𝑘) = ∑ �̇�𝑤𝑖𝑡,𝑚(𝑘)

M

𝑚=1

∙ 𝐿𝐻𝑉𝑆𝑁𝐺  (2.26) 

 

2.2.5 District heating network and centralized Power-to-Heat 

model 

The District Heating (DH) network and centralized Power-to-Heat (CP2H) 

model was realized by Vittorio Verda and Elisa Guelpa from Politecnico di Torino 

(Turin, Italy). This model was used for the simulation of case study 3 (see Chapter 

5).  

This module simulates two different physical units (e.g., the DH network and 

the CP2H plants). The model’s developers preferred to integrate the two 

components into a single module. Such a methodological choice, one the hand, 

makes the modeling of the system easier and allows the interactions between these 

two components to be simulated in more detail. On the other hand, it makes the 

structure of the co-simulation tool less flexible. With this approach it is not possible 

to integrate a different CP2H model with the current DH model, nor, vice versa, 

integrate a new DH model with the current CP2H model. 

A physical model of the network was used to evaluate the temperature within 

the DH pipelines in order to accurately estimate the impact of CP2H on DH. This 

allowed the contribution of the thermal losses and thermal transients to be taken 

into account. The model includes mass and energy conservation equations for each 
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junction and each pipe of the network, respectively. These equations were validated 

in [100]. The model is one-dimensional for each pipe, since the heat propagation 

follows the main direction of the water flow. A graph approach was used to describe 

the connection between pipes and junctions. According to this approach, they were 

considered as branches and nodes. Such an approach is commonly adopted for the 

description of the topology of a DH network. Specifically, the connection between 

nodes and branches is described using the incidence matrix (𝐀), which has the same 

number of rows as the number of nodes (N), and the same number of columns as 

the number of branches (B). A general element, Aij, is equal to 1, or -1, depending 

on whether the node represents the inlet or outlet of the branch, and 0 if the node is 

not connected to the branch. This approach allows matrix equations to be written 

for the entire network. In generic step of the integration procedure 𝜗 in a generic 

simulation time step 𝑘, the mass conservation equations written for the nodes and 

for the entire network are defined as:  

 

∑ 𝐺𝑛−𝑚
(𝜗) (𝑘)

M𝑛

𝑚=1

= 0 (2.27) 

𝐀 ∙ 𝐆B,𝑘
(𝜗) + 𝐆extN,𝑘

(𝜗) = 0 (2.28) 

 

Where:  

• M𝑛 [-] is the number of nodes adjacent to node 𝑛; 

• 𝐺𝑛−𝑚
(𝜗) (𝑘) [kg/s] is the mass flow in the branch 𝑛 −𝑚 which connect node 

𝑛 and the adjacent node 𝑚;, 

• 𝐆B,𝑘
(𝜗)

 [kg/s] represents the matrix of the mass flows in the branches; 

• 𝐆extN,𝑘
(𝜗)  [kg/s] is the matrix containing the mass flow exchanged between 

the nodes of the network and the external environment. 

The energy conservation in a generic node 𝑛 is the fined by Eq 2.29. 

 

𝜌 ∙ 𝑐𝑝 ∙
𝜕𝑇𝑛

(𝜗)(𝑘)

𝜕𝑡
∙ 𝑉𝑛 + ∑ 𝑐𝑝 ∙ 𝐺𝑛−𝑚

(𝜗) (𝑘) ∙

M𝑛

𝑚=1

𝑇𝑛−𝑚
(𝜗) (𝑘) = 𝑈𝑡𝑜𝑡 ∙ (𝑇𝑛

(𝜗)(𝑘) − 𝑇𝑔𝑟) (2.29) 

 

where:  

• 𝜌 [kg/m3] is the water’s density; 

• 𝑐𝑝 [kJ/kg/K] is the water’s specific heat; 

• 
𝜕𝑇𝑛

(𝜗)(𝑘)

𝜕𝑡
 [K/s] indicates the derivative of water’s temperature at node 𝑛; 

• 𝑉𝑛 is the volume of the node 𝑛; 

• 𝑇𝑛−𝑚
(𝜗) (𝑘) [k] is the water temperature in the branch 𝑛 −𝑚; 
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• 𝑈𝑡𝑜𝑡 [kW/K] global heat exchange coefficient between the water in the 

network pipe and the ground; 

• 𝑇𝑔𝑟 [K] is the ground’s temperature. 

Adopting an Upwind scheme this can be written in matrix form for all nodes: 

 

𝐌𝐍 ∙ �̇�N,𝑘
(𝜗) + 𝐊𝐍 ∙ 𝐓N,𝑘

(𝜗) = 𝐠N (2.30) 

 

Where: 

• 𝐌𝐍 [kJ/K] represents the nodal mass matrix, which includes the terms 

multiplied for the temperature derivative. 

• �̇�N,𝑘
(𝜗)

 [K/s]is the vector containing the time derivative of the temperature of 

the nodes; 

• 𝐊𝐍 [kW/K] represents the stiffness matrix of the network nodes, which 

includes the terms multiplied for the temperature, 

• 𝐓N,𝑘
(𝜗)

 [K] indicates the vector containing the temperatures of the nodes; 

• 𝐠N [kW] is the vector containing known terms in the energy equation. 

The model incorporates a Thermal Energy Storage (TES) model. The TES is 

connected to the supply network. In particular, the TES is used to provide heat 

during the morning peak demand. During the night, the mass flow circulating in the 

system is low due to the limited heat demand of the district heating users; in some 

parts of the network (especially in some distribution networks), the water does not 

circulate. For this reason, the temperature in the network (and in the buildings and 

heating devices) decreases due to heat losses. In the morning, when users request 

heat from the network, in addition to providing heat to the users, the central system 

must also provide the heat needed to bring the grid temperature back to operating 

temperature. This results in a peak in district heating demand between 5:00 and 

7:00. By using the heat storage, the peak demand of the central plant can be reduced.  

Further details on the DH model are provided in [100]. 

The CP2H configuration is used to increase the return temperature up to the 

supply value. The efficiency of CP2H is closely related to the temperature of both 

the heated water and the source side. The CP2H energy conversion process is 

operated by large-scale geothermal HP plants, which exploit the higher temperature 

of the groundwater to achieve a higher performance.  

The heat produced by the CP2H (𝛷CP2H) depends on the COP, which in turn 

depends on the temperature of the water entering the CP2H plant, 𝑇CP2H,𝑖𝑛, of the 

temperature of the water exiting the plant, 𝑇CP2H,𝑜𝑢𝑡, and of the temperature of the 

source adopted at the evaporator side, 𝑇CP2H,𝑒𝑣. 

 

𝛷CP2H(𝑘) = 𝑓(𝐶𝑂𝑃CP2H(𝑘)) = 𝑓( 𝑇CP2H,𝑖𝑛(𝑘), 𝑇CP2H,𝑜𝑢𝑡(𝑘), 𝑇CP2H,𝑒𝑣) (2.31) 
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In the specific considered case, 𝑇CP2H,𝑖𝑛corresponds to the return temperature 

of the DH and 𝑇CP2H,𝑒𝑣 is the temperature of the groundwater, which can be 

considered equal to 15°C.  

In order to take the characteristics of the device into account, as well as the 

operating conditions, the COP was estimated adopting the performance of the 

device in the design condition (taken from the catalogue) and using the Carnot 

coefficient to simulate performance under real operating conditions.  

 

𝐶𝑂𝑃CP2H(𝑘) = ϵ ∗
𝑇CP2H,𝑎𝑣(𝑘)

𝑇CP2H,𝑎𝑣(𝑘) − 𝑇CP2H,𝑒𝑣
 (2.32) 

 

Where: 

• 𝑇CP2H,𝑎𝑣(𝑘) [K] is the logarithmic mean temperature of the water processed 

in the CP2H plant; 

• ϵ is the ration among the performance of the CP2H plant under the design 

conditions (𝑟) and the Carnot COP under the same conditions (𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡𝐷). 

 

ϵ =
𝐸𝐸𝑅𝐷

𝐶𝑂𝑃𝐶𝑎𝑟𝑛𝑜𝑡𝐷
 (2.33) 

 

Because of the implicit relationship between the temperature at the exit of the 

HP, 𝑇CP2H,𝑜𝑢𝑡, and the exchanged heat flux, 𝛷CP2H (see Eq. 2.31 and Eq. 2.34), an 

iterative approach was used with the aim of evaluating 𝑇CP2H,𝑜𝑢𝑡and 𝛷CP2H, given 

𝑇CP2H,𝑖𝑛, 𝑇CP2H,𝑒𝑣, r, 𝑐𝑝 and the water flow the flow of water passing through the 

heat pump 𝐺𝑃2𝐻. 

 

𝑇CP2H,𝑜𝑢𝑡(𝑘) = 𝑇CP2H,𝑖𝑛(𝑘) +
𝛷CP2H (𝑘) 

𝐺cP2H(𝑘)  ∙ 𝑐𝑝
 (2.34) 

 

The outlet temperature of the CP2H systems is not sufficient to power the DH. 

For this reason, the production of these plants must always be supported by the high 

temperature heat generated by the central terminal plant. In this model the CP2H 

systems are used to supply as much heat as possible to the DH users. During the 

night, the heat generated by the CP2H is also used to charge the thermal storages. 

The heat injected into the storages is regulated to charge the storages in a linear 

manner during the accumulation period. During the day, the CP2H system is turned 

off to allow the storage to discharge the accumulated heat until the thermal storage 

is completely empty. The baseload of the i-th CP2H is defined at each simulation 

step (k) according to the flow diagram shown in Figure 2-6.  
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Figure 2-6. CP2H baseload definition. 

Where: 

• 𝛷SN#𝑖
𝑚𝑎𝑥(𝑘) [MWhth] is the maximum heat power that the 𝑖-th CP2H plant can 

inject into the 𝑖-th SN at step 𝑘;  

• 𝛷TES#𝑖
0 (𝑘) [MWhth] is the heat that the 𝑖-th CP2H must provide to the 𝑖-th 

TES to store heat during the charging period and linearly reach the maximum 

charge at the end of the accumulation period; 

• 𝑃𝑛CP2H#𝑖 [MWhth] is the nominal heat power of the 𝑖-th CP2H plant;  

• 𝑆𝑜𝐶TES#𝑖(𝑘) [-] is the State of Charge (SoC) of the 𝑖-th TES at step 𝑘.  

Downward flexibility is defined as the maximum allowable downward 

deviation from the baseload. Since we consider a time interval of 15 minutes, the 

electricity consumption of the CP2H systems can always be brought to 0. Therefore, 

the downward flexibility is always equal to the baseload: 

 

𝜋CP2H#𝑖
− (𝑘) = 𝑢CP2H#𝑖

0 (𝑘)   (2.35) 

 

Upward flexibility is defined as the difference between the electrical load of the 

plant when it works to deliver the maximum amount of heat that can be stored in 

the DH sector (considering the accumulation in storage) and the baseload: 

 

𝜋CP2H#𝑖
+ (𝑘)  =  𝑚𝑖𝑛 {

ΦSN#𝑖
𝑚𝑎𝑥 (𝑘) + ΦTES#𝑖

𝑚𝑎𝑥 (𝑘)

𝐶𝑂𝑃(𝑘)
 ,
𝑃𝑛CP2H#𝑖
𝐶𝑂𝑃(𝑘)

} − 𝑢CP2H#𝑖
0 (𝑘)   (2.36) 

 

where ΦTES#𝑖
𝑚𝑎𝑥 (𝑘) [MWhth] is the maximum heat power that the 𝑖-th CP2H can inject 

into the 𝑖-th thermal storage system.  
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2.2.6 Power-to-Gas detailed model 

The Power-to-Gas detailed model was realized in collaboration with Robert 

Weiss and Teemu Sihvonen from the VTT Technical Research Centre of Finland 

(Espoo, Finland). This model was used for the simulation of case studies 1 and 2 

(see Chapter 3 and Chapter 4, respectively).  

The PEM electrolyzer model is based on a non-linear experimental-based 

operating curve [101], which is the hydrogen output in relation to the electrical 

power input. The model combines power-to-hydrogen conversion efficiency in the 

stack, the transformer and rectifier efficiencies, as well as the balance-of-plant 

power consumption [102].  

 

�̇�H2(𝑘) = −
0.24

𝑃𝑛PEM
∙ 𝑃𝑛PEM(𝑘)

2 + 𝑢PEM(𝑘) − 0.055 ∙ 𝑃𝑛PEM (2.37) 

 

Where:  

• �̇�H2(𝑘) [MWth] is the hydrogen output power (defined considering its 

highest heating value, that is, 12.75 MJ/Nm3) at time step 𝑘; 

• 𝑃𝑛PEM [MWe] is the electric nominal capacity of the PEM electrolyzer;  

• 𝑢PEM(𝑘) [MWe] is the electric input of the PEM electrolyzer at time step 𝑘.  

The produced hydrogen is accumulated inside the buffer. If the buffer reaches 

the maximum operating pressure (30 bar), the accumulation of hydrogen should be 

stopped. The minimum pressure of the storage is 7.2 bar. The pressure of the 

hydrogen buffer is calculated as a function of the mass of hydrogen accumulated in 

the buffer, according to the equation of ideal gases. The state of charge of the 

storage is defined as a function of the pressure attested in the storage unit and the 

maximum and minimum pressure limits: 

 

𝑆𝑜𝐶buffer(𝑘) =
𝑝buffer(𝑘) − 𝑝buffer

𝑚𝑖𝑛

𝑝buffer
𝑚𝑎𝑥 − 𝑝buffer

𝑚𝑖𝑛
 (2.38) 

 

where: 

• 𝑆𝑜𝐶buffer(𝑘) [-] is the state of charge of the hydrogen buffer at time step 𝑘; 

• 𝑝buffer(𝑘) [bar] is the pressure of the hydrogen buffer at time step 𝑘; 

• 𝑝buffer
𝑚𝑖𝑛  [bar] is the minimum pressure of the hydrogen buffer; 

• 𝑝buffer
𝑚𝑎𝑥  [bar] is the minimum and the maximum pressure of the hydrogen 

buffer.  

The methanation reactor model considered in this study simulates the operation 

of a catalytic methanation unit. The methanation unit model is a surrogate model 
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that was derived from the simulation data extracted from a high-fidelity model 

[103], [104] based on Apros® dynamic process simulator [105]. The surrogate 

model was fitted using a lasso regression analysis method, performed using the 

Alamo (Automatic Learning of Algebraic MOdels) tool [106]. Using data from the 

Apros® dynamic model, Almo found a linear relation between the hydrogen input 

power and the SNG power output (𝑆𝑁𝐺𝑡ℎ):  

 

�̇�SNG(𝑘) = 𝑎1 ∙ �̇�H2(𝑘) − 𝑎0 (2.39) 

 

where: 

• �̇�SNG(𝑘) [MWth] is the Synthetic Natural Gas output power at time step 𝑘;  

• 𝑎1 and 𝑎0 [-] are the coefficients of the surrogate model, which depend on 

the size of the methanation reactor.  

Further details on the P2G detailed model can be found in [107]. 

In this thesis, the P2G units are only used to absorb the over-generation from 

RES. Therefore, under normal conditions, the P2G unit remains in standby; the 

baseload of the system (𝑢𝑃2𝐺
0 ) corresponds to the consumption of the auxiliary 

systems (𝑢𝑎𝑢𝑥) necessary to keep the system in standby:  

 

𝑢𝑃2𝐺
0 (𝑘)  =  𝑢𝑎𝑢𝑥 (2.40) 

 

For this unit, the baseload corresponds to the minimum electrical consumption 

of the system. The system is not able to operate with a lower electrical consumption, 

the downward flexibility is therefore always equal to 0: 

 

𝜋𝑃2𝐺
− (𝑘)  =  0 (2.41) 

 

The model simulated the interaction among the three main components of the 

P2G plant: the Polymer Electrolyte Membrane (PEM) electrolyzer, the hydrogen 

buffer and the methanation reactor. The hydrogen buffer allows a decoupling to be 

made between the electrolyzer and the methanation unit. The produced hydrogen is 

accumulated in the buffer, so that the electrolyzer can work, even though, at that 

moment, the methanation unit does not use the produced hydrogen. Similarly, the 

methanation unit can operate independently by using the hydrogen previously 

produced by the electrolyzer that is stored in the buffer. 

For this reason, the upward flexibility of the system depends solely on the 

technical characteristics of the electrolyzer and the state of charge of the hydrogen 

accumulator: 

 

𝜋P2G
+ (𝑘)  =  𝑓(𝑃𝑛PEM , 𝑆𝑜𝐶buffer(𝑘)) (2.42) 
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Where 𝑃𝑛PEM [MWe] is the nominal capacity of the electrolyzer. 

 

Figure 2-7. Control algorithm of the methanation units. 

The use of the methanation unit is regulated by an internal controller as a 

function of the state of charge of the hydrogen buffer and the availability of the gas 

network to receive SNG. The methanation unit is turned on when the hydrogen 

buffer reaches a predefined SoC (in the analyzed cases 0.5). If the gas network does 

not constrain the production of SNG, the methanation unit produces SNG until the 

buffer is emptied. The model also considers the maximum upward and downward 

ramp rate constraints and the minimum load of the unit (50% of its nominal 

capacity). 

If more than one P2G is connected to the same gas network, the maximum 

quantity of SNG that can be injected into the network is divided among the various 

P2G systems. When such restrictions, the internal control algorithm favors the use 

of systems that are in up and running mode. Figure 2-7 shows the algorithm for 

controlling the methanation units for the general case of several plants connected 

to the same gas network.  

2.2.7 Power-to-Gas simplified model 

The Power-to-Gas simplified model was realized within the work of this thesis. 

This model was used for the simulation of case study 1 (see Chapter 3) and case 

study 2 (see Chapter 4).  

Start

The up and running

methanation unit with the

lowest SoC is set to standby

condition.

End

N 

Are there any

methanation units in standby 

condition and buffer 

SoC   50% 

The standby methanation unit

with the highest hydrogen buffer

SoC is turned on.

End

Is the GN host capacity enough

to keep up and running all the plants that 

are in operation 

Are there any

methanation units 

in operation 

All the plants in operation are set

to their minimum load.

The setpoint of the P2G plant is set

to its maximum limit given by the

rump up constrain and maximum

capacity constrain.

End

End

Are all the methanation unit 

in operation working at their

maximum limit 

Is the GN host capacity 

enough to turn on another methanation 

units in standby condition 

Can the GN host more SNG 

Are the constrains of the 

methanation unit respected 

The setpoint of the unit at minimum

load with the highest hydrogen

buffer SoC is set equal to the GN

host capacity.

 ES

N 

 ES

N 

 ES

N N 

 ES

N  ES

 ES

 ES

N 



Chapter 2 

 

 

43 

 

The P2G simplified model does not consider the interaction between the main 

components of the plant. The model considers that the electricity consumed by the 

plant is directly converted into SNG with a fixed conversion efficiency:  

 

�̇�SNG(𝑘) = 𝜂P2G ∙ 𝑢P2G(𝑘)   (2.43) 

 

where: 

• �̇�SNG(𝑘) [MWth] is the Synthetic Natural Gas production at time step 𝑘;  

• 𝜂P2G [-] is the efficiency of the entire energy conversion process; 

• 𝑢P2G(𝑘) [MWe] is the electricity consumption of the plant at time step 𝑘 

which also contains the consumption of the auxiliary components (𝑢𝑎𝑢𝑥). 

The latter is assumed to be equal to 1% of the nominal electrical load of the 

plant. 

For the sake of consistency, 𝜂P2G was set equal to the average efficiencies over 

the full year, as simulated by the detailed model. 

At each time step 𝑘, the model calculates the baseload and upward and 

downward flexibility of the P2G unit. In the case studies presented in this thesis, 

P2G technology is only used to absorb the over-generations of renewables. When 

this condition does not occur, the P2G system is kept in standby. The baseload of 

the system is therefore defined as the electricity consumption needed to keep the 

system in standby: 

 

𝑢P2G
0 (𝑘)  =  𝑢𝑎𝑢𝑥    (2.44) 

 

The upward flexibility is defined as the difference between the maximum 

power consumption of the system and the baseload. The maximum power 

consumption of the system is limited by both the nominal power of the system and 

the maximum quantity that can be injected in the gas network: 

 

𝜋P2G
+ (𝑘)  =  𝑚𝑖𝑛 {𝑃𝑛P2G ,

𝐸𝑆𝑁𝐺
𝑚𝑎𝑥

𝜏 ∙ 𝜂P2G
} + 𝑢𝑎𝑢𝑥 − 𝑢P2G

0 (𝑘) (2.45) 

 

Where: 

• 𝑃𝑛P2G [MWe] is the nominal power of the plant; 

• 𝑆𝑁𝐺𝑚𝑎𝑥 [MWhth] is the maximum SNG that can be injected in the energy 

sink at time step 𝑘. This parameter is calculated by the gas network model. 

If there is more than one P2G system connected to the gas network, the 

maximum amount of injectable SNG is equally divided among the various 

units; 

• 𝜏 [h] is the time step duration. 
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Since the baseload corresponds to the working conditions with the minimum 

electricity consumption of the plant, the downward flexibility is always equal to 0: 

 

𝜋P2G
− (𝑘)  =  0 (2.46) 

 

2.2.8 Building and localized Power-to-Heat model 

The building and localized Power-to-Heat model was realized by Dimosthenis 

Tsagkrasoulis and Vasiliki Katsiki from Hypertech SA (Chalandri, Greece). This 

model was used for the simulation of case study 4 (see Chapter 6). 

The building module utilizes a second-order thermal resistor-capacitor (3R2C) 

equivalent model (see Figure 2-8). It models the thermal resistance between all the 

sets of indoor, envelope and external temperatures, as well as the thermal 

capacitance of the indoor area and the building’s envelope. The resulting state space 

model captures the dynamic thermal behavior of a building. LP2H and solar 

irradiance are considered as only heat sources.  

 

Figure 2-8. Building circuit–equivalent thermal resistor-capacitor (3R2C) model. 

Where: 

• 𝑇𝑖𝑛 [K] is the building’s indoor temperature; 

• 𝑇𝑤𝑎𝑙𝑙 [K] is the temperature of the building’s walls; 

• 𝑇𝑒𝑥𝑡 [K] is the external temperature; 

• 𝜙𝑠𝑜𝑙 [kW] represents the solar gains; 

• 𝑢LP2H [kW] is the electricity consumption of the LP2H unit; 

• 𝐶𝑂𝑃 [-] is the coefficient of performance of the LP2H unit; 

• 𝒞1 [kJ/K] is the thermal capacitance of the walls’ thermal node; 

• 𝒞2 [kJ/K] is the thermal capacitance of the indoor air’s thermal node;  

 3    2      2      3    2      1     
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• ℛ1, [K/kW] is the thermal resistance between the external air node, the 

thermal node and the walls’ thermal node; 

• ℛ2 [K/kW] is the thermal resistance between the walls’ thermal node and 

the indoor air’s thermal node; 

• ℛ3, [K/kW] is the thermal resistance between the external air node thermal 

node and indoor air’s thermal node; 

• 𝑑1 [-] is the fraction of solar heat that heats the indoor air thermal node; 

• 𝑑2 [-] is the fraction of solar heat that heats the walls’ thermal node (𝑑1 +

𝑑2 = 1); 

• 𝑑3 [-] is the fraction of LP2H heat that heats the indoor air thermal node; 

• 𝑑4 [-] is the fraction of LP2H heat that heats the walls thermal node (𝑑3 +

𝑑4 = 1). 

The analytical equation of the 3R2C circuit is: 

 

[
𝑇𝑖𝑛(𝑘)
𝑇𝑤𝑎𝑙𝑙(𝑘)

] = 𝑒𝐀∙𝜏 [
𝑇𝑖𝑛(𝑘 − 1)
𝑇𝑤𝑎𝑙𝑙(𝑘 − 1)

] + 𝐀−1[𝑒𝐀∙𝜏 − 𝐈] ∙ 𝐁 ∙ [

𝑇𝑒𝑥𝑡(𝑘 − 1)
𝜙𝑠𝑜𝑙(𝑘 − 1)

𝑢LP2H(𝑘 − 1)
] (2.47) 

 

Where 𝜏 [h] is the duration of the time step and the matrixes 𝐀, 𝐁 and 𝐈 are: 

 

𝐀 =

[
 
 
 −

1

ℛ2 ∙ 𝒞2
−

1

ℛ3 ∙ 𝒞2

1

ℛ2 ∙ 𝒞2
1

ℛ2 ∙ 𝒞1
−

1

ℛ1 ∙ 𝒞1
−

1

ℛ2 ∙ 𝒞1]
 
 
 

 (2.48) 

𝐁 =

[
 
 
 

1

ℛ2 ∙ 𝒞2

𝑑1
𝒞2

𝑑3 ∙ 𝐶𝑂𝑃

𝒞2
1

ℛ1 ∙ 𝒞1

𝑑2
𝒞1

𝑑4 ∙ 𝐶𝑂𝑃

𝒞1 ]
 
 
 

 (2.49) 

𝐈 = [
1 0
0 1

] (2.50) 

 

Using a Maximum Likelihood identification process, the thermal parameters of 

the state space model (𝑅1, 𝑅2, 𝑅3, 𝐶1, 𝐶2, 𝐶𝑂𝑃, 𝑑1, 𝑑2, 𝑑3, 𝑑4) were estimated via 

monitored data regarding the environmental conditions, solar irradiance, indoor 

temperature and electricity consumption. To this end, real data were collected from 

residential dwellings in the St. Julien-Mont-Denis (France) municipality during a 

calibration phase.  

The building’s heating system consists of geothermal heat pumps (i.e., the 

LP2H device). These dwellings were equipped with a smart metering and 

environmental monitoring infrastructure, as well as a real-time communication 

system/gateway, which made data collection possible. Indoor temperature and 

LP2H electricity consumption data were available at a time granularity of one 

minute, while the external environmental conditions were recorded every hour and 
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interpolated to extract values every quarter of an hour. The time step for the 

discretization of the thermal model (and subsequently of the optimization method) 

was 15 minutes. The identification of the parameters of the thermal model was made 

by fitting the state space models to data recorded over periods of approximately two 

months. The prediction capabilities of the trained models were then evaluated by 

simulating the indoor temperature and the LP2H electricity consumption for the 

subsequent day (96 intervals). Results were then compared with the readings shown 

on the sensors. In order to perform the comparison, the true and predicted timeseries 

were aligned using the dynamic time warping algorithm. The error was then 

computed as the cumulative absolute difference between the values at all the time 

steps. The validation error in the experiments ranged between 15% and 20% for this 

96-step (1 day) prediction evaluation process. When considering only a single step 

prediction (15 minutes), the errors were significantly lower, with an average error 

of approximately 5%. 

The flexibility of the LP2H system was determined by the range of acceptable 

temperature conditions of the building. The electrical consumption of the LP2H 

device could be changed, as long as the internal temperature remained within the 

limits of thermal comfort. The limits of the acceptable conditions were selected on 

the basis of the recorded indoor temperature and heating consumption data from the 

pilot dwellings. Whenever an activation/deactivation of a heating device was 

observed (based on the consumption data), the internal temperature of the building 

was flagged at the time of the activation/deactivation as either a low or high 

temperature limit. The accumulation of these values for each dwelling provided an 

average low limit, an average high limit, and the associated standard deviations for 

both metrics. These values were used to estimate the thermal comfort limits. The 

mean limit value over the examined dwellings were considered as the setpoint of 

the baseline temperature. The low/upper limits were reduced/increased for the 

alternative conditions by one standard deviation of the respective metric. Assuming 

a gaussian distribution of the values (as suggested by the recorded data), a 

temperature that is one standard deviation below the low limit or one standard 

deviation above the high limit was considered to be acceptable approximately 70% 

of the times by the occupant. The building’s baseline setpoint resulted to be 20.5°C 

and the maximum acceptable temperature deviation was found to be equal to ± 

2.5°C.  

The model incorporated a model predictive control optimization process to 

forecast the baseline, the minimum and the maximum electricity that could be 

absorbed by the LP2H units. These calculations were performed at each simulation 

time step 𝑘. The following measures/values were used as input into the optimization 

process: 

• the baseline internal temperature setpoint (𝑇0);  

• the minimum and maximum acceptable internal temperature (𝑇𝑚𝑖𝑛and 

𝑇𝑚𝑎𝑥, respectively); 
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• the external temperature and irradiance (𝑇𝑒𝑥𝑡 and 𝜙𝑠𝑜𝑙 , respectively); 

• the internal temperature at the previous time step (𝑇𝑖𝑛).  

Three distinct optimizations were performed: one using the baseline 

temperature setpoint, and two others using the minimum and maximum temperature 

limits. The combined output consists of three electricity power consumption values: 

the LP2H baseline (𝑢LP2H
0 ) value, the LP2H minimum load (𝑢LP2H

− ) and the LP2H 

maximum consumption (𝑢LP2H
+ ). 

 

𝑢LP2H
0 (𝑘)  =  𝑓(𝑇0, 𝑇𝑒𝑥𝑡(𝑘), 𝜙𝑠𝑜𝑙(𝑘), 𝑇𝑖𝑛(𝑘 − 1)) (2.51) 

𝑢LP2H
− (𝑘) = 𝑓(𝑇𝑚𝑎𝑥 , 𝑇𝑒𝑥𝑡(𝑘), 𝜙𝑠𝑜𝑙(𝑘), 𝑇𝑖𝑛(𝑘 − 1)) (2.52) 

𝑢LP2H
+ (𝑘) = 𝑓 (𝑇𝑚𝑖𝑛 , 𝑇𝑒𝑥𝑡(𝑘), 𝜙𝑠𝑜𝑙(𝑘), 𝑇𝑖𝑛(𝑘 − 1)) (2.53) 

 

The difference between the baseline and the maximum possible consumption 

was the upward flexibility available for the next step. 

 

𝜋LP2H
+ (𝑘)  =  𝑢LP2H

+ (𝑘) − 𝑢LP2H
0 (𝑘) (2.54) 

 

The difference between the baseline and the minimum possible consumption 

was the baseline downward flexibility for the next step. 

 

𝜋LP2H
− (𝑘)  =  𝑢LP2H

0 (𝑘) − 𝑢LP2H
− (𝑘) (2.55) 

 

The exact mathematical details of the process can be found in [108].  

2.2.9 Electric Battery model 

The Lithium-ion Electric Battery (EB) model was realized within the work of 

this thesis. This model was used for the simulation of case study case study 4 (see 

Chapter 6). 

The electric battery is modeled as an energy accumulator whose state of charge 

varies according to the energy it absorbs or releases.  

 

𝑆𝑜𝐶𝐸𝐵(𝑘) = 𝑆𝑜𝐶𝐸𝐵(𝑘 − 1) ∙ (1 − 𝜆𝐸𝐵) +
𝑢𝐸𝐵(𝑘) ∙ 𝜏 ∙ 𝜂𝐸𝐵,𝑐ℎ

𝐶𝑎𝑝𝐸𝐵
−
𝑔𝐸𝐵(𝑘) ∙ 𝜏 ∙ 𝜂𝐸𝐵,𝑑𝑐

𝐶𝑎𝑝𝐸𝐵
 (2.56) 

 

Where: 

• 𝑆𝑜𝐶𝐸𝐵(𝑘) [-] is the state of charge of the electric battery at time step 𝑘; 

• 𝜆𝐸𝐵 [-] is the self-discharge rate of the battery (0.05/month [109]); 

• 𝑢𝐸𝐵(𝑘) [kWe] is the battery’s electricity absorption at time step 𝑘; 

• 𝑔𝐸𝐵(𝑘) [kWe] is the battery’s electricity generation at time step 𝑘; 
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• 𝜏 [h] is the time step’s duration;  

• 𝜂𝐸𝐵,𝑐ℎ [-] is the storage charging efficiency of the battery (𝜂𝐸𝐵,𝑐ℎ  =  0.95 

[109]); 

• 𝐶𝑎𝑝𝐸𝐵 [kWhe] is the storage capacity of the battery;  

• 𝜂𝐸𝐵,𝑑𝑠 [-] is the storage discharging efficiency of the battery (𝜂𝐸𝐵,𝑐ℎ  =  0.95 

[109]). 

At each time step 𝑘 of duration 𝜏, the model calculates the upward (𝜋𝐸𝐵
+ (𝑘)) 

and downward (𝜋𝐸𝐵
− (𝑘)) flexibility, which are defined as the EB maximum input 

and output power, respectively:  

 

𝜋𝐸𝐵
+ (𝑘)  =  𝑚𝑖𝑛{𝑢EB

𝑚𝑎𝑥  , 𝐶𝑎𝑝𝐸𝐵  ∙ (𝑆𝑜𝐶EB
𝑚𝑎𝑥 − 𝑆𝑜𝐶EB(𝑘 − 1)) ∙ 𝜏} (2.57) 

𝜋𝐸𝐵
− (𝑘)  =  𝑚𝑎𝑥{𝑔EB

𝑚𝑎𝑥  , 𝐶𝑎𝑝𝐸𝐵  ∙ (𝑆𝑜𝐶EB(𝑘 − 1) − 𝑆𝑜𝐶EB
𝑚𝑖𝑛) ∙ 𝜏} (2.58) 

 

Where:  

• 𝑢EB
𝑚𝑎𝑥 [kW] is the maximum electricity power absorption of the electricity 

battery; 

• 𝑆𝑜𝐶EB
𝑚𝑎𝑥 [-] is the maximum state of charge of the battery (𝑆𝑜𝐶EB

𝑚𝑎𝑥 = 1 

[109]); 

• 𝑔EB
𝑚𝑎𝑥 [kW] is the maximum electricity power generation of the electricity 

battery; 

• 𝑆𝑜𝐶EB
𝑚𝑖𝑛 [-] is the minimum state of charge of the battery (𝑆𝑜𝐶EB

𝑚𝑖𝑛 = 0.2 

[109]); 

The parameter C_rate defines the correlation between the maximum input and 

output power of the battery and the battery capacity:  

 

𝑢EB
𝑚𝑎𝑥

𝐶𝑎𝑝𝐸𝐵
 =  

𝑔EB
𝑚𝑎𝑥

𝐶𝑎𝑝𝐸𝐵
= C_rate (2.59) 

 

The C_rate is assumed to be equal to 0.25 h–1. 

The base working condition of the battery is when it does not generate or absorb 

electricity energy. The base load of this unit is therefore always equal to zero: 

 

𝑢𝐸𝐵
0 (𝑘)  =  0 (2.60) 
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2.2.10 Controller 

In a multi-energy system, the various energy sectors are linked through energy 

conversion technologies. This allows the flexibility of these sectors to be transferred 

within the electricity sector. The control logic used in this thesis for the simulation 

of multi-energy scenarios is represented in Figure 2-9. 

The flexibility of energy conversion technologies is calculated by the 

corresponding model, according to the demand and energy flows of the non-electric 

energy sectors. For instance, the flexibility of the CP2H system connected to the 

DH is calculated according to the characteristics of the CP2H system itself and the 

heat flows that occur in the DH. How flexibility for energy conversion technologies 

is calculated is shown in 2.1. At time step 𝑘, the control module receives the 

flexibility of the energy conversion systems and the nodal production and 

consumption of the electricity network, defined by the electricity network model in 

the previous step (k – 1). Based on this data, the controller defines the operating 

setpoints of the energy conversion technologies. In the case studies analyzed in this 

thesis, the control module exploits the flexibility of the flexible units to increase the 

match between RES production and electricity consumption. The energy 

conversion models receive the setpoints defined by the controller and the necessary 

data from the models of the non-electrical sectors for the simulation of the time step 

𝑘. 

The output of the conversion models contains the energy consumption / 

production (of electricity, heat, gas), which will be sent to the models of the 

corresponding energy network, and the new flexibility of the plants that will be used 

by the controller for defining the setpoints for step 𝑘 + 1.  

The energy network models receive the energy consumption and production 

values and, on the basis of these inputs, they simulate the energy flows of the 

various networks for the time step 𝑘. The electricity network model also outputs the 

electricity production and consumption value of the network for step 𝑘 + 1 that will 

be used by the controller in the following time step. 

 

P2 

Models

Gas/ H Network 

Models

Electricity 

Network 

nodal balance

Electricity 

response 

SetpointsFlexibility

Electricity 

Network Model

             

Heat/Gas 

response 

Heat/Gas 

energy 

flows 



Chapter 2 

 

 

50 

 

Figure 2-9. Conceptual architecture of the information exchange during simulation. 

2.3 Multi-energy system co-simulation tool 

A co-simulation tool was created in order to integrate in a single simulation 

platform all the different models of the multi-energy system components.  

2.3.1 The co-simulation 

Multi-energy systems with a high penetration of renewables are complex, 

dynamic systems whose working conditions are constantly influences by multiple 

variables. In such systems, the electricity system interacts with the other energy 

sectors through energy conversion technologies. In the current research, simulation 

is used to investigate and test multi-energy systems. Due to the integration of 

different sectors, the simulation of multi-energy systems presents many challenges. 

Difficulties mainly arise from two aspects. Firstly, the different energy systems that 

are integrated into the multi-energy system have different dynamics. This makes it 

difficult to precisely simulate each component in a single simulator. Secondly, it is 

rare for a single research group to have sufficient specialist knowledge of all those 

aspects that a multi-energy system must consider (e.g., electricity network, gas 

network, district heating grid, energy production and conversion, storage systems, 

energy market, communication devices). In order to overcome such difficulties, 

researchers developed a particular simulation methodology, in which multiple 

simulators are interconnected and coordinated. Each simulator considers a 

particular aspect of the multi-energy system (e.g. the district heating sector) and 

communicates with the other simulators throughout the simulation process. This 

practice is referred to as co-simulation. 

Advantages and disadvantages of the co-simulation approach 

In co-simulation, the general mathematical problem is decoupled into several 

distributed modules, so that each module performs the modeling of a single problem 

separately from the remaining modules. The different modules are equivalent to 

black boxes, which exchange input-output data with each other, without needing to 

know the internal modeling of the other modules.  

A co-simulation approach presents the following advantages: 

• it increases the flexibility and maintainability of the simulation tool, as each 

module can easily be modified or replaced in a plug and play fashion [110]. 

• The co-simulation architecture increases the scalability of the simulator, as 

new modules can be easily integrated [111].  

• A co-simulation architecture can be realized using different program 

languages and different simulation system tools [112]. This allows the 

developers to choose the tool they deem most suitable.  
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• A simulation approach allows the integration of different models, ensuring 

a correct handling of the intellectual properties of each module[112]. This 

is because each module interacts with the others like a black box and can 

also be physically separate from the other modules.  

• The communication signals exchanged during the co-simulation can easily 

be redirected to a real device, thus enabling hardware-in-the-loop 

simulations (as opposed to redirecting it to a software module, as done in 

the framework of this thesis). In the same way, the tool can also receive real-

time data from the real world and send demand response control signals to 

the connected devices [113]. 

• In a future smart grid system, all the connected smart devices will 

communicate in a coordinated communication network. The co-simulation 

approach allows researchers to simulate the communication networks as if 

it were happening in a real smart grid system [114]. 

Nevertheless, there are some drawbacks that stem from using a co-simulation 

methodology: 

• The simulation architecture is more complex. For instance, as reported in 

[115]), the main challenge in creating a co-simulation platform consists in 

connecting and managing the synchronization of the data exchanged 

between the different simulators of the platform.  

• The different modules are not actually fully integrated, as they are not part 

of a single computational program. In fact, the different components of the 

system exchange certain information at a certain time step. Hence, if one 

user wanted to change the type of data that models exchange or the 

frequency of the data exchange, s/he would need to modify the co-

simulation platform. 

• Since in the co-simulation approach, the simulation is run on separate 

computers/machines, a user may not have multiple computers on which to 

run the different models. It would still be possible to run all the modules on 

a single simulator. However, this would mean that multiple computational 

programs should be opened at the same time (one for each module involved 

in the simulation), making the simulation computationally expensive. 

• If a third-party model located on a remote computer were connected to the 

co-simulation platform, it would not be possible to change the internal 

simulation of modules produced by third parties without the support of the 

module’s owners. 

Literature review on co-simulation 

A case in point is represented by [116], which performed complex simulations 

by using a co-simulation model, in order to integrate different interdisciplinary 

domains. In [117], the co-simulation approach was chosen because its flexibility 
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and scalability to investigate the effect of different controllers on the same scenario, 

in order to analyze a multi-energy system at the urban scale. The methodology thus 

allowed the researchers to examine the complex dynamics of the different 

components and the different control strategies, in a heuristic and unified manner. 

The work presented in [118] developed a distributed co-simulation platform with 

multiple models to assess and evaluate generic services in smart networks. The 

proposed platform had a high flexibility of use, as it integrated different software 

simulation environments, real-time simulations (enabling actual hardware 

simulation in the loop), and different communication protocols. In [119], the co-

simulation approach was used to study the interactions between the power system 

and the communication network. More specifically, the communication structure 

implemented in the co-simulation architecture allowed researchers to study the 

impact of different control strategies on the network in case of failures or cyber-

attacks. 

2.3.2 The communication between modules 

In the co-simulations architecture utilized in this thesis, the Message Queuing 

Telemetry Transport (MQTT) protocol was used, in order to enable communication 

between modules during the co-simulation process. An MQTT architecture is based 

on three different entities (see Figure 2-10): 

• the client publisher, whose role is to send messages; 

• the client subscriber, which receives the messages sent by the publisher; 

• the broker that bridges all the messages sent from the client publishers to all 

the client subscribers. 

An indefinite number of client publishers and client subscribers can coexist in 

the communication architecture. In general, a client can be both a publisher and a 

subscriber. In the latter case the client both sends and receives messages. In the co-

simulation architecture analyzed in this thesis, all modules are both publishers and 

subscribers. The MQTT protocol organizes the messages exchanged through the 

use of topics. When a publishing client sends a message, it must define the topic to 

which its message belongs. The broker receives the message and publishes it inside 

the defined topic. If the topic already existed, the broker replaces the message that 

was saved inside the topic with the new one. If the topic is new, the broker creates 

a new topic and saves the message received. The client subscriber must subscribe 

to the topics about which it wants to receive messages. When a message is posted 

on a topic, the broker sends the message to all the clients that have subscribed to 

that topic. In this way, in order to communicate, each client only needs to know the 

specific topics about which it must send messages to the broker and the topics to 

which it must subscribe. It is not necessarily that a client know which clients sent 

the messages or which other clients received them. 
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Figure 2-10. MQTT publish/subscribe messaging. 

2.3.3 The modules of the multi-energy system co-simulation tool 

In the co-simulation approach, the different components of the multi-energy 

system are grouped into separate modules placed in remote dedicated computers 

(see Figure 2-11). In addition to the physical components represented in Figure 2-1, 

Figure 2-11 also shows the control module and the time-synchronizer (Time-Sync) 

module. The functionality of the Time-Sync module will be described in Section 

2.3.4. 

The various modules contain the mathematical models that simulate the 

behavior of the physical components. The co-simulation process evolves with 

discretized time steps; at each time step, each module receives the input data and 

simulates the physical component for which it is responsible. When a component 

ends the simulation of the time step, it sends the output data externally and waits 

for the new input data for the simulation of the next step.  

 
Figure 2-11. Modules of the multi-energy system co-simulation tool. 
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The different modules were used to simulate four case studies which will be 

presented in Chapter 3, Chapter 4, Chapter 5 and Chapter 6, respectively. The 

models involved for each case study are summarized in Table 2-2. 

Table 2-2. Models involved in the simulation of the various case studies. 

Model Case study 1 Case study 2 Case study 3 Case study 4 

Controller X X X X 

Time-Sync X X X X 

Electricity network (detailed) X X X  

Electricity network (simplified)  X  X 

Gas network (detailed) X X   

Gas network (simplified)  X   

DH network and CP2H   X  

P2G (detailed) X X   

P2G (simplified)  X   

Building and LP2H    X 

Electric battery    X 

 

2.3.4 The time-synchronizer module 

The time-synchronizer (Time-Sync) module is the engine of the co-simulation 

process. This module does not simulate any physical component of the multi-energy 

system, nor does it manage operating logics concerning the energy system. The 

purpose of this module is to coordinate the co-simulation process between the 

various modules. The roles of this module are: 

• To receive all the output data generated by the other modules at each 

simulation step. 

• To send the input data necessary for the simulation to the various modules. 

The input data a specific module needs can come from any of the modules 

involved in the simulation. It is the task of Time-Sync to collect the 

necessary input data, prepare it in the right format and send it to the right 

modules. For instance, the module that simulates the electricity network 

receives as input the electricity consumption of all the plants that are 

connected to the electricity network. If in the analyzed scenario there are 

LP2H plants and an EB plant, the input message that reaches the electricity 

network module will be composed of data coming from the LP2H module 

and the EB module. In addition, if a module does not have an internal 
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memory (i.e., if it is unable to save data between the simulation of one step 

and the other), Time-Sync also acts as a data memory. To give a concrete 

example, let us consider a DH model with thermal storage. At a generic 

time-step k, the model outputs the state of charge of the storage (determined 

on the basis of the heat flows that occurred in the DH). At time step k + 1, 

the DH model receives as input this value of state of charge, which will be 

used as the starting state of charge value for the simulation of the heat flows 

of the DH of time step k + 1. 

• To synchronize the simulation of all modules involved in the co-simulation. 

The Time-Sync guarantees that the different modules are activated in the 

correct order. The simulation of the various modules takes place 

sequentially: at each step the various modules are simulated one at a time. 

In theory, the simulation of modules A and B could be carried out in parallel 

if the two modules did not need to exchange information between them, 

directly or indirectly. Two modules exchange information directly, when 

module A receives messages from module B and/or vice versa. Two models 

exchange information indirectly when data “a”, generated by module A, 

goes to module C and is used to generate data c, which is then input for 

module B. However, this type of optimization has not been implemented in 

this thesis. With the right sequence, Time-Sync triggers the simulation of 

the various modules by sending them the input data. 

• To save the simulation data. The Time-Sync receives all the output data of 

each module. The data is saved within the Time-Sync to analyze the 

scenario after the simulation. 

The co-simulation architecture, coordinated by the Time-Sync module, 

depends on the type(s) and number of modules involved in the co-simulation. The 

co-simulation architecture set up for the simulation of each of the case studies 

analyzed will be presented in the next chapters. 
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Chapter 3  

Case-study 1 – Techno-economic 

analysis of Power-to-Gas plants in a 

gas and electricity distribution 

network system 

Chapter 3 analyzes how the Power-to-Gas technology could be used at the 

distribution network level (both gas and electricity) to optimize the use of 

Renewable Energy Sources. The Power-to-Gas technology makes a connection 

between electricity and gas energy sectors, thus creating new flexible synergies 

within the multi-energy system. Results pertaining to this research showed that the 

storage capacity of the medium pressure gas network was insufficient for seasonal 

gas storage. Nonetheless, the storage capacity of the gas network was sufficient to 

allow the intra-daily gas storage, allowing the Power-to-Gas plants to operate 

flexibly for the absorption of over-generations of Renewable Energy Sources. This 

solution was evaluated from an economic point of view through the calculation of 

the levelized cost of Synthetic Natural Gas for cost scenarios of the years 2030 and 

2050. This cost-evaluation also considered different assumptions about the putative 

economic contributions obtainable through incentives aimed at encouraging the 

development of flexible systems. The results showed that levelized cost of 

Synthetic Natural Gas may vary from    to 395 €/MWh, depending on the different 

configurations. Hence, only in the best-case scenario is the cost of Synthetic Natural 

Gas comparable to that of natural gas. 
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3.1 Introduction 

3.1.1 State of the art 

The utilization of Power-to-Gas (P2G) plants connected to transmission 

networks has been widely studied. The potential of P2G was evaluated in [120] for 

a regional scenario in Germany. The size of the considered P2G plants was 

optimized in order to minimize the levelized cost of electricity. In [121] it was 

shown how an industrial P2G plant connected to the transmission grid could 

optimally operate simultaneously in both wholesale energy and ancillary service 

markets. A dimension optimization in [122] showed how a P2G plant could operate 

on energy and ancillary service markets, while absorbing contracted local wind and 

solar power to avoid reverse power flow. The research in[123] showed that, thanks 

to the use of distributed resources, including P2G, it was possible to reduce 

renewable energy curtailment and, at the same time, increase social welfare. In 

[124] it was shown how it would be possible to reach a cost-efficient fully (100%) 

decarbonized large city system for a by means of wind and solar power, insofar as 

either city level P2G solutions or multiple reinforcement of the transmission power 

grid were adopted. In [125], a gas transmission system was used to store the surplus 

generation of Renewable Energy Sources (RES). The role of the P2G technology 

in a near zero-carbon footprint European scenario for the year 2050 was analyzed 

in [53].  

However, as was also concluded in [34],[126],[127], only a few studies have 

focused on the integration of P2G with the distribution system. The presence of just 

a few studies about the integration of P2G with the distribution system may partially 

be explained by of the fact that this technology has only began to be explored, which 

makes it difficult to design models of an entire P2G chain that would be suitable 

for its integration with network calculations. In [128], the authors investigated the 

possibility of absorbing the excess energy of RES in the distribution network for a 

region in Southern Germany using hundreds of small-scale P2G installations (300-

700 kW electrolyzers). The voltage control of a power distribution network was 

analyzed in [129] using an On-Load Tap Changer and an alkaline Power-to-

Hydrogen (P2H2). The same P2H2 was also used in [130] to analyze the optimum 

size and allocation of a plant, in order to reduce the impact of an increasing RES 

installation on the distribution network. The coupling of electricity and gas 

distribution networks through P2H2 technology was analyzed in [131] and [132]; 

these articles analyzed how the technology affected the quality of the gas in the 

distribution network. In [126], the installation of an electrolyzer in an electricity 

distribution network was evaluated for the absorption of the excess production of 

RES, in comparison to a network expansion solution. In [102] the interaction 

between the gas network and the local distribution networks for electricity and 

district heating were analyzed for a small town to show how to reach a 100% wind 

and solar power based urban electricity and heating system in cold climate regions, 



Chapter 3 

 

 

58 

 

enabled by the gas grid and P2G. In [133], a techno-economic analysis of a P2G 

plant was carried out considering different configurations. The optimal P2G 

capacity was defined, and P2G was also analyzed considering the integration of 

electrochemical storage, so that the continuous operation of the plant could be 

improved. In [127],[134], the authors focused on the utilization of P2G and Gas-to-

Power (G2P) technologies for voltage regulation in the distribution network. A new 

algorithm for real time scheduling was presented. P2G plants connected to the 

distribution network were analyzed in [135] using a real time simulation platform. 

In the analyzed scenario, the P2G systems operated to absorb local RES over-

generation. In [34], the authors analyzed the benefits of a P2G plant in a distribution 

network with high-RES penetration and presented a novel model of a P2G plant 

based on real data.  

3.1.2 Scientific contribution  

In this study, the interaction between the electricity network, the gas network 

and the P2G components was analyzed by modeling the interactions of the different 

components of the multi-energy system. In order to create a critical case study, a 

scenario with a high RES generation and a highly seasonally -influenced gas 

demand was considered. The scenario was characterized by periods of high RES 

over-generation and low gas demand. In this context, P2G plants were used to 

absorb RES over-generation by absorbing surplus electricity from the distribution 

network and by injecting Synthetic Natural Gas (SNG) into the gas distribution 

network. It was analyzed how, in order to reach the optimal condition of the overall 

multi-energy system, the different P2G plants needed to be coordinated not only by 

just considering the power sector alone. To make the study more generalizable, a 

typical urban medium pressure gas network used in the Italian gas system was 

considered. Moreover, the analyzed electricity distribution network presented 

several Medium Voltage (MV) feeders connected to the High Voltage (HV) system 

through three HV/MV transformers. This allowed us to analyze the positive impact 

of P2G plants, both at the local level (i.e., by improving the operation of the 

distribution system) and at the point of common coupling between distribution 

system and transmission system. For this reason, the conclusions drawn in this 

study would arguably be suitable for distribution systems with more complex 

interface topologies. In the analyzed scenario, the only flexible resources installed 

were the P2G plants. Technologies such as electric batteries or gas storage could 

offer further flexibility to the system. However, they were not considered in this 

study, so that the impact of flexibility of P2G systems could be more clearly singled 

out. The scenario was also analyzed from an economic point of view by calculating 

the Levelized Cost of SNG (LCSNG) for each P2G plant. 
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3.2 Scenario description and techno-economic 

parameters 

The analyzed multi-energy system includes both electricity and gas distribution 

networks, coupled through the utilization of P2G technologies (see Figure 3-1). The 

district gas and electricity scenario has been developed and simulated for one year 

with a time resolution of 15 minutes. The P2G plants are used to mitigate the energy 

unbalances caused by RES connected to the distribution electricity network. Thanks 

to an energy conversion process, P2G plants make it possible to exploit the 

flexibility and storage capacity of a gas network and transfer them to the electricity 

sector. The operation of P2G plants is a function of the electricity network’s 

conditions, and in particular of the presence of RES over-generation, but also of the 

availability of the gas network to receive SNG without violating the operating 

pressure limits or the state of the plant itself. More details about the coordination 

logic are reported in Section 3.3.2. 

 

Figure 3-1. Schema of the analyzed multi-energy system. 

3.2.1 Electricity system 

The topology of a sample of the urban distribution system of a city in northern 

Italy has been used for the electricity network (EN). The network is composed of 

43 nodes supplied by three HV/MV transformers (see Figure 3-2). As depicted in 

Figure 3-2, different RES plants, in particular photovoltaic (PV) and wind turbines 

(WTs), are spread over the network. The reader may refer back to Chapter 2 for a 

detailed description of the electricity network model.  

The scenario considers the presence of RPF, which may affect both the 

transmission and the distribution systems. If an RPF exists in only one or two 

feeders, it is totally or partially redirected to the other ones through the busbar that 

connects all the feeders. In this case, the transmission system is not affected (or is 

only affected very slightly) by the consequences of the RPF. Hence the RPF 
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introduces local issues (for example, the coordination of protection systems) into 

the distribution system. Conversely, if an RPF exists in all the feeders, it is 

necessarily injected into the transmission system, thus causing dispatching issues at 

the transmission system level as well. In this analysis, flexibility assets are used to 

offer ancillary services to the distribution system and thus to balance the RPFs of 

each HV/MV transformer in the distribution system. 

 

Figure 3-2. Topology of the electricity network. 

3.2.2 Gas system 

The topology of the gas network (GN) (see Figure 3-3) was derived from the 

one presented in [98]: a medium-pressure distribution network (4th species 

according to the Italian DM 24/ 11/1984 classification [99]) that covers an urban 

area of around 29 km2. The pressure of a 4th species gas network needs to stay 

within a range of 1.5 – 5 barg. The gas network is divided into nodes: each 

withdrawal, injection and junction point is considered as a node. This yields a total 
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of 70 nodes (see Figure 3-3). The medium-pressure network is connected to a high-

pressure network through a city-gate (node 0). At this point the gas is injected from 

the high-pressure network into the medium-pressure network (the gas cannot flow 

from the medium-pressure network to the high-pressure network). The gas is 

supposed to be injected at 4 barg. 

 

Figure 3-3. Topology of the gas network.  

Various gas network models with different levels of complexity are shown in 

Table 3-1. The main characteristics for evaluating the operation of the gas network 

with SNG injections were: 

• the possibility of considering gas flows in both directions on each pipeline 

of the network (bi-directional flows); and  
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• the possibility of considering the pressure increase inside the pipes due to 

the SNG injection in order to evaluate the linepack effect.  

The model used in this study, albeit simplified, took into account both 

phenomena and demonstrated a very good level of approximation. More 

information about the gas network model and its validation are reported in Chapter 

2.  

Table 3-1. Non-exhaustive overview of gas network literature models characteristics.  

Ref. Bi-directional flow Linepack 

Sanchez et al. [136] NO NO 

He et al. [137] NO NO 

He et al. [138] YES NO 

Shao et al. [139] YES NO 

Belderbos et al. [125] YES YES 

Cavana et al. [98] YES YES 

This study YES YES 

 

3.2.3 Power-to-Gas systems  

The three P2G plants have the same size and characteristics. Each plant has a 

Polymer Electrolyte Membrane (PEM) electrolyzer of 1200 kWe (in terms of 

electricity input), and a catalytic methanation reactor of 600 kWth (in terms of SNG 

output). As schematized in Figure 3-4, the PEM electrolyser consumes electricity 

to produce hydrogen, which is directly fed into an internal hydrogen buffer to be 

accumulated and used by the methanation unit to produce SNG. In the model 

configuration, the hydrogen buffer was selected to host up to 92 kg of hydrogen, 

corresponding to 1024 Sm3 and, in terms of energy, to 3060 kWh considering the 

Lower Heating Value (LHV) of hydrogen.  

Since the simulation time step is 15 minutes and the PEM can vary its operating 

setpoint in seconds, the ramp-up and ramp-down constraints have been neglected. 

The methanation unit has a lower dynamics: the 600 kWth methanation unit can 

increase its hydrogen consumption by about 3.8 kg per hour and decrease it by 46 

kg per hour, while sustaining the specified SNG product gas quality without 

violating the maximum hydrogen content limit (set here to <4%) required. The 

methanation unit cannot work below 50% of its nominal capacity, without requiring 

shutdown.  

The P2G plant’s electricity consumption includes the power consumed by the 

water splitting to hydrogen and oxygen in the electrolyser stacks, the conversion 
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losses in the transformer and the rectifier to supply the needed direct power, as well 

as power needs for the plant (such as electrolyser and methanation unit feed pumps, 

hydrogen dryers, automation and control system, etc.). 

A commercial state-of-the-art PEM electrolyser is capable of supplying output 

hydrogen at a 30 bar pressure, which is assumed to be the maximum pressure level 

of the intermediate hydrogen storage. Hence, no hydrogen compressor is assumed 

to be needed. As schematized in Figure 3-4, the P2G model also calculates the 

oxygen that is produced during the electrolysis process and the heat recovery in the 

methanation process. The P2G technical parameters are summarized in Table 3-2, 

whereas more details about the P2G model are reported in Chapter 2. 

 

Figure 3-4. Scheme of P2G system.  

 

Table 3-2. Technical parameters of the P2G plants.  

Parameter Unit Value 

Electrolyzer capacity kW (el. input) 1200 

Meth. unit capacity kW (SNG output) 600 

Hydrogen buffer capacity Sm3 of H2 1024 

Meth. unit - minimum load % 50 

Meth. Unit - max ram up kg (H2 input)/h 3.8 

Meth. unit - max ram down kg (H2 input)/h 46 

 

The position of the P2G plants is defined according to the methodology shown 

in [140]. Each P2G is connected downstream of a different HV/MV transformer. 

This correspondence allows the RPFs on each transformer to be absorbed by one of 

the three P2G plants. The connection to the gas network is made in order to 

distribute the various connections over the network. The P2G connections to the 

distribution networks are summarized in Table 3-3. 
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Table 3-3. Network connections to the P2G plants. 

 EN node connection GN node connection 

P2G#1 7 (TR#1) 3 

P2G#2 11 (TR#2) 29 

P2G#3 30 (TR#3) 44 

 

3.2.4 Scenario energy demand and production 

A critical energy context was chosen to investigate P2G operation. The scenario 

is characterized by a high number of RES penetrations, which are not equally 

distributed over the electricity network (i.e., the RES plants are more concentrated 

downstream of the third HV/MV transformer; see Table 3-4). Moreover, the 

scenario is assumed to mainly feed residential and tertiary sector users. Thus, the 

natural gas demand is affected seasonally to a great extent as a result of the high 

gas demand for building heating purposes during winter. Indeed, the gas 

consumption during the heating season (01/01-15/4 and 15/10-31/12) is about 10 

times higher than during the rest of the year. The electricity user demand capacity, 

the total RES installation (for each transformer and for the whole network) and the 

peak gas demand are summarized in Table 3-4. The duration curves of the 

electricity demand, gas demands and renewable production are shown in Figure 

3-5, while Figure 3-6 shows the renewable production and energy demands per 

month. The demand for electricity is roughly constant throughout the year. RES 

production increases considerably in the summer months, due to the influence of 

solar radiation (the renewable production in the summer months is almost double 

that of the winter months). Thus, the winter season is characterized by a contained 

excess of RES and a high gas demand. Conversely, in summer, when the highest 

RES overproductions occur, the natural gas demand is much lower.  

Table 3-4. Electricity demand, gas demand and RES installations.  

 Installed power [MW] 

 TR#1 TR#2 TR#3 Total 

EL demand 3.90 9.30 5.10 12.30 

PV 3.90 4.50 6.60 14.30 

WT 0.80 0 3.60 4.40 

 Peak demand [MW] 

Gas demand 23.0 
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Figure 3-5. Duration curves of RES generation, electricity demand and natural gas. 

 

Figure 3-6. Monthly RES generation, monthly electricity and monthly gas demands. 

3.2.5 Economic analysis 

Capital and fixed operational expenditure 

The cost of P2G shows a decreasing trend that will most probably continue, 

especially if the P2G plant components are manufactured in standardized sizes and 

series [141]. Two economic scenarios are considered for this study: the first one 

refers to the year 2030, whereas the second one pertains to the year 2050. The 

assumed investment cost and the fixed Operation and Maintenance (O&M) 

expenditures are shown in Table 3-5. The lifetime of the plant is expected to be 20 

years [141], except for the electrolyzer, which needs to be replaced. The 

replacement cost is assumed to be 35% of the total PEM capital cost, and the 

replacement takes place with a frequency of once every 5 years [142]. 
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Table 3-5. Specific investment cost, specific fixed O&M cost and lifetime of the components of the 

P2G plant.  

 Unit  

Specific 

investment cost 

[€/    ] 

 

Specific fixed 

O&M cost 

[€/    ] 

 
Lifetime 

[years] 
Ref 

   2030 2050  2030 2050    

Electrolyzer kWe  650 400  19.5 8.0  5 [54],[141]–[144] 

H2 buffer m3 H2  75 50  1.1 0.8  20 [141],[145] 

Methanation 

unit 
kWSNG  500 300  25.0 9.0  20  [142],[146],[147] 

 

Variable operational expenditures and revenues 

The annual mean cost of the electricity has been considered equal to 60 €/MWh 

[133]. During periods of RES over-generation, the P2G plants can provide enough 

flexibility to absorb the energy surplus. In this study, different possible incentive 

values were considered for the flexibility provided (from 0 €/MWh to 60 €/MWh). 

It should be noted that the incentives for flexibility generate a reduction in the cost 

for the purchasing of the over-generation electricity. For instance, with an 

electricity cost of 60 €/MWh and an incentive for the flexibility of 20 €/MWh, the 

cost for the consumption of over-generations of renewables is estimated to be 40 

€/MWh. 

The estimated cost for the CO2 used for the methanation process is 50 €/t [148]. 

The cost for the demineralized water has been neglected, as it has a marginal impact 

on the overall cost [141]. Oxygen and high temperatures are generated as indirect 

products during P2G operation. It is assumed that these products are valued with a 

profit of €  0 per ton of oxygen and € 30 per MWh of generated heat. The economic 

data are summarized in Table 3-6. 

Table 3-6. Economic assumptions for the considered P2G.  

Parameter Unit Value Ref 

Plant lifetime y 20 [141]  

Mean electricity price €/MWh 60 [133]  

Incentives for flexibility €/MWh 0-60 Our assumption 

PEM replacement 
% of investment 

cost 
35 [142]  

CO2 specific cost €/t 50 [148]  

O2 specific revenue €/t 70 [148],[149]  

Heat specific revenue €/MWh 30 [148]  
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Levelized cost of Synthetic Natural Gas 

The equations below (3.1-3.5) show how, based on the annual profile, the 

system’s estimated costs and revenues were calculated. Equations (3.1.) and 

Equations (3.2.) refer to the estimated costs for the purchase of electricity and CO2, 

respectively. The remaining equations refer to the estimated revenues obtainable 

from heat production (Eq. 3.3), CO2 production (Eq. 3.4) and the flexibility 

provided by the system (Eq. 3.5.). 

 

𝐶𝑜𝑠𝑡𝑒𝑙,P2G#𝑖 = 𝑐𝑒𝑙  ∑𝑢P2G#𝑖(𝑘)

K

𝑘=1

∙ 𝜏 (3.1) 

𝐶𝑜𝑠𝑡C 2,P2G#𝑖 = 𝑐C 2  ∑C 2P2G#𝑖(𝑘)
K

𝑘=1

 (3.2) 

𝑅𝑒𝑣heat,P2G#𝑖 = 𝑟𝐻𝑒𝑎𝑡  ∑𝛷P2G#𝑖(𝑘)

K

𝑘=1

∙ 𝜏 (3.3) 

𝑅𝑒𝑣 2,P2G#𝑖 = 𝑟 2  ∑ 2P2G#𝑖(𝑘)
K

𝑘=1

 (3.4) 

𝑅𝑒𝑣𝑓𝑙𝑒𝑥,P2G#𝑖 = 𝑟𝑓𝑙𝑒𝑥  ∑[𝑢P2G#𝑖(𝑘) − 𝑢P2G#𝑖
0 (𝑘)] ∙ 𝜏

K

𝑘=1

 (3.5) 

 

Where: 

• 𝐶𝑜𝑠𝑡𝑒𝑙,P2G#𝑖 [€] represents the annual expenses for the electricity 

consumption of the 𝑖-th P2G plant;  

• 𝑐𝑒𝑙 [€/MWh] is the annual average price of electricity;  

• 𝑢P2G#𝑖(𝑘) [MWe] is the electricity consumption of the 𝑖-th P2G plant at time 

step 𝑘; 

• 𝜏 [h] is the duration of the time steps;  

• 𝐶𝑜𝑠𝑡CO2,P2G#𝑖 [€] is the annual cost for the purchasing of the C 2 consumed 

by the 𝑖-th P2G plant; 

• 𝑐CO2 [€/t] is the C 2 price; 

• C 2P2G#𝑖(𝑘) [t] is the CO2 consumption of the 𝑖-th P2G plant at time step 

𝑘; 

• 𝑅𝑒𝑣heat,P2G#𝑖 [€] indicates the annual revenues for the heat production of 

the 𝑖-th P2G plant,  

• 𝑟heat [€/MWh] is the specific revenue generated by the heat production;  

• 𝛷P2G#𝑖(𝑘) [MW] is the heat production of the 𝑖-th P2G plant at time step 𝑘; 

• 𝑅𝑒𝑣O2,P2G#𝑖 [€] indicates the annual revenues generated by the O2 

production of the 𝑖-th P2G plant,  
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• 𝑟O2 [€/t] is the specific revenue for the  2 production;  

•  2P2G#𝑖(𝑘) [t] is the O2 production of the 𝑖-th P2G plant at time step 𝑘; 

• 𝑅𝑒𝑣𝑓𝑙𝑒𝑥,P2G#𝑖 represents the annual revenues generated by the flexibility 

provided by the 𝑖-th P2G plant;  

• 𝑟𝑓𝑙𝑒𝑥, represents the incentive for the provided flexibility; 

• 𝑢P2G#𝑖
0 (𝑘) [MW] is the baseload of the 𝑖-th P2G plant at time step 𝑘. 

The P2G systems are evaluated from an economic point of view by calculating 

the levelized cost of SNG (LCSNG). LCSNG is the breakeven selling price of the 

produced SNG, which is calculated over the plant’s lifetime. The latter corresponds 

to the lifetime of the methanation unit (20 years). It is worth noting that during the 

time period considered, there are expenses for the replacement of the electrolyser 

which has a shorter lifetime. The LCSNG for the 𝑖-th P2G plant (𝐿𝐶𝑆𝑁𝐺,P2G#𝑖) is 

calculated as [150]:  

 

𝐿𝐶𝑆𝑁𝐺,P2G#𝑖 =
𝐶𝐴𝑃𝐸𝑋P2G#𝑖 + ∑

−𝐶𝐹P2G#𝑖
(1 + 𝐷𝑅)𝑦

𝐿𝑇P2G#𝑖
𝑦=0

∑
𝐸𝑆𝑁𝐺

(1 + 𝐷𝑅)𝑦
𝐿𝑇P2G#𝑖
𝑦=0

 (3.6) 

𝐶𝐹𝑃2𝐺#𝑖 = 𝑅𝑒𝑣heat,P2G#𝑖 + 𝑅𝑒𝑣O2,P2G#𝑖 + 𝑅𝑒𝑣𝑓𝑙𝑒𝑥,P2G#𝑖 − 𝑂𝑃𝐸𝑋P2G#𝑖 − 𝐶𝑜𝑠𝑡𝑒𝑙,P2G#𝑖
− 𝐶𝑜𝑠𝑡CO2,P2G#𝑖 − 𝐶𝑜𝑠𝑡𝑟𝑒𝑝,P2G#𝑖 

(3.7) 

 

where:  

• 𝐿𝑇P2G#𝑖 [years] is the lifetime of the 𝑖-th P2G plant; 

• 𝐶𝐴𝑃𝐸𝑋P2G#𝑖 [€] is the capital expenditure for all the components of the 𝑖-th 

P2G plant (considered only at year 0); 

• 𝐶𝐹P2G#𝑖 [€] is the annual cash flow of the 𝑖-th P2G plant; 

• 𝐷𝑅 [-] is the discount rate, assumed to be equal to 7% [150]; 

• 𝐸𝑆𝑁𝐺  [MWh] is the total amount of SNG energy produced yearly; 

• 𝑂𝑃𝐸𝑋P2G#𝑖 [€] is the fixed annual operational expenditure for all the 

components of the 𝑖-th P2G plant; 

• 𝐶𝑜𝑠𝑡𝑟𝑒𝑝,P2G#𝑖 [€] is the cost of the replacement of the stack of the 

electrolyzer (for years 5, 10 and 15).  

The LCSNG calculation was performed with the assumption that the annual 

energy and economic flows resulting from the simulation would repeat throughout 

the plant’s lifetime  

3.3 Mathematical approach and solution strategy 

3.3.1 Co-simulation architecture 

In this case study, the co-simulation loop involves five modules:  
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• the electricity network (EN) module;  

• the gas network (GN) module; 

• the P2G module; 

• the controller; 

• the time-synchronizer (Time-Sync).  

Detailed models are used both for the modeling of the energy networks 

(electricity and gas) and for the modeling of the P2G plants (see Table 3-7). These 

models take into account the internal dynamics (energy and mass flows) that occur 

in the three components of the scenario (the details on the models are given in 

Chapter 2). 

Table 3-7. Models involved in the co-simulation loop. 

Model Case study 1 

Controller X 

Time-Sync X 

Electricity network (detailed) X 

Electricity network (simplified)  

Gas network (detailed) X 

Gas network (simplified)  

DH network and CP2H  

P2G (detailed) X 

P2G (simplified)  

Building and LP2H  

Electric battery  

 

The co-simulation process is coordinated by the Time-Sync module, which 

orchestrates all the messages exchanged during the simulation. Each message that 

is sent between the different modules passes through the Time-Sync and is sent to 

the receiving module at the appropriate time.  

All the messages exchanged during each time step are summarized in Figure 

3-7. At each time step of the simulation, Time-Sync sends to the control module the 

electricity network node’s balance and the assets’ flexibility, which are both 

calculated in the previous time step 𝑘 – 1 (message 1). When the control module 

simulation ends, the Time-Sync receives the P2G setpoints (message 2) and it 

triggers the P2G module simulation, sending it the input data for time step 𝑘 

(message 3), which consists of the setpoints, defined by the control module, and the 
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GN constraints, defined in the previous step by the GN module. The P2G output, 

message 4, contains the P2G units’ flexibility, which will be sent in the next time 

step (i.e., 𝑘 + 1) to the control module, the P2G electric power consumptions 

forwarded to the electricity network module and the P2G SNG productions, 

forwarded to the GN module. The input of the GN module (message 5) contains the 

SNG productions. The GN module’s output (message 6) contains the gas flows and 

the pressure evolution of the network, as well as the SNG injection constraints for 

the next step. The electricity network module receives as input the P2G electricity 

consumptions. The output of the EN network module contains the electricity 

consumptions and generations for each node of the network (message 7) that will 

be used by the control module in order to define the P2G setpoint for the next step 

(i.e., 𝑘 + 1).  

Annual simulations are performed with a discretization of 15 minutes, resulting 

in a total of 35040 time steps. 

 

Figure 3-7. Sequence of interactions among co-simulation modules. 

3.3.2 Simulation control algorithm 

In the analyzed scenario each P2G plant is connected downstream of a different 

transformer. For this reason, the operation of each P2G affects only the portion of 

the network to which it is connected. 

The control algorithm of the i-th electrolyzer is defined in Figure 3-8.  
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Figure 3-8. Control algorithm of the i-th electrolyzer.  

If there is no energy overproduction downstream of the transformer, the 

electricity consumption of the P2G system is kept at its minimum load; that is, the 

electricity consumption of the auxiliary components necessary to keep the system 

in hot standby. The electrolyzer is turned on when an RPF occurs. The upper limit 

setpoint is determined by considering the nominal power of the plant and the 

availability of the buffer. If the hydrogen buffer has reached its maximum operating 

pressure, the electrolyzer cannot operate unless the methanation unit is in operation 

as well. In this case, it can produce an equal amount of H2 to the H2 consumed by 

the methanation unit, thereby maintaining the pressure of the buffer within its 

bounds.  

Figure 3-9 reports the methanation unit’s control logic. If no external restriction 

occurs, the methanation units are turned on when the hydrogen buffer reaches a 

pressure of 15 bar. The conversion of H2 into the SNG process continues until the 

buffer is emptied. However, during low NG demand periods, the GN injection 

availability could be a constraint for the operation of the methanation unit. If the 

SNG injection is limited, the use of plants that are in the up and running mode is 

prioritized (even though the plants that are not in operation have accumulated more 

hydrogen). If the GN does not allow operation of all the up and running units, the 

units with lower amounts of stored hydrogen are set to stand-by condition. The units 

in the stand-by condition are only turned on if the up and running units have already 

reached their maximum load (a limit that is defined by the maximum capacity of 

the plant and its ramp constraint) and only if the GN allows more SNG to be 

injected.  

It should be noted that, in the case of SNG injection limitations, the various 

P2G plants should be coordinated to optimize the multi-energy system as a whole. 

Indeed, even though the different P2G systems operate on different portions of the 

electricity network (such as in the scenario where each plant is downstream of a 

different transformer), coordination that takes into account the constraint of the 

common resource is necessary when the systems involve the use of a common 

flexibility resource (in this case the gas network). In order to maximize the overall 

benefits, it is necessary to favor the resources that can lead to the greatest benefits 
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for the overall system. For example, the use of the units already in operation is 

prioritized in low GN flexibility conditions, in order to limit the overall number of 

shutdowns. In the same way, if several systems are in the same state (i.e., all off or 

all on), the use of the system that has stored the greatest amount of hydrogen inside 

the buffer is favored in order to increase the continuous operation of the systems as 

much as possible and, at the same time, increase the availability of use of 

electrolyzers. 

 

Figure 3-9. Control algorithm of the methanation units2. 

3.4 Results and discussion 

3.4.1 Energy impact of Power-to-Gas on the electricity and gas 

networks in winter and summer seasons 

The simulations of the scenario were performed over the whole year with a 

discretization time of 15 minutes. The figures in this section show the energy flows 

in the electricity and gas networks. For reasons of clarity, it was decided to show 

 
2 The control algorithm of the methanation units is part of the P2G detailed model described in 

Chapter 2. For reasons of clarity, this figure is also reported in this section. 
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some characteristic days in the figures: under opposite conditions in winter and in 

summer. 

Figure 3-10 reports the energy flow for the HV/MV transformers of the 

electricity network for a typical winter day. The renewable energy production 

causes over-generation in all the HV/MV transformers. Transformer #3 is the one 

that is affected by the highest RES overproduction (see Table 3-8). Thanks to the 

fast response of the PEM electrolyzer, the P2G loads follow the RES surplus and 

absorb about 85% of it during the whole heating season. 

 

Figure 3-10. Balance of transformers of the electricity network in winter. 

When the RES surplus is higher than the PEM capacity (1.2 MW), the 

electricity excess can no longer be absorbed, and this causes an RPF of the 

transformer (see the yellow area in Figure 3-10). During the heating season, the gas 

network can absorb all the produced SNG, without violating any operational 

constraints for the P2G plants. Under these conditions, the storage capacity of the 

network is not used (i.e., the SNG injected into the network is not accumulated, but 

consumed directly due to the high gas demand; see Figure 3-11). During the heating 

season), the SNG injections cover only 4% of the total gas demand (see Table 3-9). 
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Figure 3-12 reports the evolution of the gas network pressure; it can be noted that 

the SNG injection does not cause any relevant pressure variation. The figure reports 

the highest and lowest network pressures for each time step. The highest pressure 

is found in the most upstream nodes, where the pressure is kept close to the injection 

pressure of the city-gate (4 barg). The lowest pressure is recorded in the nodes far 

from the city-gate. In terms of time, the steps with the lowest network pressure 

correspond to the periods of the highest gas demand. 

 

 

Figure 3-11. Balance of the gas network for the winter 

 

Figure 3-12. Gas network pressure for the winter.  

Table 3-8. Results pertaining the electricity network.  

  Heating season [GWh]  No heating season [GWh]  Whole year [GWh] 

  TR#1 TR#2 TR#3 Tot  TR#1 TR#2 TR#3 Tot  TR#1 TR#2 TR#3 Tot 

El. dem.  3.70 7.80 2.79 14.29  4.12 8.71 2.97 15.80  7.82 16.50 5.76 30.08 

RES  2.41 3.23 4.12 9.76  3.90 5.68 5.39 14.97  6.32 8.91 9.51 24.73 
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Surplus  0.67 0.46 2.04 3.17  1.40 1.08 3.08 5.55  2.07 1.54 5.11 8.72 

Abs. surp.  0.62 0.40 1.61 2.63  1.23 0.90 2.07 4.20  1.86 1.30 3.68 6.83 

RPF  0.05 0.06 0.43 0.53  0.16 0.18 1.01 1.35  0.21 0.24 1.44 1.88 

 

Table 3-9. Results pertaining the gas network.  

 Unit 
Heating 

season 

No heat. 

season 
Whole year 

NG demand GWh 31.65 4.37 36.02 

NG imported 
GWh 

(%)  

30.38 

(96%) 

2.37 

(54%) 

32.75 

(91%) 

SNG 
GWh 

(%) 

1.27 

(4%) 

2.00 

(46%) 

3.27  

(9%) 

 

The demand for electricity increases in summer by about 10%, compared to the 

heating season, mainly due to the building cooling demand, while the production of 

RES increases by about 50%, thus creating much more RES over-generation (see 

Table 3-8). The RES peaks are higher than in winter, thus the RPF on the 

transformers increases (see the yellow areas in Figure 3-13). About 80% of the 

energy surplus is absorbed by the P2G plants throughout the whole season. In 

particular, about 1.35 GWh of RPF is generated during the hot season. that is, 70% 

of the whole year’s RPF.  f these 1.35 GWh, about  5% is generated on 

transformer #3.  

The gas flows inside the network are much lower in the hot season than during 

the cold season (see Table 3-9 and Figure 3-143). During the hot season, it could 

happen that the SNG production exceeds the gas demand of the network. When this 

happens, the SNG could be stored within the gas network volume. The gas network 

pressure increases, due to the linepack effect (see Figure 3-15). The SNG stored in 

the gas pipeline can be used later on, when the SNG production alone is not able to 

cover the network gas demand (see the white areas in Figure 3-14). The gas network 

can host the SNG production until its pressure is lower than the allowed maximum 

pressure (5 barg). 

 
3 In order to make the graph clearer, the y-axis of the figures representing gas flows have different 

scales. 
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Figure 3-13. Balance of the electricity network transformers for the summer. 

 

Figure 3-14. Balance of the gas network for the summer. 
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Figure 3-15. Gas network pressure (b) for the summer. 

In the case reported, the network pressure reaches its upper constraint at 14:30, 

at which point control system then limits the production of the methanation unit of 

P2G#1 and P2G#2 (see Figure 3-16). The control system chooses to maintain the 

production of P2G#3 as, at that moment, the hydrogen buffer pressure of that plant 

is the highest of the three (see Figure 3-17). Even though the methanation unit of a 

plant is in standby, this does not affect the operation of the electrolyzer. For 

example, the methanation unit of P2G#2 remains in standby from 14:30 to 17:15 

(see Figure 3-16); nevertheless, the electrolyzer continues to operate (see Figure 

3-13). The produced hydrogen is accumulated inside the buffer, whose pressure 

therefore increases (see Figure 3-17). Hydrogen can continue to be stored until the 

pressure limit of the buffer is reached. For example, at 15:45, the pressure of the 

P2G#1 buffer reaches its limit value and the electrolyzer must therefore limit its 

load (see Figure 3-13).  

 

Figure 3-16. Status of the methanation units: 1 hot standby, 2 Reactor balancing phase, 3 up and 

running.  
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It is worth noting that, before reaching its maximum pressure limit, the energy 

stored in the network was about 2.6 MWh (i.e., about 15% of the gas demand on a 

typical summer day). For this reason, the SNG stored in the gas network in summer 

is consumed by the network users in the hours after storage. Therefore, the storage 

capacity of the gas system has proven to be insufficient to be used as seasonal 

storage. Nevertheless, the storage capacity of the grid has proven to be sufficient 

for intraday gas storage. In particular, the storage capacity has allowed the flexible 

operation of P2G power plants to accommodate RES excess production. The 

importance of the distribution gas grid's storage capacity of the gas network is 

discussed more in detail in Chapter 4. 

 

Figure 3-17. Pressure of the hydrogen buffers. 

3.4.2 Economic results 

Levelized cost of Synthetic Natural Gas 

As previously mentioned, transformer #3 is the one that is affected by the 

highest RES overproduction. For this reason, P2G#3 is used more than the other 

two. This plant produces almost 3.5 GWh of SNG throughout the entire year, an 

amount which is approximately equal to the sum of the productions of the other two 

plants. Table 3-10 reports the production and consumption of the three plants: the 

higher the plant utilization is, the higher the production of SNG and of the indirect 

products (i.e., high temperature heat and oxygen). Considering the economic 

assumptions to be equal, the higher the utilization of P2G is, the lower the LCSNG 

(see Table 3-11). The LCSNG of P2G#3 is around 50-70% lower than the LCSNG of 

P2G#2 (the least used plant).  

The scenario has been simulated under different economic assumptions: 

different cost scenarios, referring to years 2030 and 2050, and different flexibility 

provision incentives. 
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Table 3-10. P2G results.  

 Unit  Heating season   No heating season  Whole year 

   P2G#1 P2G#2 P2G#3 Tot  P2G#1 P2G#2 P2G#3 Tot  P2G#1 P2G#2 P2G#3 Tot 

El. cons GWh  0.72 0.50 1.69 2.90  1.32 0.98 2.14 4.44  2.03 1.48 3.83 7.34 

SNG GWh  0.29 0.19 0.79 1.27  0.58 0.40 1.02 2.01  0.87 0.59 1.81 3.27 

CO2 t  59.8 38.5 159.4 257.6  119.4 84.7 204.7 408.8  179.2 123.2 364.1 666.5 

Heat GWh  0.09 0.06 0.23 0.37  0.17 0.12 0.30 0.59  0.26 0.18 0.53 0.96 

O2 t  89.4 57.6 235.7 382.7  178.5 127.6 303.0 609.1  267.9 185.2 538.7 991.8 

 

Table 3-11. Levelized cost of SNG.  

Flexibility 

provision 

incentives 

[€/ Wh] 

 Levelized Cost of SNG (LCSNG) [€/ Wh] 

2030  2050 

P2G#1 P2G#2 P2G#3  P2G#1 P2G#2 P2G#3 

0 299 394 193  230 293 160 

10 277 371 173  208 269 140 

20 255 348 153  185 246 119 

30 232 325 132  163 223 99 

40 210 301 111  141 199 78 

50 188 278 91  119 176 58 

60 166 255 70  97 153 37 

 

The investment cost of the units that compose a P2G plant has been 

hypothesized to decrease by 2050, compared to 2030: a 25% cost reduction for the 

electrolyzer, a 10% reduction for the hydrogen buffer and a 33% reduction for the 

methanation reactor. This reduction leads to a reduction in LCSNG, which decreases 

by 25-47%, depending on the specific case.  

Even if greater incentives for flexibility were offered (such as to bring the total 

cost for the use of the over-generations of RES to 0 €/MWh), LCSNG would be 

higher than the typical cost of fossil natural gas. In 2020, the average price of NG 

in the European Union was 35 €/MWh [151]. Its average cost from January to June 

2022 was around 100 €/MWh [152]. However, such a high cost is atypical, as it is 

a consequence of the particular international situation caused by the invasion of 

Ukraine by Russia. The Snam and Terna report [32] predicted that the cost of NG 

would stabilize at a value slightly higher than the pre-war one. The report estimated 

a cost of  5 €/MWh for the years 2030 and 20 0. However, even if the cost of the 

NG were 100 €/MWh, further incentives would be very much needed for this 

technology to be economically competitive.  
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The results demonstrate that LCSNG depends to a great extent on both the 

economic assumptions and on the plant operation. The results yielded by this 

research are in line with those of previous literature (see Figure 3-18).  

 

Figure 3-18. Levelized cost of SNG as a function of the flexibility provision price and the resulting 

electricity surplus price considering the investment cost for year 2030 (yellow area) and 2050 

(green area). The figure also reports the values of the levelized cost of SNG reported in other 

publications: a [133], b [141], c [150], d [153], and e [154].  

The assumptions made in study [133] are similar to those made in this case 

study: a 2050 scenario and a surplus electricity price of  . 1 €/MWh. The cost of 

SNG for a plant of the size of approximately 1 MWe results in the 200 to 350 

€/MWh range. The analysis in [141] considers the cost of SNG for a 10 MWe plant, 

assuming a cost of electricity of 0 to 25 €/MWh.  epending on the specific 

configuration, the SNG cost is envisioned to vary from  2 €/MWh to 313 €/MWh 

in the 2030 scenario, and from 19 €/MWh to 1 0 €/MWh in the 2050 scenario. In 

[150], for a 10 MWe P2G plant with investment costs that refer to 2015 and an 

electricity cost of  0 €/MWh, LCSNG was around 1 0 €/MWh. Considering a 2030 

scenario with an electricity cost equal to 60 €/MWh, LCSNG is 1 0 €/MWh, and 

LCSNG will be around 95 €/MWh in 2050 (given an electricity price of 15 €/MWh). 

In [153], it was concluded that LCSNG will be in the 92 to 113 €/MWh range in 

2050, given an electricity cost of 25 €/MWh. In [154], it is reported that the SNG 

[a]

[b]
[b]

[b]

[c]

[d]

[e]

[e]
[c]



Chapter 3 

 

 

81 

 

cost of a 10 MWe P2G plant would have been 55 €/MWh in 2020, considering a 

zero cost for electricity, and from 107 to 1 3 for an electricity price of 35 €/MWh. 

Considering the same electricity price, but for a 2030 scenario, the SNG cost will 

drop to 89-121 €/MWh and to  1-103 €/MWh in 2050.  

Economic impact of the utilization of the heat and oxygen 

The generation of oxygen and heat in a P2G plant is due to electrolysis and 

methanation thermochemical processes and they therefore represent by-products of 

the plant. As shown in Table 3-6, a remuneration of 30 €/MWh has been assumed 

for the produced high temperature heat and a remuneration of  0 €/t for the 

produced oxygen. The recovered heat can be sold for industrial use or even injected 

into the district heating network, if one exists [52], while oxygen could be sold for 

oxy-combustion in power plants or for medical care [155]. Vandewalle et al. [149] 

calculated that the valorization of produced oxygen could lead to a reduction in the 

SNG cost of as much as 20 €/MWh. This result is in line with what has been 

obtained in this study. In particular, the exploitation of produced oxygen leads to a 

reduction of 21 €/MWh in LCSNG for P2G 1 and P2G 3 and of 22 €/MWh for 

P2G#3. When the revenues from the heat recovery are also considered, a further 

cost reduction of SNG of around 9 €/MWh is obtained for all the plants. 

Considering the overall cost of the SNG, this cost reduction is not negligible; in the 

scenario analyzed, the heat and oxygen remuneration allowed LCSNG to be reduced 

by a minimum of 7% (in the P2G#2 case for the year 2030, considering no 

incentives for the provided flexibility) and a maximum of 44% (in the P2G#3 case 

for the year 2050, an incentive for the provided flexibility of 60 €/MWh). 

Importantly, an average decrease attested at 17% when considering all the cases 

(see Figure 3-19). Exploiting all the possible economic gains of the plant is of 

pivotal importance since, as it emerged in this analysis, the utilization of P2G 

technologies may lead to economic profitability problems. 
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(b) 

 
(c) 

Figure 3-19. Impact of oxygen and heat utilization for P2G#1 (a), P2G#2 (b) and P2G#3 (c). 

3.5 Conclusions 

A high penetration of non-dispatchable distributed generation may introduce 

issues and lead to challenges concerning the distribution systems. This study 

analyzed how Power-to-Gas (P2G) plants could be used to optimize the utilization 

of the overproduction of Renewable Energy Sources (RES). The conclusion of this 

study can be summarized as follows: 

• Thanks to the high flexibility of electrolyzer units, P2G plants can be 

effectively used to absorb the over-generation of renewable energy and thus 

alleviate the reverse power flow at the HV/MV transformers. 

• The natural gas demand during the heating season is sufficiently high to 

allow Synthetic Natural Gas (SNG) injection into the gas distribution 

network without any kind of restriction. However, the P2G production in 

this season covers less than 5% of the gas demand. In the analyzed scenario, 

where the P2G plants are only used to absorb the overproduction of RES, 

the SNG production is not enough to decarbonize the gas sector.  

• A low gas demand season may be critical for the utilization of P2G plants. 

In these periods, the SNG injection needs to be regulated to avoid over 

pressures in the gas network. This mainly happens in summer, when there 

is no demand for gas for heating. In this season, the RES production is 

higher, and thus the criticality of the scenario increases. In these conditions, 
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the P2G systems should be coordinated with each other to limit 

simultaneous gas injections. In such a context, different energy conversion 

systems, which share the same destination sink (in this case the gas 

network), need to cooperate with each other to optimize the utilization of 

the sink and maximize the benefits of the entire multi-energy system. 

• If the SNG production is not consumed directly (as it happens during low 

gas demand periods), the gas distribution network can be used for gas 

storage purposes. When the SNG production is higher than the gas demand, 

the overproduction of SNG can be hosted inside the network until the 

pressure constraint is respected (linepack effect). It is well known that the 

linepack effect can also be used for seasonal storage purposes in gas 

transmission networks. The lower pressure range of the distribution network 

(compared to the transmission one) does not allow seasonal storage in a 

medium pressure network but only intraday storage. Nevertheless, the 

distribution network linepack effect leads to greater flexibility in the use of 

the methanation units: SNG is accumulated within the gas network in the 

most critical periods of low gas demand and is then consumed in the 

following hours, thus allowing a more constant operation of the methanation 

units to be achieved. 

• Even though the low gas demand may be a constraint for methanation units 

in some cases, it has a limited impact on the electricity side. Indeed, the 

hydrogen buffer of P2G plants allows the decoupling of the methanation 

unit and electrolyzer. The RES overproduction is absorbed by the 

electrolyzer and the produced hydrogen can be accumulated in the buffer. 

Subsequently, at the appropriate time, it is converted into SNG by the 

methanation unit and injected into the gas network.  

• The levelized cost of SNG (LCSNG) varies from 3  to 39  €/MWh, 

depending on the different assumptions and configurations. 

• The cost of the units of the P2G plants for the year 2030 have been 

forecasted to decrease (a 25% cost reduction for the electrolyzer, a 10% 

reduction for the hydrogen buffer and a 33% reduction for the methanation 

reactor). This cost reduction is reflected on the LCSNG, which on average 

decreases by 30%, depending on the different configurations and 

assumptions. 

• The incentives for the flexibility provided are hypothesized to vary from 0 

to 60 €/MWh and this also impacts LCSNG: the higher the incentives is, the 

lower the LCSNG. Even when considering the maximum incentive, the 

LCSNG can be very high, especially if the plant is used to absorb small 

amounts of RES overproduction. Additional incentives are needed to make 

green SNG competitive with respects to natural gas. 

• The same scenario was simulated considering the possible revenues from 

O2 and the heat produced by the P2G plants. Results showed that the 
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exploitation of these indirect productions allows LCSNG to be reduced by 

around 30 €/MWh, which on average corresponds to 17% of the total 

LCSNG. It would therefore be important to take into consideration the 

possible incomes of these byproducts as the resulting gains may not be 

negligible.  

• The electricity network analyzed in this case study is composed of several 

feeders and several HV/MV transformers. This topology made it possible to 

consider the case of local renewable over-generation within the distribution 

system and to draw general considerations. Although all the plants are 

connected to the same electric distribution network, the location of the P2G 

plant has a considerable impact on the plant’s performance. It turned out to 

be of pivotal importance to place the P2G plants downstream the 

transformers most affected by RES overproduction to solve the local 

problems. The location of the P2G plant showed to have an important 

impact on LCSNG: a better placement of the P2G plant allows a greater 

production of SNG, leading to a reduction of the SNG production costs.  

• In the analyzed scenario, the only flexible resources considered were the 

P2G plants. This made it possible to analyze the pros and cons of the 

utilization of this specific technology. The presence of other flexible 

resources, such as electric batteries, would increase the flexibility of the 

multi-energy system by potentially compensating the limitation of the P2G 

plants’ flexibility. However, the use of other sources of flexibility could 

reduce the use of P2G plants as flexibility providers, leading to a lower 

production of SNG, with a consequent increase of LCSNG. 

• The gas network analyzed in this thesis, was a typical medium pressure 

distribution network of the Italian gas system. Greater flexibility could be 

obtained if the P2G plants were connected to a larger gas network, such as 

a transmission network, or if there were the possibility of accumulating the 

SNG in a dedicated storage located along the network. Nonetheless, the 

flexibility offered by the distribution network alone resulted to be enough 

to accommodate a large part of the RES over-generations in the form of 

SNG. 
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Chapter 4  

Case-study 2 – Power-to-Gas plants 

in gas and electricity distribution 

network system: a comparison 

between modeling approaches 

Chapter 4 exploits the module's plug and play co-simulation tool capability. To 

carry out this study, different modules were alternatively connected on the platform. 

Thanks to the flexibility enabled by the co-simulation, the replacement of the 

modules was possible without changing the simulator’s structure. The study 

presents a methodological analysis on the impact of different simulation approaches 

when Power-to-Gas is installed at the distribution system level. Critical operation 

conditions can easily arise at the distribution level, in both electrical and gas 

infrastructures. Consequently, it is of extremely important to select the most 

appropriate modeling approaches for both Power-to-Gas plant and electricity and 

gas distribution grids, so that the potential flexibility that Power-to-Gas plants can 

offer is neither under- or overestimated. The aim of this study is to understand the 

impact of different modeling approaches, in order to determine whether, and under 

which conditions, they could be acceptable. Results demonstrated that it is 

important to take into account the electric distribution network’s topology, as the 

performance of Power-to-Gas plants could be affected by their placement in the 

network. The accuracy of the gas network and the Power-to-Gas plant models also 

plays an important role. In conditions of low gas consumption, it is necessary to 

take into account the gas flows and the linepack potentials of the gas network, as 

well as the interactions between Power-to-Gas plant components, in order not to 

underestimate the flexibility of the entire system. 
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4.1 Introduction 

4.1.1 Scientific contribution  

This study is a continuation of the analysis presented in Chapter 3, in which the 

interactions between an electricity grid, Power-to-Gas (P2G) plants and a gas 

network were analyzed through the use of detailed models that were able to fully 

consider the possible interactions among all the elements. However, that simulation 

approach may lead to an increase in the computation time, and to the problem of 

accessing data that the owners may not be willing to disclose.  

The aim of this study is to present a methodological analysis capable of 

highlighting the pros and cons of different simulation approaches. In fact, 

depending on the main modeling approaches presented in the previous literature, 

one of the components that characterizes the multi-energy scenario is usually 

modeled in detail, while simplified models may be used for the other components. 

Table 4-1 shows that none of the studies previously mentioned in the introduction 

of Chapter 3 about P2G in distribution systems analyzed the dynamics that take 

place between all three of the main components of a system, i.e., the gas network, 

the electricity network and the P2G plants. On the basis of these issues, this study 

aims to investigate what are the effects of previous literature’s most common 

simplifications, and to highlight whether, and in what cases, these simplifications 

could be acceptable.  

The modeling aspects analyzed in this study are summarized below:  

• The impact of including or neglecting the electricity distribution network 

topology on the results.  

This aspect is closely related with the aim of the study. In terms of power and 

energy capacity, the determination of the potential flexible resources that can 

be installed over a wide area is not greatly affected when a simplified version 

of High Voltage (HV) is considered, as in [120], where the model only considers 

the equivalent capacity for different sub-regions, or in [52], where the potential 

of some flexible technologies was studied at a metropolitan level. However, I 

would argue that if the aim of a study is to both establish the impact of the 

distributed resources on the distribution system and the most effective location 

for the flexibility resources, the network topology has to be factored in, 

otherwise aspects like the impact on local over-generation and network 

operation indicators cannot be fully understood. 

• The impact of gas network pressure dynamics. 

It is worth noting that the gas demand, when a high-pressure gas network is 

considered, is normally high enough to absorb the Synthetic Natural Gas (SNG) 

generated by the surplus of renewables [125], [156]. Several studies did not 
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consider any constraint that might affect the injection of gas into the gas 

network [34], [52], [120]. However, if the P2G plant is connected to a medium 

pressure distribution grid, the demand for natural gas might be very low, 

especially in the summer season; this might create a hurdle for SNG injection. 

Hence, using a detailed gas network model, which considers both the gas flow 

and the pressure in the pipes, allows the linepack effect to be analyzed. The 

pipeline volume could therefore be used as a vessel to store natural gas inside 

the network itself. This intrinsic flexibility would allow a possible temporal 

mismatch between the injected and withdrawn gas to be identified and analyzed. 

Indeed, if neglected, such a temporal mismatch could lead to an underestimation 

of the SNG production of P2G plants, especially in the case of a low gas 

demand. In a multi energy-system scenario, whenever a P2G scenario is 

simulated, it is important that this flexibility is recognized in order to avoid 

underestimating the P2G flexibility potential [54]. 

• The interaction between the internal units of a P2G plant: the electrolyzer, the 

hydrogen buffer and the methanation unit.  

In several papers (e.g., [123], [127], [134], [156], [157]), the energy conversion 

process of a P2G plant was simplified by only taking into consideration the 

overall process efficiency, that is without considering the separate processes or 

the interactions between the internal components. As pointed out in [125], this 

kind of approximation might lead to an underestimation of the flexibility of a 

P2G unit. In fact, if all the components are considered as single units, the 

electrolyzer, whose load should vary in order to offer flexibility to the electricity 

network, is limited by the operations of the methanation unit, which in turn is 

bounded by the constraints of the gas network. Conversely, when the three 

components are considered separately, the operation of the electrolyzer results 

to be more flexible, as the hydrogen is not directly absorbed by the methanation 

unit and is instead accumulated in the buffer. 
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Table 4-1. Overview of previous studies on P2G in a distribution network scenario and the modeling assumptions. 

Ref. EN model  GN model  P2G model 

 Grid topology Notes  Pressure dynamic Notes  Sub-components Notes 

Dalmau et al. 2015 [129] YES • Load flow analysis  NO • A GN model was not included  NO • Only P2H2 

Mendaza et al. 2015 [130] YES • Load flow analysis  NO • A GN model was not included  NO • Only P2H2 

Esterman et al. 2016 [128] NO • Load and generation balance  - • No model details  - • No model details were supplied 

Khani et al. 2018 [134] YES • Load flow analysis  YES 
• Gas flows calculated as a function 

of the nodal pressure  NO • Entire process efficiency 

Robinius et al. 2018 [126] YES 
• Load flow analysis (Gauss-

Seidel method)  NO • A GN model was not included  NO • Only P2H2 

El-Taweel et al. 2019 [127] YES • Load flow analysis  YES 
• Gas flows calculated as a function 

of the nodal pressure  NO • Entire process efficiency 

Salomone et al. 2019 [133] NO • Load and generation balance  NO • A GN model was not included  YES 
• Electrolyzer, H2 storage and 

methanation unit models 

Mazza et al. 2019 [131] YES 
• Load flow analysis (Backward 

Forward Sweep method)  YES 
• Gas flows calculated as a function 

of the nodal pressure  NO • Only P2H2 

Diaz-Londono et al.2020 

[135] 
YES 

• Load flow analysis (Backward 

Forward Sweep method)  NO • A GN model was not included  NO • Entire process efficiency 

Mazza et al. 2020 [34] YES 
• Load flow analysis (Backward 

Forward Sweep method)  NO • A GN model was not included  YES 
• Electrolyzer, H2 storage and 

methanation unit models 

Weiss et al. 2021 [102] NO • Load and generation balance  NO • A GN model was not included  YES 
•  Electrolyzer and methanation unit 

models 

Cavana et al. 2021 [132] YES 
• Load flow analysis (Backward 

Forward Sweep method)  YES 
• Gas flows calculated as a function 

of the nodal pressure  NO • Only P2H2 

Chapter 3 YES 
• Load flow analysis (Backward 

Forward Sweep method)  YES 
• Gas flows calculated as a function 

of the nodal pressure  YES 
• Electrolyzer, H2 storage and 

methanation unit models 

This chapter 

Comparison between the Backward-Forward-Sweep 

model approach and a load and generation balance 

approach 

 

Comparison between an approach that takes into 

account the dynamics of network pressure and an 

approach that simplifies this aspect 

 

Comparison between an approach that considers the 

subcomponents of P2G and an approach that only 

considers the efficiency of the P2G energy conversion  
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4.2 The multi-energy system scenario 

The scenario used for the analysis of this case study is the one presented in 

Chapter 3 in which the P2G technology was analyzed as a flexible solution, thanks 

to the coupling of the electricity and gas sectors (see Figure 4-1). The scenario is 

composed of a medium voltage distribution network electricity connected to the 

high voltage network by means of three High Voltage / Medium Voltage (HV/MV) 

transformers and a medium pressure distribution gas network. The two energy 

networks are connected through three P2G systems connected downstream of each 

HV/MV transformer. The scenario is assumed to cover the residential and tertiary 

sector electricity and gas users. Since the gas demand is mainly for domestic 

purposes and building heat, the gas consumption is highly seasonal-dependent; the 

gas demand during the coldest months is almost ten times higher than in summer, 

due to building heating. The scenario is characterized by a high number of installed 

Renewable Energy Sources (RES) plants (photovoltaic plant, PV, and wind 

turbines, WT), which are connected to the electricity distribution grid. The high 

RES penetration leads to local over-generations that create Reverse Power Flow 

(RPF) on the HV/MV transformers. The RES plants are not equally distributed in 

the network. More specifically, the part of the network downstream of the 

transformer 3 is the one that is most subjected to local RES over-generation (about 

60% of the total over-generation takes place in this part of the network). The P2G 

flexibility is exploited to absorb RES over-generations and mitigate the RPF on the 

electricity network’s transformers. The scenario has been simulated for one year, 

with a time discretization of 15 minutes. For more details on the scenario, the reader 

may back to Chapter 3. 

 

Figure 4-1. Schema of the analyzed multi-energy system.4 

 
4 The scenario analyzed in this chapter is the same as that described in Chapter 3. The scheme of the 

multi-energy system analyzed is the same as that of Chapter 3. For reasons of clarity, the scheme 

has also been reported in this chapter. 
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4.3 Mathematical approach and solution strategy 

4.3.1 Analyzed modeling approaches 

This section gives the main details of the various models that were used for this 

study. The various mathematical models can be found in Chapter 2. In order to 

evaluate the value of modeling, for each component of the multi-energy scenario 

(electricity network, gas network and P2G), two models were considered, one 

which takes into account the physics and internal dynamics of the component, and 

a simplified one which does not. The choice of these models aims to highlight three 

aspects of the multi-energy scenario:  

i) the electricity topology and the electricity flows of the network,  

ii) the gas flows and pressure inside the gas network  

and  

iii) the interactions between the sub-components of the P2G plant. 

The same scenario was simulated three times; each simulation neglected a 

specific aspect: (i), (ii) or (iii). The various simulations thus obtained were 

compared with the simulation presented in Chapter 3 (the Reference simulation), in 

order to identify the effects of various simulation approaches. 

Electricity network modeling approaches 

The detailed model of the electricity network is a multi-nodal steady state 

model which takes into account the electricity flow in each branch, the voltage in 

each node and the withdrawals and injections of electricity in each node (see Figure 

4-2). The model punctually simulates the generation of RES and the consumption 

of these resources, by both users and flexible resources (in this case P2G plants). 

The model therefore allows the local over-generations of RES that can cause RPF 

in the various transformers of the network to be taken into account. 

The simplified electricity network model is a steady state single node model. 

Instead of simulating the whole electricity network, the electricity network is 

simplified by considering that all the loads and distributed generation are 

concentrated in a single node (see Figure 4-3). The different connections to the high 

voltage network (i.e., the three transformers) are not considered separately, but 

merged into a single connection point. The model is not able to identify any local 

RES over-generation that may affect the transformers of the distribution network, 

but only the total RES over-generation that affects the transmission system. Since 

it is not possible to identify in which part of the electricity network the 

overproduction occurs, the excess energy is distributed equally over the three P2G 

plants. 
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Figure 4-2. Scheme of the electricity network detailed model (multi-nodal model). 

 

 

Figure 4-3. Schema of the electricity network simplified model (single node model).  

Gas network modeling approaches 

The detailed model of the gas network is a dynamic multi-nodal model, which 

takes into account the gas flow in each pipe and the pressure in each node of the 

network (see Figure 4-4). This permit to analyze how the volume of the gas network 

can be exploited to accumulate the gas inside the network thanks to the linepack 

effect; storing gas inside the pipes increases the internal pressure of the network, 

and the accumulation can continue until the network pressure reaches the network 

operating pressure limit (in this case, 5 barg). If this feature was not taken into 

account, the injection of SNG into the network would be constrained by the 

instantaneous demand for gas, whereas, thanks to the physics of this system, the gas 

network allows a more flexible use of the methanation units. 

The simplified gas network does not take into account either the pressure 

evolution of the network nodes or the gas flow in each network pipe. All the users’ 

gas withdrawals and SNG injections are considered to happen at the same point (see 

Figure 4-5). If the gas demand is higher than the SNG injection, the difference is 

taken from the high pressure network. The model cannot take into account the 

linepack effect: hence, SNG can be injected as long as it does not exceed the gas 

demand.  
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Figure 4-4. Scheme of the gas network detailed model (multi-nodal model). 

 

 

Figure 4-5. Schema of the gas network simplified model (single node model). 

P2G modeling approaches 

The detailed model of the P2G plant is a multi-components model which 

simulates the main component of the P2G plant separately. These components are 

the Polymer Electrolyte Membrane (PEM) electrolyzer, the hydrogen buffer and 

the methanation reactor (see Figure 4-6). The hydrogen buffer allows a decoupling 

to be made between the electrolyzer and the methanation unit. The produced 

hydrogen is accumulated in the buffer, so that the electrolyzer can work, even 

though at that moment, the methanation unit does not use the produced hydrogen. 

Similarly, the methanation unit can use the hydrogen previously produced by the 

electrolyzer and operate independently.  

The model allows the interaction between the plant components to be 

simulated. The model takes into account the ramp-rate constraints of the 

methanation unit and the storage capacity of the hydrogen buffer. 

The P2G simplified model is a lumped parameters model which does not 

consider the interaction between the main components of the plant. The entire 

process is summarized by means of fixed conversion efficiencies (see Figure 4-7). 

The electricity consumed by the plant is directly converted into SNG, without 

considering the internal dynamics of the plant, such as the hydrogen accumulation 
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in the buffer, the methanation unit ramp rates or minimum load constraints. The 

electricity consumption and SNG generation are thus temporally linked to each 

other. For the sake of consistency, the energy conversion efficiency (from 

electricity to SNG, 𝜂𝑃2𝐺) of the simplified model has been set equal to the average 

efficiencies over the full year, as simulated by the detailed model. 

 

Figure 4-6. Scheme of the detailed P2G model (multi-components model). 

 

Figure 4-7. Scheme of the P2G simplified model (lumped parameters model).  

4.3.2 Co-simulation architecture 

The simulation of this case study involves five different modules:  

• the time-synchronizer (Time-Sync); 

• the controller; 

• the P2G module; 

• the electricity network (EN) module;  

• the gas network (GN) module.  

The three components of the multi-energy scenario (electricity network, gas 

network and P2G plants) were simulated both through the use of detailed models 

and through the use of the simplified models. In this scenario, three different 

simulations were performed, changing each time the type of model used for the 

simulation of one of the components (see Table 4-2). Detailed models and 

simplified models have the same input and output parameters. They can then be 

connected to the co-simulation loop by laying the same information flows in plug 

and play fashion. Figure 4-8 shows the flow of information that occurs during the 

co-simulation process. It should be noted that the information exchanged is the 

same as that described in Section 3.2. What changes are the modules involved. 

Annual simulations were performed with a discretization of 15 minutes, 

resulting in a total of 35040 time steps. 
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Table 4-2. Models involved in the co-simulation loop. 

Model Case study 2 

 Simulation 1 Simulation 2  Simulation 3 

Controller X X X 

Time-Sync X X X 

Electricity network (detailed)  X X 

Electricity network (simplified) X  X 

Gas network (detailed) X  X 

Gas network (simplified)  X  

DH network and CP2H    

P2G (detailed) X X  

P2G (simplified)   X 

Building and LP2H    

Electric battery    

 

 

Figure 4-8. Sequence of interactions among co-simulation modules (with detailed and simplified 

models). 
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4.4 Results and discussion 

This section shows the results of the simulations obtained with the various 

models. The first simulation, the Reference simulation, was performed using the 

detailed models of all three components of the multi-energy scenario. The results 

of this simulation were presented in Chapter 3. Subsequently, three other 

simulations were made, neglecting each time a different aspect of the modeling. 

The results of the various simulations were then compared with the Reference 

simulation. Table 4-3 summarizes the simulations performed and the models used. 

Table 4-3. List of simulations. 

 EN model GN model P2G model 

Reference simulation  Detailed Detailed Detailed 

EN simplified simulation Simplified Detailed Detailed 

GN simplified simulation Detailed Simplified Detailed 

P2G simplified simulation Detailed Detailed Simplified 

4.4.1 Value of electricity network modeling 

The electricity network simplified model does not consider the different 

HV/MV connection points. Even though the overall network is balanced, in terms 

of energy generation and consumption, the optimum operation condition may not 

have been reached, due to a local load/generation mismatch. For example, Figure 

4-9 compares the energy balance of the whole electricity network in the Reference 

simulation versus the one simulated with the simplified electricity network for a 

typical winter day. The EN simplified simulation underestimates RPF; the P2G 

plants in EN simplified simulation appear to be able to absorb all the RES over-

generation, while the RES over-generations in the Reference simulation are not 

totally absorbed, thus causing RPF (see the orange area in Figure 4-9a). Moreover, 

it seems that P2G#3 is activated in the Reference simulation, even when there is no 

need to actively absorb over-generation (i.e., during the night-time). 

However, if the energy balance is computed at each HV/MV transformer level, 

local unbalances appear (see Figure 4-10)5. 

 

5 In order to evaluate the local unbalances in the EN simplified simulation (which does not consider 

the HV/MV transformers), the reference model of the electricity network was run with P2G 

electricity load profiles obtained from the EN simplified simulation.  
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(a) 

 
(b) 

Figure 4-9. Electricity balance referring to the whole grid (winter day): (a) Reference simulation 

and (b) EN simplified simulation. 

Since the simplified model is not able to define where over-generation occurs, 

the activation of the P2G plants has not been properly coordinated. It could happen 

that a P2G is sometimes activated, even though there is no need to absorb local 

unbalances (see the balance of TR#2 in Figure 4-10) and that some local RES over-

generations are not detected by the simplified model (see the balance of TR#3 in 

Figure 4-10). For these reasons, the optimal coordination of various P2G plants 

cannot be achieved and transformers are not used appropriately. P2G#3 results to 

be used about 40% less frequently than in the Reference simulation, whereas P2G#2 

is used about 50% more (see Table 4-4). It can be noted that, in the EN simplified 

simulation, the P2G load (i.e., the sum of the electricity consumption of all three 

plants) is around 10% lower than in the Reference simulation. This also affects the 

total SNG production of the plants, which leads to an underestimation of the 

injection of SNG into the gas network (see Table 4-5). This is due to the 

underestimation of the local RPF, whose sum results to be higher than the one that 

is seen by the transmission system. It is important to point out, that the more 

different the local electricity imbalances are, the more marked are the difference 

between the two models. In fact, the generation disparity within the network is 
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greater in the winter months; in this period, about 65% of the over-generation takes 

place in the network portion derived from TR#3. Furthermore, the difference in the 

use of P2G plants is about 20% (see Table 4-6). Unlike in the winter months, the 

local grid mismatches are more homogeneous in the summer months, and the 

difference between the two modeling approaches is reduced to about 5%. 

The RES over-generation, calculated by the simplified model (without 

considering the losses due to the Joule effect), corresponds to the network 

unbalance that affects the transmission system. Thus, even though the simplified 

model does not allow an optimum dispatchment of the P2G plant utilization or the 

evaluation of the best P2G plant network connection, it could be used for a high 

level qualitative evaluation of P2G flexibility potential for transmission system 

balancing purposes (as shown in[52] and [133]).  

 
(a) 

 
(b) 

Figure 4-10. Electricity balance on HV/MV transformers (winter day): (a) Reference simulation 

and (b) EN simplified simulation. 
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Table 4-4. P2G plant results. 

 
Heating season  

[GWh] 
 

Non-heating season 

[GWh] 
 

Whole year 

[GWh] 

 P2G#1 P2G#2 P2G#3 Tot  P2G#1 P2G#2 P2G#3 Tot  P2G#1 P2G#2 P2G#3 Tot 

Reference simulation 

El. cons 0.72 0.50 1.69 2.90  1.32 0.98 2.14 4.44  2.03 1.48 3.83 7.34 

SNG 0.29 0.19 0.79 1.27  0.58 0.40 1.02 2.01  0.87 0.59 1.81 3.27 

EN simplified simulation 

El. cons 0.80 0.80 0.80 2.40  1.44 1.43 1.40 4.26  2.23 2.23 2.20 6.66 

SNG 0.33 0.33 0.33 1.00  0.64 0.64 0.62 1.91  0.98 0.97 0.96 2.90 

GN simplified simulation 

El. cons 0.71 0.50 1.68 2.90  0.85 0.81 1.56 3.23  1.57 1.31 3.25 6.12 

SNG 0.29 0.19 0.79 1.27  0.35 0.34 0.72 1.42  0.64 0.53 1.51 2.68 

P2G simplified simulation 

El. cons 0.72 0.50 1.70 2.92  1.04 0.76 1.97 3.77  1.76 1.26 3.67 6.69 

SNG 0.30 0.19 0.78 1.27  0.46 0.32 0.91 1.69  0.76 0.52 1.69 2.96 

 

Table 4-5. Gas network results.  

 
Heating season  

[GWh] 
Non-heating season 

[GWh] 
Whole year 

[GWh] 

Reference simulation 

Gas demand 31.65 4.37 36.02 

Imported Gas  30.38 2.37 32.75 

Imported Gas  1.27 2.00 3.27  

EN simplified simulation 

Gas demand 31.65 4.37 36.02 

Imported Gas  30.65 2.47 33.12 

SNG 1.00 1.91 2.90 

GN simplified simulation 

Gas demand 31.65 4.37 36.02 

Imported Gas  30.38 2.96 33.34 

SNG 1.27 1.42 2.68 

P2G simplified simulation 

Gas demand 31.65 4.37 36.02 

Imported Gas  30.38 2.68 33.06 

SNG 1.27 1.69 2.96 
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Table 4-6. Electricity network results. 

 
Heating season  

[GWh] 
 

Non-heating season 

[GWh] 
 

Whole year 

[GWh] 

 TR#1 TR#2 TR#3 Tot  TR#1 TR#2 TR#3 Tot  TR#1 TR#2 TR#3 Tot 

Reference simulation 

EL demand 3.70 7.80 2.79 14.29  4.12 8.71 2.97 15.80  7.82 16.50 5.76 30.08 

RES 2.41 3.23 4.12 9.76  3.90 5.68 5.39 14.97  6.32 8.91 9.51 24.73 

Surplus 0.67 0.46 2.04 3.17  1.40 1.08 3.08 5.55  2.07 1.54 5.11 8.72 

Absorbed 

surplus 0.62 0.40 1.61 2.63 
 

1.23 0.90 2.07 4.20 
 

1.86 1.30 3.68 6.83 

RPF 0.05 0.06 0.43 0.53  0.16 0.18 1.01 1.35  0.21 0.24 1.44 1.88 

EN simplified simulation 

EL demand - - - 14.29 
 

- - - 15.80  - - - 30.08 

RES - - - 9.76 
 

- - - 14.97  - - - 24.73 

Surplus - - - 2.45 
 

- - - 5.09  - - - 7.54 

Absorbed 

surplus 

- - - 1.98 
 

- - - 

3.80 

 - - - 5.78 

RPF - - - 0.46 
 

- - - 1.29  - - - 1.76 

GN simplified simulation 

EL demand 3.70 7.80 2.79 14.29 
 

4.12 8.71 2.97 15.80  7.82 16.50 5.76 30.08 

RES 2.41 3.23 4.12 9.76 
 

3.90 5.68 5.39 14.97  6.32 8.91 9.51 24.73 

Surplus 0.67 0.46 2.04 3.17 
 

1.40 1.08 3.08 5.55  2.07 1.54 5.11 8.72 

Absorbed 

surplus 

0.62 0.40 1.61 2.63 
 

0.77 0.73 1.49 2.98  1.39 1.13 3.10 5.61 

RPF 0.05 0.06 0.43 0.54 
 

0.63 0.35 1.59 2.57  0.68 0.41 2.02 3.10 

P2G simplified simulation 

EL demand 3.65 7.74 2.74 14.13 
 

4.07 8.66 2.91 15.64  7.72 16.40 5.65 29.77 

RES 2.41 3.23 4.12 9.76 
 

3.90 5.68 5.39 14.97  6.32 8.91 9.51 24.73 

Surplus 0.68 0.47 2.06 3.21 
 

1.42 1.09 3.10 5.61  2.10 1.56 5.17 8.82 

Absorbed 

surplus 0.64 0.41 1.65 2.70 
 

0.98 0.68 1.92 3.58  1.61 1.10 3.57 6.28 

RPF 0.04 0.06 0.42 0.51 
 

0.44 0.41 1.18 2.03  0.48 0.46 1.60 2.55 



Chapter 4 

 

 

100 

 

4.4.2 Value of gas network modeling 

Unlike the detailed model, the simplified model does not take into account the 

pressure or gas flows in the gas network. Nevertheless, whenever only the heating 

season is considered, the results obtained with the simplified model are almost the 

same as those of the Reference simulation (see Table 4-4, Table 4-5, Table 4-6). In 

these conditions, the production of SNG covers only  % of users’ gas demand (see 

Table 4-5) and, at any time step, the production of SNG is considerably lower than 

the users’ gas demand (see Figure 4-11). All the injected SNG is directly consumed 

by the users and this behavior is clearly simulated by both models. 

 
(a) 

 
(b) 

Figure 4-11. Gas network balance (winter day): (a) Reference simulation and (b) simplified GN 

simulation. 

The demand for gas is highly seasonal, due to the use of gas to heat buildings. 

In the scenario analyzed, the gas demand during the hot season is about 10 times 

lower than in the winter season. In summer, the SNG production could exceed 

users’ gas demand (see Figure 4-12a). When this happens, the produced SNG could 

be stored by exploiting the gas network’s volume, thanks to the linepack effect. The 

accumulation of gas increases the pressure in the network (see the red curve in 
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Figure 4-12a). When the maximum operating pressure in the network is reached, 

the SNG injection must be reduced (in the case reported in Figure 4-12a, the 

pressure reaches a level of 5 barg at 15:15 and the P2G#1 and P2G#2 methanation 

units block their SNG injection to let the network lie within its operation pressure 

range). The accumulated SNG is used in the following hours to meet the gas 

demand (see the white areas in Figure 4-12a). When this happens, the gas stored 

inside the network decreases, as does the network pressure. The gas network 

simplified model does not allow the network linepack to be taken into account: SNG 

injection is limited in order to always be lower than the network gas demand (see 

Figure 4-12b). Therefore, ignoring the intrinsic flexibility of the gas network limits 

the use of methane gas units, and, in the hot season, leads to underestimating the 

SNG production by about 30% (see Table 4-5). 

 
(a) 

 
(b) 

Figure 4-12. Gas network’s balance and pressure (summer day): (a) Reference simulation and (b) 

simplified GN simulation. 

The limitation of the methanation units also affects the functioning of the 

electrolyzers: if the methanation units are unable to consume the hydrogen 

accumulated in the buffers, once the saturation of the hydrogen buffers is reached, 

the electrolyzers have to block their production of hydrogen and, consequently, they 
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are no longer able to offer flexibility to the electricity grid. The underestimation of 

the flexibility of the gas network, induced as a result of the use of the simplified 

model, not only affects the gas network, but also the electricity network. In fact, the 

electrolyzers result to be less flexible, and to cause an overestimation of almost 

190% of the RPF generated by the HV/MV transformers during the hot season (see 

Table 4-6 and Figure 4-13).  

 
(a) 

 
(b) 

Figure 4-13. HV/MV transformers’ balance (summer day): (a) Reference simulation and (b) 

simplified GN simulation. 

4.4.3 Value of P2G modeling 

The P2G simplified model neglects the presence of the hydrogen buffer. In such 

a simulation, the electricity energy is considered to be directly converted into SNG, 

without any possibility of storing hydrogen. Hence, the SNG production starts 

earlier than in the Reference simulation. Whenever the P2G reference model is 

used, the methanation units are only turned on when the hydrogen buffers have 

reached a predetermined state of charge (see Figure 4-14). Figure 4-14 shows that 

the production of SNG in the simplified P2G simulation is less uniform than in the 

Reference simulation, as the former model does not consider the ramp up and ramp 

down constraints of the plant. Consequently, the SNG production follows the much 

faster characteristic variation of the electrolyzers. Apart from this misalignment, 
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the use of this simplification during the heating season, when there is a high gas 

demand, does not substantially change the simulation results (see Table 4-4, Table 

4-5, Table 4-6). The small differences that can be seen in Table 4-4, which are lower 

than 4%, are mainly due to the fact that the reference model takes into account the 

change in energy conversion efficiency for different working conditions, whereas 

the simplified model considers a constant average efficiency. 

 
(a) 

 
(b) 

Figure 4-14. Gas network balance (Mid-season day): (a) Reference simulation and (b) simplified 

P2G simulation. 

However, in the summer season, due to the low gas demand, the gas network 

becomes less flexible, as it can accept a smaller quantity of SNG. In this case, 

neglecting the flexibility given by the decoupling of the methanation units from the 

electrolyzers affects the results of the simulation. In fact, when the gas network 

reaches the maximum allowed pressure, the electrolyzers could continue to work 

by accumulating the hydrogen produced inside the buffer. In the case of simplified 

P2G, though, when the pressure in the gas network reaches its maximum limit at 
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12:45 (see Figure 4-15), the electrolyzers must also limit their loads (see Figure 

4-16). 

 
(a) 

 
(b) 

Figure 4-15. Gas network pressure (summer day): (a) Reference simulation and (b) simplified 

P2G simulation. 

It should be noted that, even in the Reference simulation, the electrolyzer may 

be affected by restrictions (see P2G#1 in Figure 4-16a): this may happen when the 

hydrogen buffer reaches its maximum SoC, and the hydrogen production needs to 

be reduced to prevent an overpressure being created in the buffer. Nevertheless, 

without considering the hydrogen buffer, the P2G plants have less flexibility, which 

leads to the P2G potential being underestimated during the low gas demand period 

(i.e., in the summer season), and the use of P2G plants being underestimated by 

about 10%, which is also reflected by an equal underestimation of the SNG 

injection in the gas network. Moreover, the RPF on the electricity network is 

overestimated by about 150% (see Table 4-4, Table 4-6, Table 4-5). 
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(a) 

 
(b) 

Figure 4-16. HV/MV transformers’ balance and hydrogen buffer’s SoC: (a) Reference simulation 

and (b) simplified P2G simulation. 

4.5 Conclusions 

This case study discusses the use of Power-to-Gas (P2G) technology to balance 

Renewable Energy Sources (RES) production at the distribution level. The study 

presents a methodological analysis on the impact of different simulation approaches 

for this type of multi-energy scenarios. Critical conditions for the operation of P2G 

at the distribution level can in fact easily arise: the choice of the most appropriate 

modeling approaches is necessary, in order to correctly simulate the dynamics 

between the various components of the multi-energy system (the electricity 

network, the gas network and P2G plants) and avoid overestimating or 

underestimating the potential flexibility of this solution. 

The results obtained using detailed models of the three components have been 

compared with those obtained by simulating scenarios in which different modeling 

aspects had been neglected. Three different simulations were carried out. In each 

simulation, one the following aspects were neglected: i) the topology of the 

electricity distribution network and, consequently, the local power flows that occur 

within it, ii) the topology of the gas network, the gas flows and the evolution of the 

network pressure and iii) the intermediate energy conversion processes and storage 

lying in P2G plants between electricity and Synthetic Natural Gas (SNG). 
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The main conclusions that can be drawn from these analyses can be 

summarized as follows: 

i) Electricity distribution system modeling 

Taking into account the topology of the electricity network makes it possible to 

evaluate in which area of the electricity network the over-generations of renewable 

energy occur. Hence, it allows one to choose the most appropriate resources to use, 

i.e., those closest to the electricity unbalances. The use of an electricity network 

model allows both the dispatching of flexible resources to be optimized and the best 

connection nodes for these resources to be evaluated. 

• It is essential to consider electricity distribution network power flows, if 

flexible resources are used to optimize the distribution network. Local RES 

over-generations can only be highlighted by taking into account the 

distribution network topology. It is useful to analyze these phenomena, 

because can create Revere Power Flow (RPF) on HV/MV transformers, thus 

leading to problems for the operation of the distribution system. Local over-

generations of renewables can be mitigated, thanks to distributed flexible 

resources; if these local imbalances are not detected, the potential benefit of 

using flexible distributed resources is underestimated. 

• The single node representation of the electricity system cannot detect local 

overproductions. Nevertheless, it may be employed to evaluate whether it 

would be useful to offer the flexibility resources for the operation of the 

transmission system. 

ii) Gas network modeling 

Simulating the dynamics of the gas network makes it possible to more precisely 

evaluate the flexibility offered by this infrastructure, because linepack effect 

permits that the volume of the gas network be used to store the production of SNG. 

This storage is possible as long as the pressure in the network remains within the 

allowable pressure range. Hence, by allowing the gas demand to be decoupled from 

the SNG production, the gas network acts like a gas storage device.  

• The gas network flexibility could be relatively low in low gas demand 

periods. Indeed, under certain conditions, the gas withdrawal can be lower 

than the SNG injection. When this happens, the gas network can reach 

saturation. In these cases, the SNG injections should be limited. Under these 

conditions, it is possible to evaluate the linepack potential and, consequently, 

the gas network’s flexibility, by considering the gas flows and the network 

pressure evolution. Since all the components in a multi-energy system 

scenario are closely connected, an underestimation of the gas network 

flexibility implies a lower flexibility of the connected P2G plants, which in 
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turn leads to an underestimation of their utilization and also affects the 

operation of the electricity network (measured as residual RPF). 

• The gas demand in a high gas demand scenario is normally much higher than 

for SNG injections. Such a high gas withdrawal makes the gas network 

flexibility higher, because the injected SNG may be absorbed directly by the 

user, without causing network saturation problems. In these cases, the 

linepack flexibility of the network may be neglected without affecting the 

simulation results. 

iii) P2G plant modeling  

A detailed model of a P2G plant allows all the processes that take place in a 

P2G plant to be simulated. This makes it possible to consider the decoupling 

between the methanation unit and the electrolyzer. The electrolyzer can therefore 

work even when, due to external restrictions, the methanation unit cannot operate. 

Taking these factors into account allows the flexibility of these plants to be properly 

estimated. 

• On the one hand, in low gas demand periods, when the flexibility of the gas 

network is lower, the utilization of P2G plants may be constrained, because 

no SNG injection is allowed. In these circumstances, neglecting the 

interactions between the various components of the P2G system leads to an 

underestimation of the P2G flexibility and, therefore, an underestimation of 

both the possible SNG production and the services that these resources can 

offer to the electricity system. 

• On the other hand, in high gas demand periods, the flexibility offered by the 

gas network is high enough to compensate for the underestimation of the 

P2G plant flexibility. In these conditions, the utilization of a simplified 

model that does not simulate the entire electricity-hydrogen-SNG chain in 

the P2G plant allows the energy flows within the multi-energy system, in 

which P2G plants are used to offer flexibility to the electricity network, to 

be evaluated with a good level of approximation. 
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Chapter 5  

Case-study 3 – Techno-economic 

analysis of centralized Power-to-

Heat plants in a district heating and 

electricity distribution network 

system 

Chapter 5 analyzes the centralized Power-to-Heat energy conversion process 

carried out by heat pumps connected to a district heating network. Centralized 

Power-to-Heat plants are used to provide heat to a district heating and, at the same 

time, to provide flexibility to the electricity grid. The storage of energy within the 

district heating sector, in the form of heat, enables a flexible use of centralized 

Power-to-Heat plants. This flexibility can be exploited to absorb the local over-

generation of renewable energy sources in the distribution system, which could 

cause problems in balancing electricity generation and consumption. Three 

different configurations were analyzed, based on three possible connection points 

of the centralized Power-to-Heat systems with the electricity network. The energy 

flows between the electricity and thermal sectors enabled by the centralized Power-

to-Heat technology were analyzed. The installation of centralized Power-to-Heat 

systems was also evaluated from an economic point of view by calculating the Net 

Present Value and the Simple Pay Back time of the investment cost. The results 

showed that, thanks to their high heat production efficiency, the plants are always 

advantageous, even when their flexibility is not exploited. The flexible use of these 

systems allows the centralized Power-to-Heat plants to shift their electric loads in 

periods of renewable over-generation, with significant benefits from an economic 

point of view.  
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5.1 Introduction 

5.1.1 State of the art 

The term centralized Power-to-Heat (CP2H) refers to large-scale technologies 

that convert electricity into heat. In case study 3, the Power-to-Heat energy 

conversion process is obtained by means of geothermal heat pumps. CP2H systems 

are used in district heating (DH) to increase the water temperature to a maximum 

temperature of about 100°C [158]. Their thermal power ranges between some kWth 

to more than 10 MWth. Air [160], groundwater [161], river/lake/seawater [162], 

drinking water [163] and waste heat [164] are among the sources that can be used 

to feed heat pumps in DH networks. In 2017, the analysis reported in [165] showed 

that 149 units larger than 1 MWth were connected to DH networks in Europe (for a 

total of 1580 MWhth heat produced), and that the technical level of the heat pumps 

currently available for DH installation is advanced enough to allow an even larger 

diffusion. In order to obtain high performance heat pumps, it is necessary to exploit 

heat that is available at low or close to ambient temperatures. In [164], the 

availability of eight types of heat sources was analyzed: low-temperature industrial 

excess heat, supermarkets, waste-water, drinking and usage water, groundwater, 

river, lake, and sea water. The analysis showed that potential sources exist almost 

everywhere in DH areas and that sea water, when available, represents an important 

opportunity. Various works in the literature have dealt with installing heat pumps 

in DH networks, which can also provide important economic benefits. An heat 

pump connected to a DH was analyzed in [166], considering air, seawater or 

groundwater as the evaporating sources. The economic benefit was shown to range 

from €2500 to €6 00 per house, depending on the choice of the evaporating source, 

economic lifetime and discount rate. 

Ommen et al. [167] compared the performances of five possible heat pump 

configurations in Combined Heat and Power (CHP) driven DH systems, 

considering different network temperatures, production technologies and fuels. The 

analysis clearly showed that a change in the supply temperature has a more 

significant effect on power production than the modification of the supply 

temperature, and that a configuration that increases the source temperature up to the 

supply temperature is a convenient choice. The best option for heat pumps at the 

CHP level is to increase the return temperature, which results in the lowest 

operation cost. As far as the connection of heat pumps is concerned, a study on the 

installation of heat pumps with a high temperature and a large sized DH was 

conducted in [168]. Results showed that connecting heat pumps to distribution 

networks provided a larger Coefficient of Performance (COP) than a transmission 

network, and that a large number of full-load heat pumps could be reached (3500-

4000 instead of 2500-3000).  

As discussed in [169], the classic way of controlling CP2H plants in DH 

systems is to balance the heat production and demand. In addition, it is possible to 

https://www.sciencedirect.com/topics/engineering/groundwaters
https://www.sciencedirect.com/topics/engineering/groundwaters
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exploit the flexibility of these plants to reduce production costs and/or 

environmental impacts by providing ancillary services and assistance in the 

integration of Renewable Energy Sources (RES) [169]. Most of the previous 

research analyzed the advantages of exploiting the flexibility of CP2H plants at the 

regional or national level. The available heat sources for use in CP2H systems in 

Denmark were mapped in [164]. The authors reported that the use of centralized 

heat pump systems can benefit from the use of electricity during periods of high 

RES generation. The potential of CP2H plants in the Baltic countries was analyzed 

in [170]. Results showed that the CP2H plant took advantage of the available high 

renewable production. Another study, set in the North-Eastern part of the United 

States, analyzed several solutions enabled by CP2H technologies in order to take 

advantage of the electricity surpluses that occurred at the national level [171]. The 

authors of [172] investigated how the utilization of CP2H in DH could increase the 

RES market value of Northern European Countries. The flexibility enabled by 

coupling the DH and electricity sector by means of CP2H and a combined heat and 

power system was investigated for a future Italian scenario in [173]. The impact of 

different tax designs on the flexibility enabled by CP2H systems combined with 

centralized thermal storage was studied for the Danish system in [174]. Still in the 

Danish context, the role of electricity grid tariff schemes for the flexible operation 

of CP2H plants connected to the DH was investigated in [175]. 

5.1.2 Scientific contribution  

To the best of my knowledge, no previous study has investigated the potentials 

that of CP2H systems at a local level have to balance the over-generations of RES 

at the distribution system level. In order to fill this gap, case study 3 analyzes how 

CP2H systems could be inserted into a distribution context as a flexible connection 

point between the electricity and DH sectors. CP2H systems are used for sector 

coupling for two functionalities: high efficiency heat production in a DH system 

and to provide flexibility and absorb local RES over-generation.  

A scenario based on real data from the electricity network and the district 

heating network of the city of Turin (in the north-west of Italy) was considered to 

for this study. Although the scenario is based on the energy system of this specific 

city, results and conclusions could be generalizable to other cities served by high 

temperature networks. Three distinct configurations with different connection 

points within the electricity distribution system were analyzed. This allowed our 

research group to enquire into how a different connection point of the distributed 

resources could affect the performance of the plants. Moreover, two different 

control strategies were applied: in the first one, the DH heat flows were optimized 

by maximizing the use of the heat produced by the CP2H systems; in the second 

control strategy, in addition to providing heat to the DH, the CP2H systems were 

used to provide flexibility to the electricity sector. This distributed flexible resource 

was evaluated from a technical and an economic point of view. Indeed, this study 
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analyzed the energy flows between electricity and the DH sector enabled by the 

CP2H technology, as well as the economic profitability of these plants. 

5.2 Scenario description and techno-economic 

parameters  

A multi-energy system, consisting of DH Sub-Networks (SN) and a medium 

voltage (MV) distribution Electricity network (EN), is here analyzed, in order to 

establish the benefits of coupling the electricity and district heating sectors at the 

distribution level (see Figure 5-1). The CP2H plant absorbs the EN electricity and 

injects heat into the DH. The CP2H plants preheat the return flows of the district 

heating network, thus decreasing the heat load required by the central system that 

feeds the district heating. The CP2H systems can operate flexibly, thanks to the 

presence of Thermal Energy Storages (TES) installed at the district heating sub-

network level. Moreover, the CP2H systems can store the energy taken from the 

electricity network inside the thermal storages in the form of heat, which can 

subsequently be used to satisfy the thermal demand of the DH. This scenario has 

been simulated for one year, with a time resolution of 15 minutes. 

The mathematical models used for the simulation of the DH network electricity 

network and for the CP2H systems are described in Chapter 2.  

 

Figure 5-1. Schema of the analyzed multi-energy system. 

5.2.1 District heating system 

The case study presented in this chapter is based on the Turin DH, which is 

linked to more than 5000 buildings (about 60 million m3). This makes it the largest 

DH in Italy and one of the largest in Europe. The network is supplied by two CHP 

gas plants and storage systems, located in different areas of the city. The Turin DH 

network consists of two interconnected parts: a transport network, which includes 

large diameter pipes (usually larger than 200 mm) that link the thermal plants to the 

distribution networks, and 182 distribution networks that connect the transport 
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network to a group of buildings located in the same area of the city. In this case 

study the DH distribution networks are analyzed. The water is currently supplied to 

buildings at a constant temperature of about 115°C, while the return temperature is 

between 65°C and 45°C. Sensible water Thermal Energy Storages (TES) have been 

adopted in the Turin network for peak shaving purposes, especially the morning 

peaks. In the considered application, the adoption of TES increases the thermal 

mass of the system. This provides a significant benefit, since it increases the 

potential of DH to act as a source of flexibility for the electricity network. In this 

study, three new distribution networks were analyzed, which were hypothesized to 

have the same thermal characteristics (see Figure 5-2). This methodological choice 

was made in order to evaluate the effects on the thermal sector of different CP2H 

system configurations. More specifically, it was investigated how a different 

connection point of the CP2H plant with the electricity network could modify the 

performance of the thermal sector and, at the same time, how the same flexible 

resource could be more or less advantageous for the electricity sector, depending 

on the specific connection point with the electricity distribution network. The reader 

may refer back to Chapter 2 for the description of the gas network model. 

 

Figure 5-2. Multi-energy system scenario. 

5.2.2 Electricity system  

The distribution electricity network (EN) is part of the MV system of the city 

of Turin. The network is connected to the high voltage (HV) system via three 

HV/MV transformers (TR). The EN is characterized by a high penetration of RES. 
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When the RES production exceeds the electricity demand of the network, the over-

generations cause Reverse Power Flow (RPF) in the HV/MV transformers. The 

loads and RES plants are not uniformly distributed within the electricity network 

(see Figure 5-3). Most of the RES systems are installed downstream of TR#2 and 

TR#3. About half of the electricity network users are connected to the part of the 

network powered by TR#2. TR#3 is the part of the network that is most subject to 

over-generations of renewables: 70% of RES over-generations occurs downstream 

of TR#3, 21% downstream of TR#1, and 9% downstream of TR#2. The reader may 

refer back to Chapter 2 for a detailed description of the electricity network model. 

 
Figure 5-3. Yearly heat demand, electricity (EL) demand, RES generation and 

RES over-generation (Over-gen.). 

5.2.3 Centralized Power-to-Heat systems 

The electricity and the district heating sector are connected though three CP2H 

plants. Each CP2H plant is connected downstream of one of the three EN 

transformers and connects a different DH Sub-Networks (for the sake of simplicity, 

the TRs, the CP2H systems, the SNs and the TES have been enumerated as shown 

in Figure 5-2). Each CP2H is assumed to have a nominal thermal power of 2.5 

MWth. The reader may refer back to Chapter 2 for a detailed description of the 

CP2H model. 

5.2.4 Scenario energy demand and production 

This configuration makes it possible to analyze CP2H systems in the three 

considered positions of the electricity network, which have very different local 

characteristics: medium local RES over-generation (CP2H#1), low local RES over-
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were chosen with the same characteristics to emphasize the effect that the 

connection point of the CP2H plants has on the EN (see Table 5-1). Each SN feeds 

the thermal demand of an equal volume of buildings. Consequently, the three 

subnets have an equal heat demand profile (see Figure 5-4). In this way, the three 

configurations only differ as far as the connection point with the EN is concerned. 

The choice of analyzing a scenario with three different plants, three transformers 

and three DH subnets was made to make results more generalizable: a scenario with 

multi plants and different possible configurations.  

 
(a) 

 
(b) 

 
(c) 

Figure 5-4. Duration curve of heat demand, electricity (EL) demand and RES generation. TR#1 

and DH SN#1 (a), TR#2 and DH SN#2 (b), TR#3 and DH SN#3 (c). 

Month

0

5

10

P
o
w
e
r 
[M

W
]

Heat demand EL demand RES

Month

0

5

10

P
o
w
e
r 
[M

W
]

Heat demand EL demand RES

Month

0

5

10

P
o
w
e
r 
[M

W
]

Heat demand EL demand RES



Chapter 6 

 

 

115 

 

Table 5-1. Multi-energy system parameters. 

 Unit 
TR#1 / CP2H#1 / 

SN#1 

TR#2 / CP2H#2 / 

SN#2 

TR#3 / CP2H#3 / 

SN#3 

Electricity users MWe 5.10 9.30 3.90 

PV MWe 2.90 4.50 3.30 

WT MWe 0.60 0 2.70 

CP2H installed capacity MWth 2.50 2.50 2.50 

TES volume m3 250 250 250 

Heated volume m3 250,000 250,000 250,000 

 

5.2.5 Economic analysis 

Energy costs and incentives for flexibility 

The average price of the electricity consumed by the CP2H plants was 

estimated to be 60 €/MWh. The heat generated by the plants was estimated to 

be worth 45 €/MWh. Indeed, the heat injected into the  H represents a source 

of revenues, as it brings about a reduction in the central CHP usage, thus 

reducing the associated costs. Until now, the flexibility offered at the 

distribution level has not been regulated. For this reason, a sensitivity analysis 

was performed: by varying the value of incentives from 0 to 60 €/MWh, the 

impact of these incentives on the cash flow of CP2H plants has been 

investigated. 

The energy costs and the incentives for the provided flexibility are 

summarized in Table 5-2.  

Table 5-2. Flexibility incentives and energy costs 

Parameter Unit Value 

Electricity cost €/MWh 60 

Heat cost €/MWh 45  

Incentives for flexibility €/MWh 0 – 60  

 

CP2H plant cost assumption 

The investment cost includes the heat pump purchase cost and the 

excavation/installation costs for the sink construction. Indications of the total cost 
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of various kinds of existing large scale heat pump projects are reported in [176]. An 

investment cost of 700-1100 €/kWth is indicated for the specific case of a 

groundwater heat pump. According to [177], the investment cost for a large scale 

CP2H plant will decrease by 10% in 2030 and by 16-20% in 2050, as a result of a 

scale effect. Indeed, even though the use of large heat pump plants connected to the 

DH is still not particularly widespread, the penetration of this technology is 

expected to increase, with a consequent reduction in the production cost of the 

components. In this study, we considered an investment cost of   0 €/kWth. 

Following [174], the fixed operational and maintenance (O&M) costs were 

estimated to be 2 €/kWth/year and the plant’s lifetime to be 25 years (see Table 5-3).  

Table 5-3. CP2H plant cost assumptions.  

Parameter Unit Value 

Specific investment cost €/kWth 770 [176] 

Specific fixed O&M cost €/kWth/year 2 [174] 

Lifetime years 25 [174] 

 

Simple Payback and Net Present Value 

The economic flows of P2H plants are assessed on the basis of the electricity 

consumed, the heat produced, and the flexibility provided, which are calculated as 

follows:  

 

𝐶𝑜𝑠𝑡𝑒𝑙,CP2H#𝑖 = 𝑐𝑒𝑙  ∑𝑢CP2H#𝑖(𝑘)

K

𝑘=1

∙ 𝜏 (5.1) 

𝑅𝑒𝑣heat,CP2H#𝑖 = 𝑟heat  ∑𝛷CP2H#𝑖(𝑘) ∙ 𝜏

K

𝑘=1

 (5.2) 

𝑅𝑒𝑣𝑓𝑙𝑒𝑥,CP2H#𝑖 = 𝑟𝑓𝑙𝑒𝑥  ∑ (𝑢CP2H#𝑖(𝑘) − 𝑢CP2H#𝑖
0 (𝑘)) ∙ 𝜏

K

𝑘=1

 (5.3) 

 

where:  

• 𝐶𝑜𝑠𝑡𝑒𝑙,CP2H#𝑖 [€] represents the annual expenses for the electricity 

consumption of the 𝑖-th CP2H plant;  

• 𝑐𝑒𝑙 [€/MWh] is the annual average electricity price;  

• 𝜏 [h] is the duration of the time step;  

• 𝑅𝑒𝑣heat,CP2H#𝑖 [€] indicates the annual revenues for the heat production of 

the 𝑖-th CP2H plant; 
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• 𝑟heat [€/MWh] is the specific revenue for the heat injected into the DH;  

• 𝑅𝑒𝑣𝑓𝑙𝑒𝑥,CP2H#𝑖 [€] represents the annual revenues for the flexibility provided 

by the 𝑖-th CP2H plant. It should be mentioned that this kind of revenue is 

not available in the base case as the flexibility of the CP2H plants is not 

exploited in that simulation;  

• 𝑟𝑓𝑙𝑒𝑥, [€/MWh] represents the specific incentives for the provided 

flexibility. Up until to now, the flexibility provided at the distribution level 

has not been regulated. In this work, a sensitivity analysis was carried out 

by varying the price of flexibility from 0 to 60 €/MWh.  

The annual cash flows of the 𝑖-th CP2H plant (𝐶𝐹CP2H#𝑖) were determined by 

considering four factors: the earnings from the production of heat, the earnings from 

the flexibility provided, the costs for the consumption of electricity, and the fixed 

operational expenditure (𝑂𝑃𝐸𝑋𝐶𝑃2𝐻#𝑖[€]) for the operation and maintenance of the 

plant: 

 

𝐶𝐹CP2H#𝑖 = 𝑅𝑒𝑣heat,CP2H#𝑖 + 𝑅𝑒𝑣𝑓𝑙𝑒𝑥,CP2H#𝑖 − 𝐶𝑜𝑠𝑡𝑒𝑙,CP2H#𝑖 − 𝑂𝑃𝐸𝑋CP2H#𝑖  (5.4) 

 

The CP2H plants were evaluated from an economic point of view by means of 

the calculation of the NPV and SPB.  

 

𝑁𝑃𝑉CP2H#𝑖 = −𝐶𝐴𝑃𝐸𝑋𝐶𝑃2𝐻#𝑖 + ∑ (
𝐶𝐹CP2H#𝑖
(1 − 𝐷𝑅)𝑦

)

𝐿𝑇CP2H#𝑖

𝑦=0

 (5.5) 

𝑆𝑃𝐵CP2H#𝑖 = 
𝐶𝐴𝑃𝐸𝑋CP2H#𝑖
𝐶𝐹CP2H#𝑖

 (5.6) 

 

Where:  

• 𝐿𝑇CP2H#𝑖 [years] is the lifetime of the 𝑖-th CP2H plant 

• 𝐶𝐴𝑃𝐸𝑋CP2H#𝑖 [€] is the capital expenditure for all the components of the 𝑖-

th CP2H plant (considered only at year 0); 

• 𝐷𝑅 [-] is the discount rate, which is assumed to be equal to 7%.  

5.3 Mathematical approach and solution strategy 

5.3.1 Co-simulation architecture 

In this case study the co-simulation loop involved four modules (see Table 5-4):  

• the time-synchronizer (Time-Sync); 

• the controller; 

• the DH and centralized P2H (DH & CP2H) module; 
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• the electricity network (EN) module.  

Table 5-4. Models involved in the co-simulation loop. 

Model Case study 3 

Controller X 

Time-Sync X 

Electricity network (detailed) X 

Electricity network (simplified)  

Gas network (detailed)  

Gas network (simplified)  

DH network and CP2H X 

P2G (detailed)  

P2G (simplified)  

Building and LP2H  

Electric battery  

 

The sequence of interaction of the co-simulation loop is reported in Figure 5-5. 

The figure shows that all the messages exchanged go through the Time-Sync. The 

Control module receives as input the CP2H flexibility and the electricity network 

unbalances calculated in the previous step (message 1). The output of the Control 

module contains the CP2H unit setpoints (message 2) sent to the Time-Sync 

module, which is then forwarded to the DH & CP2H module (message 3). The DH 

& CP2H module performs the simulation (of 1 time step) calculating the heat flows 

inside the DH network, as well as the electricity consumption and heat production 

of the CP2H plants and the CP2H flexibility available for the next simulation step 

(message 4). The CP2H flexibility data is stored inside the Time-Sync module and 

used in the next simulation step as input for the control module, while the electricity 

consumption of the CP2H units is sent to the electricity network (EN) module 

(message 5). The EN module performs the calculation of the time step and sends in 

output the network balance (message 6) used by the Control module to define the 

CP2H setpoint in the following time step.  

Annual simulations have been performed with a discretization of 15 minutes, 

resulting in a total of 35040 time steps. 
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Figure 5-5. Sequence of interactions among co-simulation modules. 

5.3.2 Simulation control algorithm 

In this case study, the CP2H technology is used to supply heat to the DH by 

converting electricity from the electricity distribution network into heat. In order to 

maximize the electrification of the heating sector, the CP2H system feeds as much 

heat as possible into the DH, according to the users' heating needs. During the night 

(from 0:00 to 5:00), the heat generated by the CP2H is also used to charge the 

thermal storages. The heat injected into the storages is regulated to charge the 

storages in a linear manner during the accumulation period. During the day, the 

CP2H system is turned off to allow the storage to discharge the accumulated heat 

until the thermal storage is completely empty. In such a situation, the DH heat 

demand is met entirely by the heat coming from the storages.  

To be mentioned that when CP2H is in operation (to charge the storage or to 

supply heat directly to the SN), it must be supported by high temperature heat from 

the DH transmission network, due to the limited temperature that CP2H can reach, 

in order to reach the required operating temperature.  

The baseload of the i-th CP2H at each simulation step (𝑘), 𝑢𝐿𝑃2𝐻#𝑖
0 (𝑘), is 

defined according to the flow diagram shown in Figure 5-6. 
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Figure 5-6. The i-th CP2H baseload control algorithm. Optimization of DH heat flows 6 

Where: 

• 𝛷SN#𝑖
𝑚𝑎𝑥(𝑘) [MW] is the maximum heat power that the 𝑖-th CP2H plant can 

inject into the 𝑖-th SN at step 𝑘;  

• 𝛷TES#𝑖
0 (𝑘) [MW] is the heat that the 𝑖-th CP2H must provide to the 𝑖-th TES 

to store heat during the charging period and linearly reach the maximum 

charge at the end of the accumulation period; 

• 𝑃𝑛CP2H#𝑖 [MW] is the nominal heat power of the 𝑖-th CP2H plant;  

• 𝑆𝑜𝐶TES#𝑖(𝑘) [-] is the State of Charge (SoC) of the 𝑖-th TES at step 𝑘; 

• 𝐶𝑂𝑃CP2H#𝑖(𝑘) [-] is the COP of the 𝑖-th CP2H at step 𝑘. 

Downward flexibility is defined as the maximum allowable downward 

deviation from the baseload. Since we consider a time interval of 15 minutes, the 

electricity consumption of the CP2H systems can always be brought to 0. Upward 

flexibility is defined as the difference between the baseload and the electrical load 

of the plant when it works to deliver the maximum amount of heat storable in the 

DH sector.  

The mathematical details on calculating upward and downward flexibility are 

reported in Chapter 2. 

In this case study, two different types of control are analyzed, which are 

referred to as base case and optimized case. 

Base case: without CP2H flexibility exploitation 

In the Base case, although the two energy sectors are connected, the synergies 

enabled by the energy conversion technologies are not exploited. CP2H systems 

 
6 The control algorithm for the baseload of the CP2H system is part of the CP2H model described 

in Chapter 2. For reasons of clarity this figure has been reported also in this section. 

 

 n 

 n 

Start

 ime > 5 00

 n 

 C 2 # 
0 ( )  = 0

  S

N 

  S

N 
     S# ( ) > 0



Chapter 6 

 

 

121 

 

only operate to satisfy the needs of the thermal sector. At each time step 𝑘, the load 

of the 𝑖-th CP2H, namely 𝑢𝐶𝑃2𝐻#𝑖 [MW], is always set equal to its baseload 𝑢𝐶𝑃2𝐻#𝑖
0  

[MW], defined as stated in the control logic illustrated in Figure 5-6.  

 

𝑢CP2H#𝑖(𝑘) = 𝑢CP2H#𝑖
0 (𝑘) (5.7) 

 

Optimized case: with CP2H flexibility exploitation 

In the optimized case, the flexibility of the CP2H systems is exploited to control 

their electricity consumption and optimize the energy flows of the electricity sector. 

The electrical load of the CP2H plants is shifted as much as possible to match the 

RES over-generations, and thus reduce the RPF in the network transformers. Figure 

5-7 summarizes the logic adopted to control the CP2H plants at the generic time 

step 𝑘. In the absence of RES over-generation downstream of the 𝑖-th transformer, 

the electrical load of the 𝑖-th CP2H is kept equal to the baseload. If a transformer in 

the electricity grid is subject to an RPF, the flexibility of the CP2H plants is 

exploited to absorb as much of the local RES over-generation as possible. In this 

condition, the CP2H transforms the RES over-generation in heat that is then used 

to charge the thermal storages of the district heating.  

 

Figure 5-7. Flexibility exploitation control algorithm of the i-th CP2H unit for RPF absorption. 

Where: 

• 𝑅𝑃𝐹TR#𝑖(𝑘) [MW] is the RPF on the 𝑖-th TR at step 𝑘;  

• 𝜋CP2H#𝑖
− (𝑘) [MW] is the downward flexibility of the 𝑖-th CP2H at step 𝑘 (see 

Chapter 2); 

• 𝜋CP2H#𝑖
+ (𝑘) [MW] is the upward flexibility of the 𝑖-th CP2H at step 𝑘 (see 

Chapter 2). 
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5.4 Results and discussion  

5.4.1 Energy flows between the electricity and district heating 

energy sectors  

In the Base case, CP2H plants have been controlled to optimize the energy 

flows in the thermal sector. The energy flows in the electricity sector and the 

thermal sector of a characteristic day with a high heat demand are shown in Figure 

5-8 (details pertaining to mid-February). Since the three DH subnetworks of the 

scenario have the same characteristics, the heat demand profile is the same for all 

three subnetworks. The CP2H units are used from 0:00 to 5:00 to charge the thermal 

storage (light green area). Because of the limited temperature that can be reached 

(90°C), the CP2H plants alone are not able to charge the thermal storage, whose 

accumulation temperature is 118°C. The storage charge is therefore supported by 

the heat coming from the transmission DH network (called Central Heat: CH in the 

figures - light gray area). The storage is loaded linearly at night until it reaches the 

maximum charge at 5:00. In the following hours, the accumulated heat is used to 

cover the peak of the morning heat demand (orange area). The heat accumulated in 

the storage, being at a high temperature, is able to satisfy the thermal demand of the 

network, without needing to take additional heat from the DH transmission 

network. Once the storage is empty (SoC = 0), the CP2H plants are again put into 

operation to supply as much heat as possible to the DH network. The CP2H plants 

are used to preheat the return flows of the thermal utilities of the network, thus 

reducing the heat load required by the central heat power plant. The central plant 

supplies heat to the return flows, preheated by the CP2H plants, up to the operating 

working temperature of the DH. The heat from the central system is highlighted in 

dark gray in the figures. 

Figure 5-8b shows the electricity flows that occur downstream of the electricity 

network’s transformers. The dashed line shows the RES production within the 

network; it can be seen that TR#3 is the transformer that is affected the most by 

over-generation. The flexibility of the CP2H plants is not exploited to absorb RES 

generation in the Base case. The load of the CP2H systems is distributed during the 

day to satisfy the needs of the thermal sector (red area).  

Figure 5-9 shows the heat and electricity energy flows for the same day in the 

optimized case in which the flexibility of the CP2H plants is exploited. In the 

middle of the day (12-15 for SN#1 and SN2, 10-15 for SN#3), the CP2H systems 

are used to store heat inside the thermal storages (see Figure 5-9a). The daytime 

charge of the thermal storage is regulated on the basis of RES over-generations.  
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(a) 

 
(b) 

Figure 5-8. Energy flows in each DH subnetwork (a) and in each transformer (b). Base case. 

Details of a day with a high DH heat demand (February). 

 
(a) 

 
(b) 

 

Figure 5-9. Energy flows in each DH subnetwork (a) and in each transformer (b). Optimized case. 

Details of a day with a high DH heat demand (February). 
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Figure 5-9b shows the electric power flows that occur in the three electrical 

network transformers. In the optimized case, the electrical load of the CP2H plants 

is controlled to follow the RES over-generation and mitigate the RPF that adversely 

affects the network TRs. The overproduction in TR#1 and TR#2 is completely 

absorbed, while the over-generation in TR#3 is not completely absorbed, thus 

leaving a residual RPF. CP2H#3 cannot absorb all the over-generation of RES, as 

it has already reached its nominal capacity load. In the period immediately 

following the over-generation of RES, the thermal demand of the users is 

completely covered by the storage heat; see, for example, the orange area for SN#3 

from 15:00 to 18:00. From the electrical network point of view, the loads of the 

CP2H units are shifted to match the local RES production of the network. For 

example, the electricity consumption of CP2H#3, which would have been from 

15:00 to 18:00 (see Figure 5-8b), is anticipated and redistributed in a controlled 

manner during the RES peak (see Figure 5-9b). 

Figure 5-10 and Figure 5-11 show the energy flows for a characteristic day with 

a low heat demand (end of September) for the base case and the optimized case, 

respectively. The heat demand is much lower than that in the winter period (see 

Figure 5-10a). Nonetheless, the morning peak demand remains almost constant. In 

this period of the day, the water inside the network, which is at a low temperature 

due to the limited energy flows at night, must be brought back to the operating 

temperature of the network, with a consequent significant heat demand. The 

morning peak is covered again using the heat accumulated during the night. In the 

Base case, the CP2H load is more concentrated at night for the storage charge, and 

during the evening, when user’s heat demand is higher. The electricity consumption 

profile of the CP2H plants is therefore out of phase with the RES generation, whose 

peak production occurs in the central hours of the day (see Figure 5-10b). The 

flexible use of CP2H plants makes it possible to shift part of the electricity 

consumption to the RES over-generation hours (see Figure 5-11b). The energy 

over-generation that afflicts TR#1 and TR#2 is completely absorbed on the 

considered day, while only a part of the over-generation in TR#3 is absorbed. The 

absorption of the RES over-generation on TR#3 is blocked at 13:00, as the thermal 

storage has reached its maximum state of charge and is no longer able to accumulate 

energy. The reader may note that the heat accumulated in TES#1 and TES#3 is not 

completely released to the DH during the day (the SoC of the two storage units is 

greater than 0 at the end of the day, see Figure 5-11a). The heat that remains 

accumulated in the storage at the end of the day is used the following day. Even for 

the day before the one represented in Figure 5-11, TES#1 and TES#3 are not 

completely discharged at the end of the day. In fact, as can be seen in Figure 5-11a, 

the SoC of the two storages at 0:00 is greater than 0. The heat accumulated in the 

previous day is used to decrease the energy consumption used for night storage 

charging; the night energy consumption (thermal and electrical) in Figure 5-10 

should be compared with that in Figure 5-11. 
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(a) 

 
(b) 

Figure 5-10. Energy flows in each DH subnetwork (a) and in each transformer (b). Base case. 

Details of a day with a low DH heat demand (September). 

 
(a) 

 
(b) 

Figure 5-11. Energy flows in each DH subnetwork (a) and in each transformer (b). Optimized 

case. Details of a day with a low DH heat demand (September). 
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Table 5-5 reports the annual energy flows of the three DH subnetworks 

considered in the base case for the optimized case. The table shows:  

• the total heat demand of each thermal SN;  

• the heat supplied to the users produced directly by the central heat system;  

• the heat of the CP2H used directly to provide heat to the users;  

• the heat that the central system and the CP2Hs accumulate in the TES; 

• the total heat that is absorbed and then released by the TES plants. 

As mentioned above, the three thermal subnetworks in the Base case behave in 

the same way, as they have the same characteristics. A total of 33% of the heat 

supplied to users is supplied directly by the CH plant, 29% is supplied directly by 

the HPs, and the remaining 38% comes from thermal storage. In turn, 53% of the 

heat accumulated in the thermal storage comes from the DH central heating system 

and the remaining 47% from the CP2Hs.  

Table 5-5. Annual energy flows of the district heating network.  

 Unit SN#1  SN#2  SN#3 

  Base Case Opt. Case  Base Case Opt. Case  Base Case Opt. Case 

Heat demand GWhth 14.77 14.77  14.77 14.77  14.77 14.77 

CH to user GWhth 4.83 3.96  4.83 4.30  4.83 3.88 

CP2H to user GWhth 4.31 3.53  4.31 3.84  4.31 3.46 

CH to TES GWhth 2.97 3.84  2.97 3.50  2.97 3.93 

CP2H to TES GWhth 2.65 3.43  2.65 3.13  2.65 3.50 

TES heat GWhth 5.62 7.27   5.62 6.63   5.62 7.43 

 

The possibility of decoupling the heat demand from the production enabled by 

thermal storage is exploited in the optimized case. The heat accumulated in the 

storage, which is produced by the centralized heat plant and the CP2H plants, 

increases. Conversely the heat that is supplied directly to the users (i.e., without 

first passing through the storage), which comes from the thermal power plant and 

the CP2H system decreases. It is important to point out that the total heat coming 

from the thermal power plant (CH to users + CH to TES) and the total heat produced 

by CP2H (CP2H to users + CP2H to TES) remain unchanged, compared to the Base 

case. The flexible use of the CP2H system, in fact, does not change the amount of 

energy required. Instead, it brings about a production time-shift, which is made 

possible by the passage of energy through the storage systems. The greater the 

exploitation of the flexibility of the CP2H systems, the greater the use of the storage 

systems. In the analyzed scenario, SN#3 is the one that is most exploited to offer 

flexibility. As a result of the flexible use of storage, the thermal energy that is 

accumulated annually in TES#3 increases by 32%, compared to the Base case. As 
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for TES#1 and TES#2, even though their energy flexibility is exploited to a lesser 

extent, they show an increase of accumulated energy of 29% and 19%, respectively.  

Thanks to the exploitation of flexibility, the CP2H load is shifted to the RES 

production hours. Table 5-6 shows that the quantity of RES consumed by the 

network increases and the imported energy (i.e., withdrawn from the HV system) 

decreases. The greater the surplus is, the more the electricity load can be shifted 

and, in turn, the lower the electricity withdrawn from the transmission system. 

Thanks to the flexible use of CP2H plants, it is possible to absorb 1.37 GWh of RES 

over-generation (about 40% of the total over-production of the entire grid). The 

amount of energy taken from the HV system decreases by the same amount, as the 

over-generation RES decreases. In fact, the total load of the CP2H plants is not 

modified, and is only shifted from the periods of low RES production to the periods 

of high RES production. 

The part of the network downstream of TR#3 is the one with the greatest over-

generation of RES (see Table 5-6). Consequently, the amount of over-generation 

that has been absorbed by CP2H in this part of the network is also the greatest: 0.67 

GWhe, calculated as the over-generations in the base case minus the over-

generations in the optimized case. The over-generations absorbed by TR#1 and 

TR#2 are instead 0.48 GWhe and 0.22 GWhe respectively. Despite the fact that a 

greater over-generation of RES in absolute terms is mirrored/accompanied by a 

greater amount of over-generation absorbable by flexible units, the effect is the 

opposite in percentage terms: thanks to CP2H units, it is possible to absorb 65% of 

the over-generations that affect TR#1, 73% of those that affect TR#2 and only 26% 

of those that affect TR#3. In fact, the flexibility of CP2H is limited by two 

constraints: the CP2H nominal load and the state of charge of the storage system. 

The greater the required flexibility is, the more frequent are the periods during 

which the unit works at nominal load, thereby limiting the ability to absorb more 

over-generations of RES. Moreover, when a greater flexibility and greater amount 

of energy to inject into the storage are required, there is an increase in the periods 

during which the CP2H plant cannot provide flexibility, as the storage has reached 

the maximum state of charge. 

Table 5-6. Annual energy flows of the electricity network. 

 Unit TR#1  TR#2  TR#3 

  Base Case Opt. Case  Base Case Opt. Case  Base Case Opt. Case 

El. demand GWhe 7.72 7.72  16.40 16.40  5.65 5.65 

CP2H load GWhe 2.00 2.00  2.00 2.00  2.00 2.00 

El. withdrawn GWhe 5.72 5.24  12.02 11.80  3.05 2.38 

RES 

consumption 
GWhe 4.00 4.48 

 
6.38 6.60  4.60 5.27 

RES over-gen. GWhe 0.74 0.26  0.30 0.08  2.53 1.86 
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5.4.2 Economic results  

The CP2H plants were evaluated from an economic point of view through a 

sensitivity analysis that considered incentives for flexibility as a variation 

parameter. The sensitivity analysis was performed without changing the design 

parameters of the scenario. In addition, the control of the CP2H devices optimizes 

the energy flows of the system. For these reasons, variations in incentives do not 

change the energy flows of the scenario. Table 5-7 shows the electricity 

consumption, production and annual flexibility provided by the three CP2H plants 

for both the base and optimized cases. The total production of heat and the total 

electrical consumption of the three units is the same. Since all three DH 

subnetworks have the same characteristics, the quantity of heat that their CP2Hs 

can provide and, consequently, their electricity consumptions are the same. 

 The optimized use of the flexible units allows the load of the units to be shifted 

over time and enables flexibility of the plants, without altering their annual energy 

production or consumption. The plant located downstream of TR#3 is the one that 

provides the greatest amount of flexibility. The other two plants are located in less 

advantageous positions, and hence they are less frequently used to offer flexibility. 

The exploitation of flexibility affects the economic flows of the plants: the greater 

the flexibility provided by the plant is, the greater are the revenues for the related 

incentives. 

In the hypothesis of 0 incentives (value of incentives = 0 €/MWh), the economic 

revenues are exclusively derived from the production of heat (equal for all the 

plants). Under this hypothesis, all three plants are subjected to the same economic 

flows, which correspond to the economic flows of the base case, in which flexibility 

is not exploited. The NPV of all the plants is €6 0,000 with an SPB of 10.2 years 

(see Figure 5-12a and Figure 5-12b). 

The economic benefits derived from the flexible use of the CP2H facilities can 

be appreciated when flexibility incentives have values higher than 0. The greater 

the incentives are, the greater is the economic profitability of these plants (i.e., their 

NPVs) when their flexibility is exploited. On the other hand, the variation of the 

incentive parameter in the base case does not change the economic flows, since the 

provided flexibility is always zero (see Figure 5-12a).  

As mentioned above, the sensitivity analysis to the variation of the incentives 

for flexibility was performed keeping the other parameters constant. Combining 

equations 5.3, 5.4 and 5.5, the positive linear relationship between incentive values 

and NPV can be fully appreciated. Instead, an inverse linear relationship can be 

found between incentive values and SPB by combining the equations 5.3, 5.4 and 

5.6. That is, as the incentives increase, the NPV increases linearly while the SPB 

decreases linearly. 

From an economic point of view, the best results are those pertaining to 

CP2H#3. In the most optimistic hypothesis on the value of incentives (60 €/MWh), 

the exploitation of flexibility allows the NPV of CP2H#3 to increase by 82% and 
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the SPB to decrease by 18%. The exploitation of flexibility also allows the other 

two plants to improve their economic flows, even though to a lesser extent. In the 

most favorable incentive conditions, compared to the base case, the NPV of plants 

1 and 2 increases by 59% and 30% respectively, and the SPB decreases by 13% and 

7%. 

It should be pointed out that the installation of a CP2H system is always 

convenient, even when flexibility is not exploited. The gains that can be derived 

from the production of heat compensate for electricity and investment costs. 

Nevertheless, economic profitability increases significantly if the flexibility of the 

plants is exploited. In this case, the placement of the CP2H plant within the 

electricity network plays a significant role. In order to maximize the economic 

revenues, the CP2H plant should be located close to the local RES over-generations. 

In fact, the greater the over-generations that the plant can absorb are, the greater the 

flexibility that the plant can provide, with a consequent increase in the revenues for 

the related incentives. In the analyzed scenario, the NPV of CP2H#3, the one that 

is better located (i.e., closer to the local RES over-generations), is as much as 40% 

higher than the NPV of CP2H#2. 

 

Table 5-7. Annual energy flows of CP2H.  

 Unit TR#1  TR#2  TR#3 

  Base Case Opt. Case  Base Case Opt. Case  Base Case Opt. Case 

CP2H load GWhe 2.00 2.00  2.00 2.00  2.00 2.00 

CP2H flexibility GWhe 0.00 0.48  0.00 0.22  0.00 0.70 

CP2H heat GWhth 6.96 6.96  6.96 6.96  6.96 6.96 
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(b) 

Figure 5-12. Net Present Value (a) and Simple Pay Back (b) of the three CP2H plants for the base 

case and for the optimized case. 

5.5 Conclusions 

This case study investigated the concept of using district heating (DH) 

connected centralized Power-to-Heat (CP2H) systems to provide heat to the DH 

sector and to provide flexibility to the electrical sector. A case study, based on data 

from the DH and electricity network of the city of Turin, was analyzed. In the 

considered scenario, three CP2H plants were connected to the distribution network 

in three different points. The energy flows between the electricity and DH sectors, 

made possible by the CP2H energy conversion technology, were analyzed. The 

CP2H flexibility was exploited to absorb the Renewable Energy Sources (RES) 

over-generations. The main conclusions can be summarized as follows: 

• The CP2H energy conversion technology makes it possible to connect the 

electricity and heating sectors. This allows new synergies between the two 

energy sectors to emerge and increases the flexibility of the multi-energy 

system. Three benefits arise from using CP2H systems: a) the use of heat 

pump plants represents an efficient solution for the production of heat, b) 

these plants can be powered directly by renewable sources, thus allowing 

the production of heat with a low environmental impact, and c) the CP2H 

energy conversion technology makes it possible to transfer the flexibility of 

the district heating sector to the electricity sector. 

• In the analyzed scenario, the heat produced by the CP2H plants could cover 

about 50% of the DH heat demand. However, the heat demand cannot be 

completely satisfied by CP2H systems, due to the limited output 

temperature this technology reaches (a heat pump capable of reaching 90°C 
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was considered in this study). However, the current Turin district heating 

network works at a temperature of about 115°C. For this reason, the heat 

generated by heat pumps should always be integrated by heat generated at 

high temperatures to reach the working temperature of the network. 

• The flexibility enabled by CP2H plants was used to absorb the over-

generation of Renewable Energy Sources (RES) that occurred at the 

distribution level, which could cause Reverse Power Flow (RPF) problems 

in HV/MV transformers. The CP2H plants allowed the RES over-

generations to be reduced by 40% over the whole year. 

• Thanks to the high efficiency of heat production, CP2H systems proved to 

be advantageous from an economic point of view. Even in the most 

disadvantageous analyzed case, i.e., without any economic incentive for 

providing flexibility, the investment cost of building a CP2H plant was 

found to be economically positive, with a Simple Payback (SPB) of 

approximately 10.2 years.  

• The exploitation of CP2H flexibility allows the economic profitability of the 

plant to be increased. In the most favorable analyzed case (i.e., the one that 

assumed higher incentives for the offered flexibility), the use of flexibility 

made it possible to increase the Net Present Value (NPV) of the plant by 

about 82% and to reduce the SPB by about 20%. 

• Although all the analyzed CP2H units were connected to the same electricity 

distribution network, the location of the flexibility units had considerable 

impact on the CP2H plants’ performance. In order to maximi e the 

economic profitability of the plant, it would be necessary to place the CP2H 

plant downstream of the transformer that is affected the most by RES over-

generation. In the analyzed scenario, the optimal positioning of CP2H 

within the electricity network yielded a 40% increase in profitability. 
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Chapter 6  

Case-study 4 – Techno-economic 

analysis of localized Power-to-Heat 

plants in an energy community  

Chapter 6 analyzes the flexibility enabled by the localized Power-to-Heat 

energy conversion technology applied in an Energy Community context. The mass 

and thermal inertia of buildings is exploited to flexibly modulate the use of localized 

Power-to-Heat technologies. This allows the flexibility of the thermal sector to be 

used within the electricity sector, according to the Virtual Energy Storage principle. 

The flexibility enabled by Virtual Energy Storage was used to optimize the self-

consumption of an Energy Community. This solution was evaluated from a 

technical and an economic point of view, and then compared with the more 

traditional solution of electrical storage systems. Finally, a sensitivity analysis was 

performed. The analysis analyzed the variations of the Renewable Energy Sources 

penetration, in order to evaluate the impact of the flexibility of the two flexible 

solutions in different Renewable Energy Sources penetration scenarios. Results 

showed that the exploitation of Virtual Energy Storage flexibility allows the self-

consumption of an Energy Community to be increased significantly, thus also 

leading to a benefit from an economic point of view. The electric battery solution 

enables a higher level of flexibility. However, as a result of the high investment 

cost, this solution does not result to be economically profitable. It has also been 

found that the higher the Renewable Energy Sources penetration is, the greater are 

the energy and economic benefits that a flexible asset may have on an Energy 

Community. 

6.1 Introduction 

6.1.1 State of the art 

The Renewable Energy Directive n.2001/2018 (RED II) [178] and Internal 

Electricity Market Directive n.944/2019 [179], of the European Community 

introduced the entity of the Energy Community (EC) to incentivize the consumption 

of different types of renewable energy. Energy Communities are groups of 

Renewable Energy Sources (RES) self-consumers that act collectively to produce, 
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share and directly consume clean electricity. The members of an EC may be private 

users, small and medium-sized enterprises or local authorities. All the EC members 

must have electricity supply contracts and must be connected to the same low 

voltage network. An EC must be equipped with one or more renewable production 

plants, the most common types being photovoltaic, wind and biomass plants. 

Members must use the existing electricity grid to exchange the self-produced 

electricity [180]. The installation and use of renewable sources is promoted through 

incentives for the production of energy and for its self-consumption. The goal of 

such communities is to promote sustainable and resilient territories by favoring the 

penetration of RES at local level. 

In this context, flexible distributed resources can be used to increase the self-

consumption of local renewable energy sources. This chapter analyzes how the 

localized Power-to-Heat (LP2H) technology can be used to provide flexibility and 

improve EC energy flows. Indeed, stand-alone electric heating devices (i.e., LP2H 

systems), such as heat pumps, allow exploiting the inherent flexibility of building 

heating [56]. Thanks to the thermal inertia of the building mass, the electrical load 

of LP2H systems can be changed with a certain degree of flexibility. Indeed, the 

temperature of the building can be changed within a predetermined range without 

affecting the internal thermal comfort. In this way, the load of the LP2H devices 

could be controlled to follow the RES production. As described in Section 6.5.1, 

from the electricity sector point of view, this flexible load could be equated with 

pure electrical storage, according to the principle known as Virtual Energy Storage 

(VES) [181].  

The energy flexibility of buildings, via LP2H devices, has gained momentum 

in recent years. In [182], the authors developed a VES model based on a building 

space equivalent thermal model and used it to calculate the optimal schedule for 

VES operation. A building based VES model was presented in [183]; the VES was 

coupled with an economic dispatching model of a hybrid microgrid, in order to 

effectively reduce daily operating costs. In [184], the authors analyzed the thermal 

storage capacity that is intrinsically present in a building mass by considering an 

apartment-block building and a single family house. Their results demonstrated that 

low energy buildings are particularly suitable for providing flexibility, as such 

buildings have a large heat capacity. The authors of [185] investigated the 

performance of an LP2H device and PV panels under different electricity pricing 

strategies. A smart controller activated the flexible LP2H as a function of the day 

ahead electricity price so as to reduce overloading of the electricity network and, at 

the same time, to reduce the LP2H operation cost. In [186], the authors investigated 

how the flexibility enabled by LP2H, which is used for air conditioning in 

Singapore, could be exploited to provide ancillary services for the electricity sector. 

In [187], the flexibility of these systems was analyzed by defining a flexibility 

parameter composed of the different characteristics of the thermo-physical 

properties and LP2H systems of a building. In [188], the authors studied, through a 
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sensitivity analysis, how the building envelope, the weather conditions and users’ 

behavior affected VES flexibility.  

For the sake of completeness, it should also be mentioned that numerous 

articles (e.g. in [189], [190], [191]) dealt with the flexibility of LP2H coupled with 

dedicated thermal storage systems. This solution allows the flexibility of LP2H 

systems to be exploited, with less effect on the internal thermal comfort. 

Nevertheless, the strength of the VES approach is that it is not necessary to install 

new components to activate this flexibility, except for the monitoring and control 

system devices (see also [184]). VES flexibility is in fact enabled only by the 

building heating system and by the thermal mass of the building. In light of that, 

only the use of the thermal mass of buildings for heat storage is considered in this 

case study. The use of additional thermal storage systems is beyond the scope of 

this work.  

6.1.2 Scientific contribution 

The energy system analyzed in this work is a Multi-Energy System (MES) that 

encompasses the electricity sector and the heat demand sector of buildings 

connected through LP2H technologies. This allows the building thermal mass to be 

used as VES units, thereby enabling the internal flexibility of the building’s heating 

sector. VES enabled flexibility has been compared with the flexibility offered by a 

centralized Electric Battery (EB). The flexibility of these two technologies is here 

analyzed in the context of energy communities. The flexible use of both 

technologies makes it possible to modulate the consumption of electricity at the 

local level and improve the match between the generation and consumption of 

energy. This in turn leads to an increase in the self-consumption of renewable 

energy produced by the energy community and, consequently, an increase in 

earnings for dedicated incentives. The energy flows of the energy community were 

assessed on an annual basis. VES and EB solutions were compared, from an energy 

point of view, by calculating the self-sufficiency and self-consumption of the EC, 

and from an economic point of view, by calculating the cash flows of the energy 

community on an annual basis and the Net Present Value (NPV). 

6.2 Scenario description and techno-economic 

parameters 

The EC was analyzed from an MES point of view. The MES encompassed the 

electricity sector and the heating sector. Three different EC configurations were 

considered:  

• The Base case (BC), where the electricity and heating sectors were 

connected through LP2H distributed systems. In this scenario, the LP2H 
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systems were not flexibly controlled to offer flexibility. Hence, the LP2H 

systems of this case-study constituted a non-flexible load. See Figure 6-1a. 

• The VES case. From the point of view of the technologies installed within 

the EC, the VES case was the same as the Base case. However, the LP2H 

systems are here controlled to enable VES flexibility that was used to 

optimize the energy flows of the EC. See Figure 6-1b. 

• The EB case, where a centralized electrical storage system was connected 

to the photovoltaic plant. The electrical battery allowed the energy produced 

by the PV plant to be absorbed and released flexibly, according to the EC 

needs. As in the Base case, VES flexibility was not exploited in this case, 

and the electricity consumption of the LP2H systems constituted a non-

flexible load (See Figure 6-1c). 

 
(a) 

 
(b) 

 
(c) 

Figure 6-1. Schema of the analyzed multi-energy systems: Base case (a), VES case (b) and EB 

case (c). The flexibility assets have been highlighted in yellow. 
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Compared to the Base and the VES cases, the EB case required an additional 

investment cost due to the installation and maintenance of the electric battery. 

The three cases were simulated separately for a whole year with a temporal 

discretization of 15 minutes. 

6.2.1 Type of buildings and localized Power-to-Heat systems 

As described in Chapter 2, the VES model was created on the basis of real data 

from buildings in of St. Julien-Mont-Denis, a municipality located at about 600 m 

above sea level in the Western Alps, near the border between Italy and France. In 

order to estimate the heat demand of the buildings and photovoltaic production, the 

climatic and solar radiation data used for the simulation of the scenario were also 

taken from the same site as the pilot plant. It was assumed that the EC consisted of 

50 single-family terraced villas. All the buildings were assumed to have identical 

characteristics. Each unit had an area of 100 square meters. It was assumed that the 

dwellings were all new generation energy class A dwellings, according to the 

European Directive 2010/31/EU classification [192]. Hence, their annual 

consumption was estimated to be between 15 and 30 kWh/m2 per year. All the EC 

users were considered to be equipped with ground source heat pump heating 

systems (i.e., LP2H systems). Each LP2H device had a nominal electric power of 3 

kW. Thanks to the thermal insulation of the buildings and the not too high outside 

temperature, the buildings did not require cooling, not even in the summer months. 

In fact, the outside temperature can drop below 15°C, even in the summer months, 

due to the Alpine climate (see Figure 6-2). It was assumed that LP2H systems would 

be used only for heating purposes. 

 

Figure 6-2. Annual profile of the external temperature [193]. 
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described in Chapter 2. The electricity consumption of the LP2H devices is reported 

in Figure 6-3. The electricity consumption of the users, excluding the electricity 

consumption of the LP2H devices, was estimated through a characteristic profile of 

electricity consumption for residential users (e.g., the electric load represented the 

electrical consumption of household appliances, lighting, etc.; see Figure 6-4.). 

Henceforth, we will refer to this electrical consumption with the term “passive 

load”: unlike the electrical consumption of the LP2H devices, the passive load is 

here considered as a non-flexible electrical load. The energy community is 

hypothesized to have a photovoltaic plant.  

In order to highlight the impact of flexibility on the EC under different 

conditions of renewable energy penetration, a sensitivity analysis was performed 

on the variation of the installed capacity of the PV system. 60 kW was the estimated 

maximum capacity of the PV system. A larger PV plant was considered, because, 

given its high cost, a system of this size would be unrealistic for the analyzed EC. 

A nominal capacity of 40 kW has been chosen as a starting value for the sensitivity 

analysis. The annual production profile of the plant is shown in Figure 6-5. The 

results of a sensitivity analysis, performed on the variation of the installed 

photovoltaic power in order to consider different levels of RES penetration, are 

presented in Sections 6.5.3 and 6.5.4. 

In the scenario with the electric battery, it is assumed that the energy 

community is equipped with a centralized lithium-ion electrical storage system 

directly connected to the PV plant. The energy flows of the EC are influenced not 

only by the capacity of the PV plant, but also by the storage capacity. However, the 

VES storage capacity is constrained by the number of buildings in the energy 

community. The storage capacity of the electric battery, instead, can be modified 

without these kinds of restrictions. However, in order to compare the flexibility of 

the two flexible solutions under equal conditions, the electric battery capacity has 

been chosen in order to be as close as possible to the VES storage capacity (see 

Section 6.5.2). According to this approach, the electric battery capacity is assumed 

to have a storage capacity of 115 kWh. For the sake of completeness, in Section 

6.5.4, a sensitivity analysis on the variation of the capacity of the electric battery is 

also reported. 

The scenario’s parameters are summari ed in Table 6-1. Figure 6-6 reports the 

load duration curve of PV generation, LP2H electricity consumption and passive 

load.  

Table 6-1. Scenario parameters.  

Parameter Unit Value 

Number of residential users - 50 

PV installed power kW 40 

EB capacity kWh 115 
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Figure 6-3. Annual profile of LP2H devices’ electricity consumption. 

 

Figure 6-4. Annual profile of the passive electricity load. 

 

Figure 6-5. Annual profile of the PV production [193].  

 

Figure 6-6. Load duration curve of PV generation, LP2H electricity consumption and passive 

load. 
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6.3 Economic analysis 

6.3.1 Flexible assets cost assumptions 

As previously concluded in different studies [184],[185],[188],[194], one of the 

main advantages of exploiting the flexibility that is derived from the thermal mass 

of a building is that this flexible solution is enabled by components, namely, the 

thermal mass of the buildings and the heating system device, both of which were 

already available for each building and hence required no additional expenditure. 

In order to control the LP2H devices in a flexible manner, it is necessary to have a 

suitable control of the heating system, which needs to be equipped with smart 

meters and dedicated software to manage the heating of a building. However, as 

also concluded in [184] and [194], in new residential buildings (such as those 

analy ed in this case study), the heating system is connected to a building’s 

management system. In this case is therefore sufficient to reprogram the 

management software to flexibly control the LP2H systems, with no need to invest 

in new components. 

In [195], the authors collected several reports on the evolution of the cost of 

lithium-ion stationary batteries ([196],[197],[198],[199],[200]). They concluded 

that the investment cost for lithium-ion batteries is still very uncertain. Considering 

the studies analyzed in that report, the total investment cost of lithium-ion battery 

storage plants7, was estimated to cover a wide possible cost range, between 850 and 

100 €/kWh. For this study, we decided to consider an optimistic value of 300 

€/kWh. According to [120], [201], the EB O&M is assumed to be equal to 1% of 

capital expenditure (CAPE ) each year and the EB’s lifetime is 10 years [202]. The 

cost to replace the battery after 10 years is estimated to be 200 €/kWh. The EB cost 

assumptions are summarized in Table 6-2. 

Table 6-2. The main economic parameters of the electric battery plant.  

Parameter Unit Value 

Inv. cost for EB €/kWh 300 

O&M EB % Inv. cost /year 1 

EB replacement time years 10 

EB replacement cost €/kWh 200 

 

 
7 The investment includes the battery pack, the balance of system, power conversion system, the 

energy management system and the construction. 
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6.3.2 Energy Community costs and incentives 

According to the Italian law 8/2020 [203],[204], the electricity fed into the grid 

by the energy community is remunerated by 50 €/MWh. The Italian legislation 

introduced incentives to encourage the self-consumption of energy. An EC receives 

€ 110 for each self-consumed MWh as an incentive for the self-consumption, plus 

an additional incentive of €   for each self-consumed MWh to compensate the 

users’ charge for the electricity transport and distribution (since, in the case of self-

consumed energy, the costs that the network operator must incur for the transport 

and distribution of energy are reduced). The expenditure for the energy withdrawn 

from the network is calculated considering a mean cost of 220 €/MWh [180], [185]. 

The evaluation of the EC’s energy flows (the electricity consumption, the electricity 

fed into the grid and the self-consumed electricity) takes place on an hourly basis 

[203],[204].  

All the possible electricity flows of the analyzed scenario are summarized in 

Figure 6-7. The PV plant is connected directly to the grid. In the periods in which 

the EC consumes the energy produced by the PV plant (green arrow), the 

community sells energy to the grid at a price of €50/MWh, buys energy from the 

grid at a mean price of €220/MWh and, since that energy is self-consumed, receives 

incentives of €110 plus € /MWh. If the PV electricity injected into the gird is not 

consumed by the EC users (red arrow), the electricity production is remunerated at 

€50/MWh. In the EB case, the electrical storage is directly connected to the PV 

system. When the storage absorbs the PV energy, the energy flow does not pass 

from the grid (purple arrow) and there are therefore neither costs nor incentives. 

When the battery releases energy to feed the consumption of the EC (yellow arrow), 

the energy is sold on the grid and purchased by the EC, with the associated 

incentives for electricity production and self-consumption. 

Table 6-3. Economic parameters.  

Parameter Unit Value 

Electricity price €/MWh 220 

Electricity sold to the grid €/MWh 50 

Incentives for self-consumption  €/MWh 110 

Compensation for unused charges for 

electricity transport and distribution 
€/MWh 8 

Incentive lifetime years 20 
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Figure 6-7. Electricity flows in the energy community. 

6.3.3 Net Present Value 

The economic flows of the energy community are assessed on the basis of the 

electricity consumed, the electricity injection and the flexibility provided, which 

are calculated as follows: 

 

𝐶𝑜𝑠𝑡𝑒𝑙 = 𝑐𝑒𝑙  ∙ ∑𝑢𝑝𝑎𝑠𝑠(𝑘) + 𝑢LP2H(𝑘)

K

𝑘=1

 (6.1) 

𝑅𝑒𝑣𝑖𝑛𝑗 = 𝑟𝑖𝑛𝑗 ∙  ∑𝑔PV(𝑘) + 𝑔EB(𝑘) − 𝑢EB(𝑘)

K

𝑘=1

 (6.2) 

𝑅𝑒𝑣𝑠𝑐

=

{
 
 

 
 
𝑟𝑠𝑐 ∙  ∑𝑢𝑝𝑎𝑠𝑠(𝑘) + 𝑢𝐿𝑃2𝐻(𝑘)

K

𝑘=1

, 𝑖𝑓𝑢𝑝𝑎𝑠𝑠(𝑘) + 𝑢LP2H(𝑘) > 𝑔PV(𝑘) + 𝑔EB(𝑘)

𝑟𝑠𝑐 ∙  ∑𝑔PV(𝑘) + 𝑔EB(𝑘)

K

𝑘=1

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

(6.3) 

 

where:  

• 𝐶𝑜𝑠𝑡𝑒𝑙 represents the annual expenses for electricity withdrawn from the 

grid;  

• 𝑐𝑒𝑙 is the annual average electricity price;  

• 𝑢𝑝𝑎𝑠𝑠(𝑘) is the load of the passive load at time step 𝑘; 

• 𝑢LP2H(𝑘) is the load of the LP2H devices at time step 𝑘; 

• 𝑟𝑖𝑛𝑗 is the specific revenues for the electricity sold to the grid; 

• 𝑅𝑒𝑣𝑖𝑛𝑗 indicates the annual revenues for the electricity sold to the grid; 

• gPV(𝑘) is the electricity generation of the PV plant at time step 𝑘; 

• 𝑢EB(𝑘) is the electric battery electricity absorption at time step 𝑘.  

• 𝑔EB(𝑘) is the electricity released by electric battery at time step 𝑘; 

• 𝑅𝑒𝑣𝑠𝑐 indicates the annual revenues deriving from self-consumption 

incentives; 
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• 𝑟𝑠𝑐 represents the specific revenues for self-consumption incentives, which 

is equal to incentives for the self-consumed electricity, plus the 

compensation for unused charges for electricity transport and distribution. 

The annual cash flow (𝐶𝐹) of the energy community is composed by the 

revenues for the energy injection in the grid (𝑅𝑒𝑣𝑖𝑛𝑗) plus the revenues for self-

consumption incentives (𝑅𝑒𝑣𝑠𝑐) minus the costs for energy withdrawn from the grid 

(𝐶𝑜𝑠𝑡𝑒𝑙) minus the fixed operation cost for the operation and maintenance of the 

electric battery (𝑂𝑃𝐸𝑋EB), which was considered only in the scenario with the 

electric battery: 

 

𝐶𝐹 =  𝑅𝑒𝑣𝑖𝑛𝑗 + 𝑅𝑒𝑣𝑠𝑐 − 𝐶𝑜𝑠𝑡𝑒𝑙 − 𝑂𝑃𝐸𝑋EB (6.4) 

 

The fixed operation and maintenance cost of the LP2H is a sunk cost; the 

members of the energy community would have to pay the maintenance cost of the 

heating system, even if they had not decided to establish an energy community. For 

this reason, the fixed operation and maintenance cost of the LP2H devices was not 

considered in the economic analysis.  

To evaluate and compare the two flexible technologies from an economic point 

of view, we compared the annual cash flows of the energy community for the 

conditions without installing a flexibility system (i.e., the BC) with the cash flows 

that occur when using VES and EB flexibility (i.e., the VES and EB cases 

respectively).  

Specifically, the gains resulting from the use of the VES solution were 

calculated as the difference in the annual cash flows obtained thanks to the VES 

solution minus the cash flows calculated for the base scenario (i.e., the BC solution). 

Similarly, the economic benefits of the EB solution were assessed as the difference 

between the economic flows that would be generated by the use of the electric 

battery (i.e., those of the EB scenario) and the cash flows calculated for the base 

scenario. According to this approach, the annual incomes from the installation of 

the flexible equipment (𝐼𝑁𝐶VES, 𝐼𝑁𝐶EB) can be defined as follows: 

 

𝐼𝑁𝐶VES = 𝐶𝐹VES − 𝐶𝐹BC (6.5) 

𝐼𝑁𝐶EB = 𝐶𝐹EB − 𝐶𝐹BC (6.6) 

 

Based on the incomes from the installation of the flexible technology, the Net 

Present Value (NPV) of the two solutions (𝑁𝑃𝑉VES and 𝑁𝑃𝑉EB respectively) can be 

calculated. The calculation considers a time horizon equal to the years for which 

the incentives are granted (𝐿𝑇EC = 20 years) and assumes both that the EC has the 

same energy demand each year and that the PV system produces the same amount 

of energy. In the EB case, the costs related to the electric battery system must also 

be considered. These costs include: initial capital expenditure, (𝐶𝐴𝑃𝐸𝑋EB), which 



Chapter 6 

 

 

143 

 

occurs only at year 0, and the battery replacement cost (𝑅𝐸𝑃EB), which occurs only 

at year 10.  

 

𝑁𝑃𝑉𝑉𝐸𝑆 = ∑ (
𝐼𝑁𝐶𝑉𝐸𝑆

(1 − 𝐷𝑅)𝑦
)

𝐿𝑇EC

𝑦=0

 (6.7) 

𝑁𝑃𝑉𝐸𝐵 = −𝐶𝐴𝑃𝐸𝑋𝐸𝐵 −
𝑅𝐸𝑃𝐸𝐵

(1 − 𝐷𝑅)10
+ ∑ (

𝐼𝑁𝐶𝐸𝐵
(1 − 𝐷𝑅)𝑦

)

𝐿𝑇EC

𝑦=0

 (6.8) 

 

where 𝐷𝑅 is the discount rate assumed to be equal to 5% [180]. 

6.4 Mathematical approach and solution strategy 

6.4.1 Co-simulation architecture 

The electrical network is simulated by the electricity network simplified model. 

All users are connected to the same MV node. Indeed, as pointed out by [180]’s 

authors, the users of the EC must be connected to the same low voltage network 

(i.e., connected to the same medium voltage node). The detailed model is able to 

simulate the energy flows between the various medium voltage nodes. Since the 

scenario consists of a single medium voltage node, the use of the detailed model 

could not add value to the simulation. The electrical network could be simulated 

with a more detailed model that also takes into account the topology of the low 

voltage network, but this is beyond the interest of this study. 

The LP2H systems and the heat demand of the buildings are simulated by the 

LP2H model. The electric battery plant is simulated by the EB module.  

The modules involved in the co-simulation are listed below (see Table 6-4):  

• the time-synchronizer (Time-Sync); 

• the controller; 

• the electricity network (EN) module; 

• the building and localized P2H (LP2H) module;  

• the electric battery module (used only for the simulation of the EB case).  

Figure 6-8 provides a holistic view of the information exchange architecture 

and the sequence of interactions of the co-simulation modules for the simulation 

scenarios Base and VES (the two scenarios involved the same modules and thus 

have the same co-simulation architecture). As for the other case studies, all the 

messages exchanged are collected and dispatched by the Time-Sync module. The 

control system receives as input the LP2H flexibility and the electricity network 

unbalance calculated in the previous step (message 1). The control module output 
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contains the LP2H electric setpoints8 (message 2), which is sent to the Time-Sync 

module and subsequently forwarded to the LP2H module (message 3). The output 

LP2H module (message 4) contains the electricity consumption of the LP2H units, 

which is sent to the electricity network (EN) module (message 5), and the LP2H 

flexibility for the next step, which is sent to the control module in the next step of 

the simulation. The EN module receives the LP2H electricity consumption and 

calculates the load and generation balance of the network. The output of the EN 

module (message 6) contains the network unbalance used in the following 

simulation step by the control module, in order to define the new LP2H electric 

setpoint. Annual simulations are performed with a discretization of 15 minutes, 

resulting in a total of 35040 time steps. 

 

 

Figure 6-8. Sequence of interactions among co-simulation modules (VES case). 

In the EB scenario, the EB module is added in the co-simulation loop (see 

Figure 6-9). The control module receives, in addition to the balance of the electricity 

network and the flexibility of the LP2H systems, the flexibility of the system’s EB. 

Based on these values (contained in message 1), the control module defines both 

the setpoints of the LP2H systems9 and the setpoint of the EB system. These data 

are contained in message 2 and are then sent to the Time-Sync. The Time-Sync 

extracts the setpoint values and sends them: firstly, to the LP2H module (message 

3) and then, when the simulation of the LP2H module ends (i.e., when the Time-

 
8 The reader may note that in the Base case, the flexibility of these systems is not exploited. Hence, 

the control module sets the setpoints of LP2H units always equal to their baseline value.  
9 The reader may note that in EB case, the flexibility of these systems is not exploited. Hence, the 

control module sets the setpoints of LP2H units always equal to their baseline value. 
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Sync receives message 4), to the EB module (message 3*). The electricity 

consumption/production values contained in message 4 and message 4* (output of 

the LP2H and EB modules respectively) are forwarded to the EN module in 

message 5. As in the VES simulation, the output of the EN module, which contains 

the balance of the electricity network, is sent to Time-Sync (message 6) and will be 

forwarded to the control module together with the flexibility of the LP2H and EB 

systems for the simulation of the next step. 

 

Figure 6-9. Sequence of interactions among co-simulation modules (EB case). 

Table 6-4. Models involved in the co-simulation loop. 
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6.4.2 Simulation control algorithms 

Base case 

Neither the VES nor the EB flexibility is used in the Base scenario. The LP2H 

units work to always maintain the internal temperature at 20.5°C. Hence, the LP2H 

exclusively depends on the external temperature and on the needs of the buildings. 

VES case 

VES flexibility is exploited in the VES scenario. If the RES generation is lower 

than the total network load, the LP2H systems work to maintain the building 

temperature at the base temperature (20.5°C). When the RES generation exceeds 

the network’s electricity consumption, the LP2H devices increase their 

consumption to absorb the over-generation of RES. The VES units can absorb the 

RES over-generation until the internal temperature of the buildings reaches the limit 

temperature of 23°C. These boundaries are derived from the thermal comfort 

analysis that were carried out in the pilot plant.  

It is important to point out that the building model used for this study (described 

in Chapter 2) does not allow a change in the baseline setpoint temperature during 

the heating season. However, the main purpose of the building model is to simulate 

the heat storage capacity of the thermal mass of the building. This capacity mainly 

depends on the temperature variation with respect to the baseline temperature, and 

not on the baseline temperature itself. To give a concrete example, the energy that 

can be stored in the thermal mass of a building by increasing the temperature from 

20.5°C to 23°C is very close to the energy that could be stored in the same building 

by changing the temperature from 19°C to 21.5°C. For this reason, the heat storage 

capacity of the building can still be simulated with a good approximation, even if 

the set temperature is kept constant throughout the heating period.  

EB case 

In the EB scenario, it is assumed that the EB is purchased. In this case, instead 

of exploiting the flexibility of the VES, the over-generation of RES is stored in the 

batteries. When the period of over-production ends, the batteries release the stored 

energy to satisfy the EC electricity demand. The LP2H devices operate as passive 

loads, as in the Base case. 

6.5 Results and discussion 

6.5.1 The Virtual Energy Storage effect 

Figure 6-10a shows the energy flows of the energy community (EC) in the Base 

case. The simulation was done over the whole year, to show the effects of the 

control of the LP2H devices on the energy flows of the EC it was chosen to show a 
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characteristic day: the chosen day is April 20. The blue area is the passive electricity 

consumption of the EC; the green area is the electricity load of the LP2H systems. 

The black dotted curve is the renewable energy produced by the EC. Part of the 

RES energy is consumed by the EC and the remainder (i.e., the RES over-

generation, see the yellow area) is sold to the grid, but is not remunerated as self-

consumption. The electricity consumption of the LP2H systems is controlled to 

keep the internal temperature of the buildings at 20.5°C. In Figure 6-10a, it can be 

seen that the electricity consumption of the LP2H systems decreases during the 

renewable production peak until it reaches zero. This occurs because solar radiation, 

in addition to powering the PV systems, raises the temperature, and the heat 

requirement of the buildings therefore decreases.  

 
(a) 

 
(b) 

Figure 6-10. Energy community’s electricity balance: base case (a) versus LP2H optimized load 

case (b). Details pertaining to 20th April. 

The energy flows for the case of a flexible use of LP2H systems (i.e., the VES 

case) are shown in Figure 6-10b. The EC electricity load coincides with that of the 

BC scenario up to 9:00 (point 1 in Figure 6-10b). Before this point, the RES 

generation does not exceed the EC electricity consumption. Beyond this point, the 

controller modulates the LP2H consumption in order to absorb the renewable over-

generation as much as possible. The over-generated RES is completely absorbed up 

to point 2: the over-generation is converted into thermal energy by the LP2H 
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systems and stored inside the thermal mass of the buildings. When this happens, the 

internal temperature of the buildings increase. At point 2, the internal temperature 

of the buildings reaches 23°C, which is the maximum thermal comfort limit. Once 

this limit is reached, the surplus energy can no longer be stored inside the buildings. 

From point 1 to point 3, the LP2H plant operates to maintain the internal 

temperature at the upper limit of 23°C. When the RES over-generation ends (point 

3), the LP2H systems are switched off; it is no longer necessary to heat the buildings 

as, thanks to the preheating of the previous hours, the internal temperature of the 

buildings is high enough to maintain thermal comfort. The internal temperature 

decreases due to the thermal losses of the buildings and, when it reaches 20.5°C, 

the LP2H systems are switched on again to keep the internal temperature at this 

temperature level (point 4).  

It should be noted that, thanks to the flexible use of these systems, it is possible 

to shift part of the electricity consumption of the energy community in periods of 

renewable over-generation, thus allowing the RES self-consumption to be 

improved. 

By comparing the energy flows of the Base case with those of the case in which 

the consumption of the LP2H devices is controlled to maximize self-consumption 

(VES case), it can be seen that the effect of the flexible use of LP2H systems causes 

a shift in the electrical loads (see Figure 6-11). The controlled increase and decrease 

of the electricity load can be equated with the effect of an electric accumulator. This 

interpretation of the energy flows is called the Virtual Energy Storage (VES) 

approach. When LP2H systems are required to consume more than in the Base case, 

it is interpreted as an accumulation of electricity energy inside the VES. It can be 

noted that, if compared to that of the baseline, the electrical consumption of the 

energy community decreases between point 3 and point 4 in Figure 6-10b. This is 

a release of electricity from the “virtual” batteries, whose accumulated energy is 

used to cover part of the electricity demand. In this case, the use of the term "virtual" 

is evident: there is no actual release of electricity. Nonetheless, the overall effect is 

the same: part of the electricity demand is covered.  

 

Figure 6-11. LP2H electricity load in Base case and VES case. 
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Figure 6-12a highlights the electricity virtually accumulated and released by 

VES. It can be seen that the stored energy is higher than the released one (see Figure 

6-12b). This difference is due to the fact that, when energy is accumulated in the 

VES, the thermal difference between the internal and external temperature of the 

buildings increases, thus increasing the heat losses. In the VES analogy, this 

difference corresponds to a non-unitary virtual storage efficiency. 

 

 
(a) 

 
(b) 

Figure 6-12. The Virtual Energy Storage (VES) effect (a). VES electricity charge and discharge 

(b). Details pertaining to 20th April.  

6.5.2 Virtual Energy Storage versus electric batteries 

This section compares the energy flows obtain in the VES scenario with those 

of EB scenario. Figure 6-13a shows the electricity flows of the energy community 

for the case of the installation of an EB. The electricity consumption of the LP2H 

systems is the same as that of the Base case (see Figure 6-10a). The flexibility of 

electric batteries is used when the renewable production exceeds the community's 

electricity demand: excess energy is accumulated inside the battery and released in 

the hours following the peak. The EB is not able to completely absorb the RES 

over-generation for the represented day. The EB can absorb energy until its SoC 

reaches its maximum level. When this happens, the RES surplus is injected into the 

electricity grid. It can be seen that the electric battery releases the stored energy 
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faster than the VES. In fact, contrary to what happens in the VES case, the energy 

accumulated inside the batteries can be used to cover both the passive load (blue 

area) and the load of the LP2H units (see Figure 6-13a). Conversely, the energy 

virtually accumulated inside the VES cannot be used to satisfy the passive load (see 

Figure 6-12a). The two flexibility solutions are able to absorb roughly the same 

amount of energy before reaching saturation (see Figure 6-12b and Figure 6-13b). 

The EB storage capacity was in fact chosen to match the storage capacity of the 

VES in order to compare the flexibility of the two technological solutions. 

 
(a) 

 
(b) 

Figure 6-13. Electricity balance of the energy community for the EB case (a). EB electricity 

charge and discharge (b). Details pertaining to 20th April. 

Figure 6-14 and Figure 6-15 show the energy flows in winter, in the mid-season 

and in summer for the VES and EB cases, respectively. The flexibility offered by 

the two technologies is very similar for the winter and mid-season: both solutions 

allow the absorption of the overproduction of electricity, thus increasing the EC 

self-consumption. On the other hand, VES is unable to offer flexibility in the 

summer period. In fact, when buildings do not require heating, it is not possible to 

shift the electrical load of the LP2H systems and therefore exploit the VES 

flexibility. Conversely, EB is not affected by this constraint and its flexibility can 

always be used.  
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Figure 6-14. Electricity balance of the energy community for different seasons: VES case.  

The energy absorbed and released by the two technologies for all the days of 

the year is represented in Figure 6-16 to better compare the two solutions. The 

figure groups the energy accumulated and released as a function of the average daily 

temperature in those days in which flexibility was used: for example, the sum of all 

the energy absorbed and released in all the days of the year in which the average 

daily temperature was in the 7.5 – 10°C range is shown in the "7.5 – 10" interval. 

It can be noted that, as long as the average daily external temperature is below 15°C, 

both solutions can offer flexibility. In general, the electric battery is able to 

accumulate energy more efficiently and continuously than the VES solution. As can 

be seen from the data summarized in Table 6-5, the higher the average external 

temperature is, the higher is the RES over-generation. This positive relation is due 

to the fact that on the coldest winter days, the solar radiation is lower and, at the 

same time, the electricity needs of the EC increase due to the higher electricity 

consumption of the LP2H devices. On days when the average outside temperature 

is below 15°C, the flexibility offered by the two technologies is very similar. Under 

these conditions, both flexible solutions can almost completely absorb the over-

generations of RES (see Table 6-5). On days when the average outside temperature 

is higher, the flexibility of the VES is drastically reduced due to the shutdown of 
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the heating systems. As previously mentioned, the days with the highest external 

temperature are those with the highest RES over-generation. In these conditions, 

the daily RES over-generations saturate the storage capacity of the electric battery: 

on days when the external temperature exceeds 22.5°C, the electric battery is able 

to store less than 60% of the over-generations of RES. 

 

Figure 6-15. Electricity balance of the energy community for different seasons: EB case. 

 

Figure 6-16. Energy accumulated and released by VES and EB throughout the year divided by the 

average daily temperature. 
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Table 6-5. RES over-generation and over-generation absorption as a function of the external 

temperature. 

Mean external 

temperature  

[°C] 

Number of 

days 

[-] 

RES  

over-gen.  

[kWh] 

Mean daily RES 

over-gen 

[kWh/day] 

RES absorbed 

by VES 

[%] 

RES absorbed 

by EB 

[%] 

< 5 81 524 6.5 100 100 

5 – 7.5 49 756 15.4 100 100 

7.5 – 10 35 835 23.9 100 100 

10 – 12.5 46 1967 42.8 96 97 

12.5 – 15 29 1113 38.4 91 94 

15 – 17.5 34 1610 47.3 89 100 

17.5 – 20 18 1778 98.8 17 84 

20 – 22.5 35 2801 80.0 0 83 

22.5 – 25 28 3707 132.4 0 58 

> 25 10 1400 140.0 0 56 

 

6.5.3 Self-consumption and Self-sufficiency: sensitivity analysis 

of the RES penetration 

This section shows the annual energy flows of the various cases (BC, VES and 

EB).  

Table 6-6 shows the energy flows exchanged between the energy community 

and the electricity grid on an annual basis: the electricity injected into the grid, the 

self-consumed electricity and the electricity withdrawn from the grid. The RES 

electricity fed into the grid in the VES case is the same as that in the Base case, as 

the LP2H systems do not interact with the PV plant. On the other hand, the EB is 

directly connected to the photovoltaic systems. When the flexibility of the EB is 

exploited, the RES energy is not directly injected into the electricity grid, but it is 

first accumulated inside the battery and, when the EC needs it, fed into the grid. 

The non-unitary efficiency of the battery leads to a loss of energy during storage, 

and the quantity of energy fed into the grid therefore decreases. 

The energy consumption of the EB case is the same as that of the Base case, as 

the electric battery use does not change the EC’s electricity demand. In the case of 

VES, however, there is a slight increase in electricity consumption. The flexible use 

of the LP2H systems causes a non-optimized management of the building heating, 

which in turn leads to an increase in the building’s heat losses and, consequently, 

in the electricity consumption of the heating systems. 
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Table 6-6. Annual energy flow of the energy community for the three cases (BC, VES and EB) as a 

function of different RES penetration scenarios. 

RES  

[kW] 
 

Electricity injection 

[MWh] 
 

Electricity self-consumed 

[MWh] 
 

Electricity withdrawn 

[MWh] 

  
Base 

Case 

VES 

Case 
EB Case  

Base 

Case 

VES 

Case 
EB Case  

Base 

Case 

VES 

Case 
EB Case 

20  20.28 20.28 19.92  16.72 17.72 19.92  121.47 121.62 121.47 

30  30.42 30.42 29.53  21.07 24.53 29.20  121.47 122.05 121.47 

40  40.56 40.56 39.25  24.07 30.83 36.18  121.47 122.76 121.47 

50  50.71 50.71 49.05  26.30 36.13 41.53  121.47 123.38 121.47 

60  60.85 60.85 58.92   28.09 40.58 45.78   121.47 123.94 121.47 

 

However, the worsening of these two parameters is much lower than the 

improvement obtained for the self-consumed energy parameter. The VES enabled 

flexibility allows the self-consumed energy to increase by between 6% and 42%. 

The greater the RES penetration is, the greater is the percentage increase in self-

consumed energy (in the scenario with 40 kW of PV the increase is almost 27%). 

An even more significant increase, between 19 and 63%, is obtained in the EB case 

(in the intermediate case with 40 kW, it is about 50%). The flexibility offered by 

the electric battery has a greater impact since, unlike the VES flexibility, it has 

fewer utilization constraints. Nevertheless, the impact of VES flexibility on the 

energy flows is still relevant. 

Figure 6-17a and Figure 6-17b report the EC’s self-sufficiency and self-

consumption, respectively, calculated over the entire year. In the scenario with 40 

kW of PV, the use of the VES flexibility increases self-sufficiency by 5 percentage 

points and self-consumption by 17 percentage points, if compared to the Base case. 

In the same scenario, the use of EB brings about an increase in self-sufficiency and 

self-consumption of 10 and 33 percentage points, respectively. 

As the RES penetration increases, the endogenous energy production of the EC 

increases, and so does its self-sufficiency. However, the increase in RES 

penetration causes an increase in over-generated energy, which makes the EC self-

consumption decrease. It can be seen that the greater the penetration of renewable 

energy is, the greater the benefits brought about by the two flexible solutions. In the 

scenario in which the greatest improvements of the self-consumption and self-

sufficiency parameters occurred (the scenario with 60 kW of PV), almost 38% of 

self-sufficiency is reached, as a result of the use of the electric battery flexibility. 

This represents an increase of 15 percentage points, compared to the Base case. It 

is possible, through the use of the VES flexibility, to reach approximately 33% of 

self-sufficiency: 10 percentage points greater than in the Base case. Compared to 
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the Base case, the self-consumption increases by 32 percentage points in the EB 

case, and by 21 percentage points in the VES case. 

 

 
(a) 

 
(b) 

Figure 6-17. Self-sufficiency (a) and self-consumption (b) of the energy community as a function of 

the RES installed power. 

Finally, it can be noted that for low levels of renewable penetration (PV 

nominal power lower than 30 kW), the EB solution allows all the RES production 

to be absorbed and almost 100% of self-consumption to be reached. Instead, it is 

never possible to reach this value with the VES solution. In general, both solutions 

improve the energy flows of the energy community, but the EB system achieves 

better self-sufficiency and better self-consumption values. 

6.5.4 Economic results  

Sensitivity analysis on RES penetration 

The annual cash flows for the three different RES penetration scenarios are 

reported in Table 6-7. As mentioned in the previous section, the use of flexible 

resources could slightly increase the electricity consumption of the EC and slightly 

decrease the amount of PV energy fed into the grid slightly. Consequently, the 
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electricity consumption cost could increase slightly and the earnings for the energy 

fed into the grid could decrease. Moreover, in the EB case the installation of the 

centralized EB leads to an increase in the operating and maintenance costs. 

However, the use of flexible resources significantly increases the income from 

incentives for self-consumption. In the scenario with 40 kW of PV power, the 

revenues from self-consumption incentives in the VES case are about 30% more 

than in the Base case. In the EB case, the self-consumption revenues are almost 

twice as much as those of the Base case. The higher the RES penetration is, the 

more does the self-consumption revenue percentage increase, thanks to the flexible 

assets.  

Figure 6-18a shows the total annual incomes for the two VES and EB cases 

defined in Eq. 6.5 and Eq. 6.6, respectively. Both solutions allow the energy 

community to improve its annual incomes. The economic benefits of using flexible 

assets increase as function of renewable penetration. The EB enables greater 

flexibility and, consequently, the annual gains obtainable with such a solution are 

greater than those obtainable with the VES flexibility asset. However, when 

calculating the NPV of the two solutions, it can be seen that the increase in 

economic revenues resulting from self-consumption of the EC are not sufficient to 

compensate for the high investment cost necessary for the purchase of the electric 

battery (this solution has a negative NPV; see Figure 6-18b). Indeed, although the 

annual earnings are lower than in the EB case, the VES solution resulted to be 

economically more viable, as yields a positive NPV. The increase in the revenues 

for self-consumption as the PV penetration increases is also reflected in the NPV: 

for both solutions, the greater the PV penetration is, the greater is the NPV. 

Table 6-7. Annual cash flows of the energy community for the three cases (BC, VES and EB) 

under/as a function of different RES penetration scenarios. 

RES  

[kW] 
 

Electricity injection 

revenues 

[€] 

 

Total incentive 

revenues  

[€] 

 

Withdrawn 

electricity 

expenditure 

[€] 

 

Fixed O&M 

expenditure 

[€] 

  BC VES EB  BC VES EB  BC VES EB  BC VES EB 

20  1,014 1,014 996  1,973 2,091 2,351  26,723 26,756 26,723  0 0 345 

30  1,521 1,521 1,477  2,486 2,895 3,446  26,723 26,851 26,723  0 0 345 

40  2,028 2,028 1,963  2,840 3,638 4,270  26,723 27,007 26,723  0 0 345 

50  2,536 2,536 2,453  3,103 4,263 4,901  26,723 27,144 26,723  0 0 345 

60  3,043 3,043 2,946  3,315 4,788 5,402  26,723 27,267 26,723  0 0 345 
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(a) 

 
(b) 

Figure 6-18. Energy community incomes derived from the use of flexible assets as a function of 

RES penetration (a). Flexible assets Net Present Value as a function of RES penetration (b). 

Sensitivity analysis on EB capacity 

In the previous section, it was seen that the increase in revenues for self-

consumption incentives are not sufficient to balance the investment cost for a 115 

kWh electric battery. In this section, a sensitivity analysis is performed on the 

variation of EB storage capacity. Another four new scenarios with a lower battery 

storage capacity have been considered: 25 kWh, 50 kWh, 75 kWh and 100 kWh 

(see Figure 6-19).  

It can be noted that by decreasing the capacity of the electric battery, the annual 

incomes for the energy community decrease (see Figure 6-19a). This is because 

lower battery capacity involves a lower level of self-consumption for the EC and, 

consequently, the corresponding revenues decrease. However, a lower capacity of 

the electric battery leads to a lower investment cost, which has a positive effect on 

the NPV: the lower the installed capacity of the electric battery, the higher the NPV 

(see Figure 6-19b). Nevertheless, it can be observed that the NPV always remains 

negative for all the considered cases. It is important to point out that that it would 
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be technically possible to have a greater r EB storage capacity, which would lead 

to better flexibility and an associated increase in REC self-consumption. However, 

the economic benefits derived from a higher level of self-consumption would not 

counterbalance the increase in the investment cost and would lead to a consequent 

further deterioration of the NPV parameter. 

 
(a) 

 
(b) 

Figure 6-19. Energy community incomes derived from the use as a function of RES penetration 

and EB capacity (a). Net Present Value as a function of RES penetration and EB capacity (b). 

6.6 Conclusions 

The European Union has recently introduced Energy Community (EC) entities 

in order to promote the use of Renewable Energy Sources (RES) and promote their 

consumption at the local level. In this context, flexible assets can be used to 

optimize the self-consumption of an EC. This study analyzed the energy flows of 

an EC through the Multi-Energy System approach: (LP2H) conversion 

technologies allow the electricity sector and the thermal sector to be connected. 
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LP2H systems can offer flexibility, as they can exploit the thermal inertia of 

buildings, according to the principle of Virtual Energy Storage (VES). The 

flexibility enabled by VES, used to optimize the self-consumption of an EC, was 

compared, from a technical and economic point of view, with that provided by a 

centralized electrical battery (EB) system.  

The LP2H energy conversion technology allows the intrinsic flexibility of the 

heating sector to be transposed to the electricity one. This flexibility makes it 

possible to move part of the electrical loads necessary to heat buildings over time. 

In the VES approach, when the load of the LP2H systems is forcibly increased, 

electric energy is virtually accumulated (hence the name Virtual Energy Storage). 

When this happens, the LP2H system exploits the thermal mass of the building to 

accumulate heat. In the hours immediately following storage, it is not necessary to 

use the LP2H systems, as the temperature is kept within the comfort range by means 

of a buildings’ thermal inertia. In the VES analogy, the decrease in the electricity 

consumption is equated with a release of the electric energy previously accumulated 

in the VES. 

The main conclusions that can be drawn from this analysis can be summarized 

as follows: 

• During the heating season, the flexibility enabled by VES is very similar to 

that of an electric battery system. However, when the heating systems are 

not in operation, due to the warm outside temperature, the flexibility of VES 

cannot be exploited. In these conditions, an accumulation of thermal energy 

inside the building could cause a violation of its thermal comfort conditions. 

Conversely, electric batteries are not affected by these constraints and can 

be used each and every day of the year. In general, the flexibility enabled 

by an electric battery on an annual basis is greater than that made available 

by the VES solution. Therefore, from an energy point of view, the benefits 

brought about by the installation of an EB are greater than those derived 

from the activation of VES flexibility. 

• In the scenario analyzed, considering a 40 kW photovoltaic system, the 

energy community would reach a self-sufficiency level of 20% and a self-

consumption of 59%, without the use of any flexible assets. Enabling VES 

flexibility would allow both of these parameters to improve. In particular, 

the VES solution would allow the energy community to improve its self-

sufficiency and self-consumption by 5 17 percentage points, respectively. 

Instead, in the case of the use of a centralized electric battery, self-

sufficiency would increase by 10 percentage points, compared to the Base 

case, and self-consumption would increase by 33 percentage points. 

• The two flexible solutions (VES and EB) were analyzed in different 

scenarios by varying the PV installed power. The higher the penetration of 

renewable energy is, the greater are the benefits brought about by the two 

flexible solutions. The improvement in the self-sufficiency and self-
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consumption parameters resulting from the use of flexible VES and EB 

technologies increases as the renewable penetration increases. 

• Both technologies make it possible to increase the EC self-consumption of 

the renewable energy community to a great extent, with a consequent 

increase in revenues for the related incentives. The EB solution allows 

higher levels of self-consumption to be reached than the VES solution. This 

translates into higher economic. However, the gains deriving from the 

increase in self-consumption of the energy community are not sufficient to 

compensate for the high investment cost of the electric battery. On the 

contrary, the VES solution, although less performing from an energy point 

of view, is economically convenient thanks to the low investment cost 

required for the activation of this flexible asset. The higher the RES 

penetration is, the higher is the NPV of the VES solution. 
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Chapter 7  

Conclusions 

7.1 General conclusions 

The European decarbonization goals will lead to an increase in distributed 

renewable generation. The use of renewable sources is essential to mitigate the 

effects of climate change. Nonetheless, to achieve this type of goal, it is necessary 

to review the design of the current energy system. The current electrical system is 

structured with a vertical architecture with few centralized production plants, whose 

generation is flexibly regulated according to the energy demand. With the increase 

in distributed energy generation, a new horizontal architecture is emerging, in 

which small plants inject energy into the system, which is consumed locally. 

Production from renewable sources is however characterized by a high volatility 

and intermittency. For this reason, it is necessary to introduce new forms of 

flexibility at the local level, in order to ensure the match between energy production 

and demand. 

The optimal solution can only be achieved if the energy system is analyzed as 

a whole, through a comprehensive approach that considers all the various energy 

sectors (e.g., the electricity sector, the thermal sector and the gas sector). Currently, 

the various energy sectors are managed mostly independently, without exploiting 

the possible synergies that may emerge from their coupling. By using energy 

conversion technologies, it is possible to connect different energy sectors and 

significantly increase the flexibility of the energy system as a whole. 

In the past decades, scientific research has analyzed the various energy sectors 

independently, which mirrors how energy infrastructures have been managed. Only 

recently, the analysis of multi-energy systems gained more attention. However, the 

study of these systems inherently requires a holistic approach that spans across 

different energy sectors and conversion technologies. This thesis analyzed multi-

energy systems by taking the above-mentioned holistic approach: a co-simulation 

platform was built, in which the physically separate modules of the system 
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exchanged input and output data. The main advantage of this approach was that in 

the co-simulation architecture, each component of the multi-energy system was 

developed in a separate module. In this way, a developer expert in a given 

component of the system could develop a specific detailed model, without having 

to directly interact with the modeling of the other multi-energy system components. 

Thanks to this platform, it was possible to analyze different multi-energy scenarios 

in collaboration with different research groups, each expert in a specific energy 

sector.  

The scenarios analyzed in this thesis concerned three different energy 

conversion technologies:  

a) Power-to-Gas plants for the production of Synthetic Natural Gas; 

b) large scale Power-to-Heat plants for the production of heat in a district 

heating network;  

c) small scale Power-to-Heat for the direct production of heat inside buildings.  

The Power-to-Gas technology made it possible to transfer the flexibility of the 

gas sector within the electricity sector, while the Power-to-Heat technology made 

it possible to integrate into the electricity sector the flexibility of the centralized 

heating sector (i.e., of the district heating sector) and of the localized sector (i.e., of 

buildings not connected to district heating). In this thesis, it was analyzed how the 

flexibility enabled by these energy conversion technologies could be exploited to 

optimize the dispatch of distributed renewable resources. 

The Power-to-Gas technology was found to be the one with the highest level of 

flexibility, thanks to the high usability of Synthetic Natural Gas and the storage 

capacity of the gas network. However, due to the relatively low conversion 

efficiency and the high investment costs related to the construction of these types 

of plants, the Synthetic Natural Gas produced from renewable sources is nowadays 

not able to compete with the cheaper fossil fuel natural gas. Due to its low efficiency 

and high costs, the Power-to-Gas technology does not appear to be a viable solution 

for the decarbonization of the gas sector. Nevertheless, given the need to cut fossil 

fuels, the use of this technology, as well as the other Power-to-fuel solutions, will 

be pivotal for the decarbonization of some sectors that are difficult to electrify (such 

as heavy transport, naval transport and aviation). 

The use of the Power-to-Heat energy conversion technology within the district 

heating sector proved to be an efficient solution. The benefits of this technology are 

twofold. Firstly, it allows the district heating sector to be electrified. Secondly, it 

allows the intrinsic flexibility of the district heating sector to be used within the 

electricity sector. However, unlike the gas network, whose storage capacity can be 

very high, the district heating network was found to be less flexible. In the summer 

months, when the heat demand is much lower than in winter, the flexible use of 

Power-to-Heat plants can be hindered by the constraints deriving from the limited 

heat demand of the district heating network. Nevertheless, the high conversion 
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efficiency of this technology makes this solution economically convenient, even 

when their flexibility is not exploited. Furthermore, the flexible utilization of these 

plants can bring significant economic benefits.  

The last technology analyzed was the small-scale Power-to-Heat directly 

installed inside buildings. Given the decarbonization policies, in the future, the 

heating systems of many buildings will be based on Power-to-Heat technologies 

(for example with heat pumps). This allows the thermal flexibility of buildings to 

be exploited in the electrical sector. In this thesis, it was analyzed how the flexibility 

of this solution could be exploited in an energy community context to optimize the 

self-consumption of renewable energy. The analysis found out that weather 

conditions affect the flexibility of this solution: when the heating system is not in 

operation, this solution cannot be used to provide flexibility. However, the low 

investment costs required to activate this flexible resource make this technology an 

interesting solution to improve energy and economic flows in energy community 

scenarios. 

7.2 Outlook 

As previously mentioned in the general conclusions, one of the strengths of the 

work of this thesis lies in the tool's co-simulation approach. In the co-simulation 

architecture, each module is physically separate from the others. The integration 

between the various modules takes place by managing the input and output data 

that the different modules exchange. Thanks to these features, the co-simulation 

platform can be easily modified. The possible future developments of the research 

presented in this thesis are therefore manifold and can be summarized as follows: 

• Improvement / modification of existing models  

Each module of the co-simulation platform, being physically separate from the 

others, can be easily modified or replaced in a plug and play way. Some of the 

models used in this thesis were made for the simulations of some specific cases. 

For example, the gas network model developed assumed that the chemical 

composition of the gas was homogeneous along the network. For this reason, 

the model could not be used to analyze the injection of hydrogen into the gas 

network. The model could be improved, or replaced with another model, in 

order to take these dynamics into account and be able to analyze the injection 

of hydrogen into the gas network.  

The control module could also be modified without changing the co-simulation 

architecture. In principle, it would be possible to change both the objective 

function of the optimization and the optimization method used. The control 

algorithm implemented in the work of this thesis was developed for the control 

of flexible assets, in order to increase the match between renewable energy 

production and electricity consumption. This algorithm could be modified in 
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order to control the setpoints of flexible assets according to other criteria, such 

as the cost of energy. In addition, the current control algorithm optimized the 

setpoints of flexible assets with a time horizon of only one step. This algorithm 

could be improved by introducing new optimization techniques that use a longer 

time horizon. For instance, a rolling horizon approach, in which the next step is 

optimized, would also permit to consider the probable evolution of future steps.  

• Connection of new modules  

By modifying the co-simulation architecture, i.e., by modifying the dispatching 

of the input/output data exchanged between the various modules, it would be 

possible to integrate new modules into the co-simulation loop. In this way, 

technologies that were not included in the work of this thesis could be 

considered. For instance, demand response technologies, flexible cooling in 

buildings and other energy storage systems, such as pump hydro storage. In 

addition, it would be possible to integrate new energy sectors and 

infrastructures, such as the hydrogen sector (injection into the network, storage 

and use), the district cooling and the electric mobility sector. 

• Hardware in the loop 

The messages that are exchanged during the co-simulation can be redirected to 

any device. According to this idea, it would be possible to integrate a real plant 

into the co-simulation platform. The data coming from a real component, 

collected through specific smart meters could be used by the platform as input 

for the other software models. Likewise, the simulated data from the platform 

could be used to control the real device. 

With this approach, it would be possible to test how a certain real component 

could be inserted within a hypothetical multi-energy scenario. This type of 

simulation, in which a physical component is interacted with a mathematical 

model that simulates the scenario in which the physical component interacts, is 

known in the literature as hardware-in-the-loop approach. 

• Co-simulation with other simulation tools 

The co-simulation methodology can also be used by other multi-energy systems 

simulation platforms. During the last months of my PhD, I collaborated with 

Professor Henrik Lund of the University of Aalborg (Denmark). The research 

group of Professor Lund has created a software for the analysis of multi-energy 

systems: EnergyPLAN. This tool is one of the most used tools for academic 

studies on multi-energy systems. The goal of the collaboration is to enable the 

EnergyPLAN software to co-simulation. Co-simulation, in fact, would increase 

the possible uses of the simulator, thanks to its ability to integrate external 

models. 



Chapter 7 

 

 

165 

 

7.3 Publications 

The work of this thesis has led to the publication of the scientific articles listed 

below. In particular, the mathematical models described in Chapter 2 have been 

presented in papers 2, 4, 6, 7, 8, 9. The multi-energy system modeling methodology 

reported in Chapter 2 was published in Papers 3 and 10. The case study presented 

in Chapter 3 has been published in Paper 6. The results of Chapter 4 has been used 

for the publication of Paper 7. The analysis presented in Chapter 5 have been 

published in Paper 8. Finally, the case study analyzed in Chapter 6 have been 

reported in Paper 9. 

Journal papers 

1. Badami M, Bruno JC, Coronas A, Fambri G. Analysis of different combined 

cycles and working fluids for LNG exergy recovery during regasification. 

Energy. 2018;159:373-84. 

2. Badami M, Fambri G. Optimising energy flows and synergies between energy 

networks. Energy. 2019;15;173:400-12. 

3. Badami M, Fambri G, Mancò S, Martino M, Damousis IG, Agtzidis D, 

Tzovaras D. A Decision Support System Tool to Manage the Flexibility in 

Renewable Energy-Based Power Systems. Energies. 2019;13(1):153. 

4. Fambri G, Badami M, Tsagkrasoulis D, Katsiki V, Giannakis G, Papanikolaou 

A. Demand Flexibility Enabled by Virtual Energy Storage to Improve 

Renewable Energy Penetration. Energies. 2020;13(19), 5128. 

5. Auer H, Patt A, del Granado PC, Peiró LT, Fambri G. Modelling climate 

neutrality for the European Green Deal. Energy. 2022;239:122249. 

6. Fambri G, Diaz-Londono C, Mazza A, Badami M, Sihvonen T, Weiss R. 

Techno-economic analysis of Power-to-Gas plants in a gas and electricity 

distribution network system with high renewable energy penetration. Applied 

Energy. 2022;312:118743. 

7. Fambri G, Diaz-Londono C, Mazza A, Badami M, Sihvonen T, Weiss R. 

Power-to-Gas in gas and electricity distribution systems: a comparison between 

modeling approaches. Journal of Energy Storage. 2022;55:105454. 

Journal papers that are currently under review: 

8. Fambri G, Badami M, Tsagkrasoulis D. Flexibility of Virtual Energy Storage 

based on buildings thermal inertia in Energy Communities: a techno-economic 
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analysis and comparison with Electric Batteries solution. Under review in 

Journal of Energy Storage. 

9. Fambri G, Guelpa E, Mazza A, Verda V, Badami M. Power-to-Heat plants in 

district heating and electricity distribution systems: a techno-economic analysis. 

Under review in Energy Conversion and Management. 

Conference papers 

10. Badami M, Fambri G, Martino M, Papanikolaou A. ICT optimization tool for 

RES integration in combined energy networks. In INTELEC 2018 International 

Telecommunications Energy Conference, IEEE, Turin Oct 7th-11th 2018, 

Proceedings 2019.  

11. Mazza A, Badami M, Fambri G, Diaz C, Fantino M, Mirtaheri H, Bertone F. 

Integration of power to gas and power to heat systems into the electricity grid 

by the mean of flexibility service for the aggregators. In EfS 2019 4th Energy 

for Sustainability International Conference, Turin July 24th-26th 2019. 

12. Diaz-Londono C, Fambri G, Mazza A, Badami M, Bompard E. A Real-Time 

Based Platform for Integrating Power-to-Gas in Electrical Distribution Grids. 

In 2020 55th International Universities Power Engineering Conference (UPEC) 

2020 Sep 1 (pp. 1-6). IEEE 
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