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# Quantum Conductance in Memristive Devices: Fundamentals, Developments, and Applications 

Gianluca Milano,* Masakazu Aono, Luca Boarino, Umberto Celano, Tsuyoshi Hasegawa, Michael Kozicki, Sayani Majumdar, Mariela Menghini, Enrique Miranda, Carlo Ricciardi, Stefan Tappertzhofen, Kazuya Terabe, and Ilia Valov*


#### Abstract

Quantum effects in novel functional materials and new device concepts represent a potential breakthrough for the development of new information processing technologies based on quantum phenomena. Among the emerging technologies, memristive elements that exhibit resistive switching, which relies on the electrochemical formation/rupture of conductive nanofilaments, exhibit quantum conductance effects at room temperature. Despite the underlying resistive switching mechanism having been exploited for the realization of next-generation memories and neuromorphic computing architectures, the potentialities of quantum effects in memristive devices are still rather unexplored. Here, a comprehensive review on memristive quantum devices, where quantum conductance effects can be observed by coupling ionics with electronics, is presented. Fundamental electrochemical and physicochemical phenomena underlying device functionalities are introduced, together with fundamentals of electronic ballistic conduction transport in nanofilaments. Quantum conductance effects including quantum mode splitting, stability, and random telegraph noise are analyzed, reporting experimental techniques and challenges of nanoscale metrology for the characterization of memristive phenomena. Finally, potential applications and future perspectives are envisioned, discussing how memristive devices with controllable atomic-sized conductive filaments can represent not only suitable platforms for the investigation of quantum phenomena but also promising building blocks for the realization of integrated quantum systems working in air at room temperature.


## 1. Introduction

The exponential growth of electronics and computing capabilities has reshaped our society, where the development of information and communication technologies has opened new prospects for the realization of the Internet of Things (IoT), big data analysis, machine learning algorithms, and artificial intelligence. In the last several decades, continuous device scaling of metal-oxide-semiconductor field-effect transistors (MOSFET) has driven advances in computing capabilities. Following Moore's law and Dennard's scaling principles, ${ }^{[1,2]}$ the semiconductor industry led the geometrical scaling era of transistors, which was followed by an essentially equivalent scaling era related to the increase of the effective velocity of electrons and holes in the channel, a decrease of the effective oxide thickness by means of high- $k$ dielectrics, and the development of nonplanar fin channel field-effect transistors (FinFETS) to increase the transistor density. However, a strong slowdown of the Moore's law is expected to occur in the next few years because of the physical
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limitations for further transistor scaling. ${ }^{[3,4]}$ In this scenario, emerging computing architectures beyond von Neumann are required to fulfill the ever-growing demand for data processing by exploiting emerging technologies, new device concepts, novel materials, and physical phenomena. Also, low-power hardware and computing paradigms are urgently required to decrease the ever-growing environmental cost and carbon footprint of our digital activities toward a sustainable and energyefficient digital transformation.

Among all emergent technologies, memristive devices and memristive-based architectures represent promising candidates in the race toward alternative computing solutions with demonstrated impact in next-generation memory storage, in-memory computing, and bioinspired computing. ${ }^{[5,6]}$ Although the existence of the memristor was theorized in 1971 by Prof. Chua, ${ }^{[7]}$ the ideal concept of memristor was associated with resistive switching phenomena in nanoscale systems only in 2008 by Strukov et al. ${ }^{[8]}$ This work resulted in accelerated interest in these nanodevices, but it is worth noting that resistive switching devices have been proposed as a new generation of nonvolatile memories even before being linked to the concept of memristor, as reviewed by Waser and Aono. ${ }^{[9]}$ Recently, by taking advantage of the high scalability, high operational speed, and compatibility with metal-oxide-semiconductor (CMOS) technology both in terms of materials and processes, memristive devices have demonstrated storage applications, digital and logic applications, and neuromorphic-type data processing by emulating neuronal and synaptic dynamics for brain-inspired computing and for the hardware realization of artificial neural networks. ${ }^{10-14]}$

Conventional memristive devices are two-terminal devices realized with a capacitor-like metal-insulator-metal (MIM)

[^1]structure where an active material is sandwiched in between two metal electrodes, where functionalities rely on the dependence of the internal state of resistance and on the history of applied voltage and current. ${ }^{[11,15]}$ Among the various physical mechanisms that have been exploited for the realization of these devices, redox-based memristive devices-nanoscale electrochemical systems where ionics is coupled with electronicshave risen to prominence. ${ }^{[9,16]}$ Of particular importance is the fact that device functionalities are related to atomic reconfiguration phenomena that involve nanoionic processes. ${ }^{[9,17]}$ In the case of electrochemical metallization memory cells (ECM), the device resistance can be modulated by transport of metal cations through the active material to form a nanosized atomic filament across the active insulating material connecting the two metal electrodes. This switches the device resistance from a high resistance state (HRS) to a low resistance state (LRS). In the case of valence change memory (VCM) devices, the switching mechanism is related to the migration of oxygen anions across the active material (which usually comprises a metal oxide) to form a substoichiometric nanosized conductive filament rich in oxygen vacancies. In this framework, device functionalities are determined by ion dynamics while electrons are exploited for probing the internal state of resistance.

Interestingly, when the conductive filament is shrunk down to the atomic scale, memristive devices exhibit quantum conductance related to ballistic electron transport through a mesoscopic constriction when its width is comparable to the electronic wavelength. In this case, the conductive filament forms a quantum point contact (QPC), a narrow constriction between two electrically conducting regions, where conductivity is quantized in terms of the fundamental unit of conductance $G_{0}=2 e^{2} / h .^{[18,19]}$ Despite recent advances both in understanding fundamental physicochemical mechanisms underlying resistive switching events and in the realization of memristive-based computing architectures, a full appreciation of ballistic electron transport and quantum phenomena in memristive devices still represents a challenge. In this context, the potential of quantum effects in memristive devices is still rather unexplored.

In this work, we present a comprehensive review on memristive quantum devices where ionics is coupled with electronics to generate quantum conductance effects. An overview of pioneering work concerning the observation of quantum conductance phenomena in semiconductors and metals is first reported. Then fundamental electrochemical and physicochemical phenomena underlying ionic transport mechanisms related to the formation of atomic-sized conductive filaments in memristive devices are introduced. Following that is a discussion of electronic ballistic conduction transport properties in these nanoconstrictions acting as mesoscopic objects. In addition to an analysis of quantum effects related to resistive switching phenomena in low-dimensional memristive devices based on nanowires and 2D materials, quantum effects in conventional memristive devices are reported by discussing quantum mode splitting, quantum level stability, and random telegraph noise in these structures. Furthermore, an overview of physical and chemical analysis techniques and metrology for the investigation of nano constriction are reported. Due to the high scalability, high operational speed, and compatibility with CMOS technology and fabrication processes, memristive
devices with controllable atomic-sized conductive filaments represent not only suitable platforms for the investigation of quantum phenomena but also for the realization of integrated quantum devices and architectures working in air and at room temperature. ${ }^{[18,19]}$

## 2. Conductance Quantization in Gate-VoltageControlled and Atom-Sized Point Contacts

In the late 80 s , it was observed that the conductance of small constrictions in a 2 D electron gas (2DEG) is quantized in units of $G_{0}$ when the diameter of the constriction is varied. ${ }^{[20,21]}$ This is a consequence of the discrete number of modes or channels contributing to the overall conductance determined by the ratio between the channel width and the electron wavelength, as described by the Landauer formula (see ref. [22]). Interestingly, the optical analog of quantized conductance was then observed few years later by considering the transmitted power of light through a slit of variable width. ${ }^{[23]}$ An important aspect is that the Landauer formalism describing quantization of conductivity in a point contact is not restricted to 2DEG systems only but can be generalized to any constriction where the lateral size of the constriction is comparable to the electron wavelength. Since the quantum of conductance involves constants of nature only, the quantization of ballistic electron transport is expected to occur both in semiconductors and metals.

Due to the large Fermi wavelength, a quantum point contact in a semiconductor is essentially a mesoscopic object. Figure 1a shows a schematic representation of a semiconductorbased device for the experimental observation of quantum conductance phenomena. A 2DEG is formed at the interface of the heterojunction and the point contact is created via a negative voltage applied to the top gate electrodes, while transport measurements are performed by attaching contacts at the two ends of the device. ${ }^{[24]}$ The width of the constriction depends on the magnitude of the gate voltage, resulting in quantum steps of conductivity as a function of the control variable.

Conductance quantization in semiconductors, firstly reported in a 2DEG formed at the interface of GaAs and AlGAs heterostructures, ${ }^{[20,21]}$ was then reported at interfaces of various oxide insulators ${ }^{[25,26]}$ as well as in graphene. ${ }^{[27]}$

The Fermi wavelength in metal is of the same order of magnitude as the atomic separation and the QPC must therefore be of atomic dimensions, as schematized in Figure 1b. As a consequence of the atomic size constriction, the level spacing in metallic point contacts is considerably larger so that conductance quantization can be observed at much higher temperatures (room temperature) with respect to semiconductor mesostructures where these effects are usually observable at a temperature lower than few Kelvin, as detailed in next sections.

In order to create metallic contacts with atomic-scale control of the distance, the technique of mechanically controllable break-junctions has been widely reported. This involves mechanically breaking a metallic wire in a vacuum at low temperature and then bringing the two pieces back into contact by means of piezoelectrical elements designed for the precise control of the distance in between them. ${ }^{[28]}$ By exploiting this technique, conductance quantization has been reported in a wide range of metallic wires including $\mathrm{Na}, \mathrm{Au}, \mathrm{Cu}, \mathrm{Pb}, \mathrm{Al}$, and Nb. ${ }^{29,30]}$

Metallic QPC can be achieved also by means of a scanning tunneling microscope, where the point contact can be realized as the tip is pressed against a metallic surface. ${ }^{[31-33]}$ By exploiting scanning tunneling microscopy (STM) in conjunction with electron microscopy, Ohnishi et al. ${ }^{[34]}$ reported direct observation of the relation between quantum conductance and atomic structure of the metallic constriction. In their work, quantum steps of conductance were reported by withdrawal of the STM tip, as shown in Figure 2a. Transmission electron microscopy (TEM) images shown in Figure 2 b illustrate the morphology of the gold strand at conductance steps A (left panel) and B (right panel), showing a dark line connecting the gap between the tip and the substrate. By analyzing the intensity profiles perpendicularly to bridges and according to electron microscopy imaging theory, the authors concluded that the $2 G_{0}$ value observed at


Figure 1. Quantum conductance phenomena in semiconductors and metals. a) Schematic representation of a semiconductor-based device showing conductance quantization, where a 2DEG is formed at the interface of a heterojunction. The quantum point contact is realized by applying a negative voltage to the gate electrodes while measuring transport properties through contacts to the 2DEG at either side of the constriction. The constriction width (W) can be varied by means of the applied gate voltage. b) Schematic representation of a metallic-based device where conductance quantization can be observed when the metallic contact is of atomic dimensions.


Figure 2. Quantum conductance effects of a single and a double strand of gold atoms. a) Conductance quantization observed by withdrawing the tip from the sample. b) Electron microscopy images of gold bridges obtained simultaneously with the conductance trace reported in (a). The electron images at step $A$ and $B$ are reported in the left and right panels, respectively. c) Schematization of metallic bridges with two rows of atoms at step A (left) and one row of atoms at step B (right). a-c) Adapted with permission. ${ }^{[34]}$ Copyright 1998, Springer Nature.
step $A$ is related to the presence of two rows of Au atoms while the single unit of conductance observed in step B arises from a single row of atoms as shown schematically in Figure 2c.
In all experiments based on break-junctions and STM tips, mechanical positioning systems are required to achieve the atomic point contact. These mechanical positioning systems, which usually require feedback control circuitry and/or piezo devices, hinder the possibility of the realization of large complex systems and architectures of integrated devices based on these quantum conductance phenomena. As an alternative, nonmechanical methods based on electrochemical techniques have been reported as a viable solution for the realization of nanoconstrictions with quantized conductance levels. As an example, Li and Tao ${ }^{[35]}$ reported the realization of metallic constrictions with conductance quantum levels by means
of electrochemical deposition/dissolution of a Cu nanowire between a metallic electrode and a STM tip, where the width of the nanowire was controlled by the applied electrical potential. Also, nanowire constriction with quantized conductance levels can be realized by electrochemical etching a narrow portion of a metallic wire, where the electrochemical potential regulates the etching or deposition of atoms onto the wire. ${ }^{[36]}$

Solid-state electrochemical reactions were reported by Terabe et al. ${ }^{[37]}$ for the realization of atomic point contacts. In their work, a $\mathrm{Ag}_{2} \mathrm{~S}$ mixed ionic and electronic conductor is exploited as electrode and placed at a distance of about 1 nm from a counter Pt electrode substrate. By applying a positive voltage to the $\mathrm{Ag}_{2} \mathrm{~S}$ electrode with respect to the Pt electrode, migration of $\mathrm{Ag}^{+}$ions towards the Pt electrode followed by electrocrystallization was observed to occur, forming an atomic bridge of silver atoms connecting the two electrodes as shown in Figure 3a. By properly adjusting the electrical stimulation conditions, these Ag nanobridges exhibit quantum conductance. Interestingly, the formation of these conductive filaments was observed to be reversible, since an opposite voltage polarity causes ionization of Ag atoms of the conductive bridge that dissolve again in the $\mathrm{Ag}_{2} \mathrm{~S}$ bulk causing the shrinking and eventual breaking of the atomic bridge. In this fashion, the atomic point contact can be controlled simply by applying a voltage bias in between the electrodes without the need of any mechanical positioning system. By exploiting this working principle, Terabe et al. ${ }^{[38]}$ reported the so-called atomic-switch devices working in air at room temperature where the internal state of resistance can be programmed in stable and well-defined quantum levels by means of electrical stimulation. These electrochemical phenomena underlying the formation/annihilation of a conductive bridge in the nanogap of atomic switches have been subsequently exploited for the realization of resistive switching and memristive devices. In case of resistive switching and memristive devices, the formation/annihilation of a conductive


Figure 3. Quantum point contact realized by electrochemical reaction. The schematization of formation (a) and annihilation (b) of the atomic point contact obtained by applying a voltage difference between a mixed ionic and electronic conductor $\left(\mathrm{Ag}_{2} \mathrm{~S}\right)$ and a counter electrode substrate in a gap-type atomic switch. Adapted with permission. ${ }^{[37]}$ Copyright 2001, Riken.
filament bridging the two metal electrodes occurs across the insulating matrix, turning the device from a high resistance state to a low resistance state and vice versa under the action of an applied electric field, as described in Section 3.

## 3. Electrochemical Formation of Nanosized Filaments

### 3.1. Working Principles of Resistive Switching Mechanism

Resistive switching phenomena are the foundation of memristive devices. Different criteria can be adopted to classify the variety of memristive devices reported in the literature. They can be systemized as: i) unipolar or bipolar, depending on the switching polarity; ii) filamentary or non-filamentary, depending on whether a filament short circuits the electrodes or involves a surface area/volume effect; iii) gap- or gapless-type, depending on whether a vacuum gap develops between one of the electrodes and the solid electrolyte or not; and iv) ReRAM (redox-or ferroelectric-based), PCM (phase change), MRAM (magnetic-based), STT-RAM (spin transfer torque), eRAM (elec-tronic-effects-based) or NRAM (van der Waals forces based), depending on the physical phenomena responsible for the switching mechanism. ${ }^{[39]}$ Each of the memristive device type shows strengths and weaknesses depending on the particular field of application and operation conditions. Formation and rupture of atomic point contacts and quantum effects are most frequently reported for filamentary type redox-based memristors (ReRAMs), which can be additionally split into electrochemical metallization cells (ECM), valence change memories
(VCM) and thermochemical cells (TCM). Considering their functionalities and reliability, ECM and VCM devices are largely favored. In both type of cells, quantum conductance steps were observed. ${ }^{[18,38,40,41]}$ To better understand this phenomenon it is necessary to understand in more detail the physical mechanism of the filament formation and the forces acting upon the filament structure, as discussed in the following.

ECM cells denoted also as conductive bridge RAMs (CBRAM) and/or programmable metallization cells (PMC) rely on the electrochemical formation (deposition) and rupture (dissolution) of a metallic filaments that short-circuit (SET) or disconnect (RESET) the device, defining the low resistive state (LRS or ON) and high resistive state (HRS or OFF) of the device, respectively. ECMs consist of: i) an electrochemically active electrode that can be $\mathrm{Ag}, \mathrm{Cu}, \mathrm{Ni}, \mathrm{Fe}$, etc. which can be oxidized by applying a positive voltage on it; ii) a switching film-it can be an oxide, a higher chalcogenide or a single-element material, e.g., Si (typically amorphous), that allows ions to be transported and iii) an inert counter electrode (metals such as Pt, Ir, etc, and compounds, e.g., TiN, ITO, etc.). Nevertheless, the definitions for active and inert metals are somehow blurred as even noble metals such as $\mathrm{Pt}, \mathrm{Pd}, \mathrm{Ru}$, and Au were demonstrated to actively participate in the filament formation processes under specific conditions. ${ }^{[42-45]}$ Figure 4a schematically shows the individual steps of the ECM mechanism as well as the corresponding current-voltage ( $I-V$ ) characteristics. The processes leading to the filament formation under the applied bias shown in Figure 4a are: 1) redox reaction at the active electrode (oxidation), which provides metal cations into the switching matrix; 2) migration/diffusion of the ions towards the counter electrode, 3) nucleation/filament formation, and 4) filament growth.


Figure 4. Working principle of ECM and VCM cells. a) Schematic representation of the processes during I-V sweep including formation and dissolution of a metallic filament in electrochemical metallization memories (ECM). The current saturation is due to the set current compliance (here $1 \mu \mathrm{~A}$ ) used to prevent irreversible cell damages once the filament is formed. The value for the current compliance is chosen depending on the particular electrochemical system. It is also used to adjust the ON resistance (multilevel switching). The higher the current compliance the lower is the ON resistance. Using different current compliances the ON resistance can be varied by orders of magnitude. Reproduced with permission. ${ }^{[56]}$ Copyright 2013, WileyVCH. b) Schematic presentation of the operation principle and related I-V characteristic of a VCM cell. Pt-electrode is serving as a Schottky electrode with high work function; Zr is the ohmic electrode and $\mathrm{ZrO}_{2}$ is the switching film. The device is SET to ON state within the disc. The undesolved filament behind is denoted as a plug. (A) is the OFF state, (B) represents the SET and © the ON state. The RESET process is given in (D). Reproduced with permission. ${ }^{[39]}$ Copyright 2012, Wiley-VCH.

The dissolution of the filament occurs at reverse applied bias (step 5) and is also electrochemical in nature. Factors such as counter electrode reaction, ${ }^{[46]}$ presence of moisture, ${ }^{[47,48]}$ type of matrix, presence of doping/impurities, ${ }^{[49]}$ and bond strength between mobile ions and surrounding matrix ${ }^{[50]}$ are essential factors found responsible for the reliable operation of the device. Details of ECM fundamentals and the individual factors influencing the physicochemical processes described above can be found in the literature. ${ }^{[51-53]}$

VCM cells, denoted also as OxRAM, also rely on redox reactions. They consist of an ohmic electrode (e.g., Ti, Hf, Ta, or similar metal with high affinity to oxygen), a switching film (typically an oxide) and an inert electrode with higher workfunction compared to the oxide (Schottky electrode). Here the ON and OFF states are a consequence of the Schottky barrier at the interface between the filament tip and the electrode. A schematic representation of these processes is provided in Figure 4b. In contrast to ECM, the filament is not completely dissolved during the RESET but remains largely intact (plug) during SET/RESET operations. Switching is triggered by ion movement and related redox reactions within a tiny disc (about $2-3 \mathrm{~nm}$ in diameter) between the partial filament/plug and the opposing electrode. In VCM, the main mobile species was originally supposed to be oxygen ions (or ion vacancies, using defect chemical terminology), but cations were also found to be part of this process. ${ }^{[54,55]}$ The contribution of cations increases in the case of field-enhanced transport conditions as the oxidation number of the ions is in the exponential term of the equation for field-accelerated migration. ${ }^{[56]}$ In the switching process, the exchange of oxygen (atoms/ions) between the ohmic electrode and switching film is also an important prerequisite for reliable operation. The ohmic electrode is in that respect electrochemically active and its electrochemical oxidation rate and absorption (oxygen scavenging) capacity need to be considered. The process can be seen as similar or even identical to the well-known electrochemical oxidation of metals, being an established approach for oxide thin film formation on metal surfaces.

In both ECM and VCM devices filaments are formed, whose diameter is considered to vary between a few nanometers up to several tens of nanometers. ${ }^{[57]}$ The exact shape and morphology are determined by the driving forces (voltage, current), local conditions (temperature, environment), and physical/mechanical compressive/elastic forces (given by density and/or crystallinity of the switching film). The filament dynamics (formation, growth, stability) are complex and, due to the small size and related instabilities, are not easily assessable. Nevertheless, it has been shown that the shape of the filaments and even the growth direction depend on the combination of two factors, namely the electrochemical reaction rate and the mobility of the ions within the switching medium as schematized in Figure $5 .{ }^{[45]}$ In the case where both reaction rate and mobility are high (case a), the growth proceeds from the cathode towards the anode and the filament exhibits a nearly conical shape. When both mobility and reaction are slow, a reverse growth mode occurs, in which the core filament develops from the anode toward the cathode via a mechanism based on bipolar electrode effects (case b). For the case in which the reaction is fast but the mobility low (case c), the bipolar electrode effect can be observed and monolithic filaments are rarely seen. Instead, when the mobility is high but the electrochemical reaction is slow (case d), the growth direction is preserved but the shape is more like tiny whiskers. Thus, according to these observations, it could be possible to predict or in some cases control the shape and size of the filaments by varying with the electrochemical reaction rate and the ion mobility.

The processes of formation and dissolution of the filaments often proceed through a stage that results in quantum point contact formation. After the first demonstration of this effect by Terabe et al. ${ }^{[38]}$ for gap-type atomic switches (details in Section 1), further studies delivered more information for this process also in gapless-type devices. ${ }^{[40,58]}$ Depending on the time of application of the voltage/current, the filament can be completed or just partially formed. During the formation process and after the applied field is switched off, different


Figure 5. Mechanisms of filament growth. The shape and direction are determined by the electrochemical reaction rate and mobility. a) High mobility and reaction rate; b) low mobility and low rate; c) low mobility but high reaction rate; and d) high mobility and slow electrochemical reaction rate. Reproduced with permission. ${ }^{[45]}$ Copyright 2014, Springer Nature.
supportive and destructive forces can act on the tiny filament as discussed in Sections 3.2 and 3.3.

### 3.2. Supporting Forces Acting on Nanofilaments

The strongest temporal supportive force driving filament growth is the applied voltage (through the electric field). The process starts with the filament nucleation described by the equation: ${ }^{[59]}$
$\Delta G\left(N_{\mathrm{C}}\right)=N_{\mathrm{C}} e \Delta \varphi+\Phi\left(N_{\mathrm{C}}\right)+N_{\mathrm{C}} \varepsilon$
where $\Delta G$ is the Gibbs formation energy of the critical nucleus, $N_{\mathrm{C}}$ the number of atoms constituting the critical nucleus, $e$ the charge of the electron, $\Delta \phi$ the applied overvoltage, $\Phi\left(N_{\mathrm{C}}\right)$ the specific free surface energy of the critical nucleus and $\varepsilon$ the strain energy per atom.

Initially, the change in Gibbs formation energy must not be necessarily negative (i.e., leading to nucleation), the additional energy contribution $N_{\mathrm{C}} \varepsilon$ will inhibit the nucleation and the specific surface energy will try to keep its minimum. However, the applied voltage $\Delta \phi$ supports this process (cathodic overvoltage is negative) and makes the formation of the critical nucleus feasible. After the formation of the critical nucleus, the growth will proceed limited by the charge transfer (Butler-Volmer) kinetics:
$j=j_{0}\left[\exp \left(\frac{(1-\alpha) z e}{k T} \Delta \varphi\right)-\exp \left(-\frac{\alpha z e}{k T} \Delta \varphi\right)\right]$
with $j$ and $j_{0}$ being the current density and the exchange current density, respectively; $\alpha$ is the transfer coefficient, and $z$ the number of exchanged electrons.

In certain cases, diffusion-limited kinetics is observed so that (2) reduces to:
$j=j_{\mathrm{d}}\left(1-\frac{k T}{z e} \Delta \varphi_{\mathrm{d}}\right)$
which can also be formulated for field acceleration conditions as:
$j_{\mathrm{d}}=2 z e c a f \exp \left(-\frac{\Delta G_{d}^{\neq}}{k T} \Delta \varphi\right) \sinh \left(\frac{a z e}{2 k T} E\right)$
where $j_{\mathrm{d}}$ denotes the diffusion determined current density, $a$ the mean ion jump distance, $f$ the attempt frequency, $\Delta G_{d}^{\neq}$ the jump activation barrier height, $c$ the ion concentration, and $E$ the applied electric field. The combination of these factors (Equations 2-4) leads to the different growth modes and filament shapes as shown schematically in Figure 5.

Once formed, the filament is not necessarily uniform in shape and thickness. Thinner regions, that are potential weak points which lower the integrity of the filament, can often exist. However, a self-preserving mechanism can counteract such weaknesses to a certain extent. Metal filaments, with few exceptions, are in general subject to oxidative/corrosive effects. In many cases, however, the product of this corrosion can have protective functions, especially in the case of formation
of dense layers, blocking further ion and/or electron transport (Figure 6a).

In case of application of a voltage across the filament (e.g., during read out or even "refresh" operations) Joule heating may occur, and the temperature increase will mainly affect the narrowest regions. Local increase of the temperature will shift the local electrode potential to more positive values and make deposition of metal atoms in these places preferential (Figure 6b). Note that this is a classical (not quantum) effect that is not expected to occur in the quantum point contact itself but that can take place in thicker filament regions where conduction is not ballistic.

An electric field gradient can also be formed in tiny restrictions, leading to movement of atoms in the direction oppose to the gradient (Figure 6c) leading again to a self-healing effect. Such effects have been already reported in the literature. ${ }^{[45]}$ Again, this is not the picture for an ideal ballistic constriction in which in principle thermalization always occurs outside the region of interest.

### 3.3. Destructive Forces Acting on Nanofilaments

The supportive mechanisms described above are counteracted by certain destructive forces, which act to dissolve the filament. The oxidative/corrosive influence caused by the surrounding matrix (switching film) and the local environment (e.g., oxygen and moisture) lead to the removal of atoms and/or the formation of local corrosive conditions which break the filament (Figure 6d). Of considerable importance is the corrosive influence of moisture $\left(\mathrm{H}_{2} \mathrm{O}\right)$. Corrosive galvanic elements can also appear at points of increased mechanical stress due to matrixfilament interactions (Figure 6e). The local corrosive elements will target the narrow regions of the wires, diminishing or eliminating the self-healing effects. The smallest sections of the filament will experience an excess in surface energy, which can also result in instabilities and/or destruction of these regions, breaking the integrity of the filaments (Figure 6d). Incomplete and/or disrupted filaments experience, in addition to corrosion, another destructive influence due to a nanobattery force, ${ }^{[60]}$ namely the Gibbs-Thomson effect (Figure 6f).
$\Delta \varphi_{\mathrm{GT}}=-\frac{\mu^{\text {micro }}-\mu^{\text {nano }}}{z e}=-\frac{2 \gamma}{z e r} V_{\mathrm{m}}$
Here $\gamma$ is the surface free energy, $r$ the radius of the particle, $V_{\mathrm{m}}$ the molar volume, and $\mu$ the chemical potential of the nanofilament metal. Finally, the application of an anodic voltage to the filament could represent a strong driving force for its partial or complete dissolution. In addition, another driving force is related to the wind force arising due to the motion of electrons that transfer to atoms a momentum that is proportional to their velocity. This may lead to kicking-off of atoms and breaking the junction.

## 4. Ballistic Transport in Nanosized Filaments

Electron transport phenomena occurring in narrow constrictions such as nano and atomic-scale filaments in memristive
 forces acting on nanofilaments including: a) corrosion effects, b) Joule heating effects, and c) electric-field-gradient-driven supportive forces. d-f) Schematization of destructive forces acting on nanofilaments including: d) oxidative/corrosive influence of the surrounding matrix (switching film) and local environment (e.g., oxygen and moisture) leading to dissolution of atoms and/or formation of local corrosive elements breaking the filament, e) corrosive galvanic elements that can appear at points of increased mechanical stress due to matrix-filament interactions, and f) the Gibbs-Thomson effect.
devices can be viewed as a scattering or transmission experiment with modes, such as those occurring in electron waveguides. ${ }^{[61]}$ Accordingly, understanding the role played by the geometrical and physical length scales involved in the system under study is essential to tackle the observed phenomenology and the corresponding device behavior. ${ }^{[62,63]}$ As mentioned in previous sections, structures in which the electronic phase-coherence length $L_{\phi}$, a measure of the distance over which quantum coherence is preserved, is of the same order of magnitude as the characteristic system size $L$ but much larger than the Fermi wavelength $\lambda_{\mathrm{F}}$ are called mesoscopic systems. Phase coherence can be lost by electron-electron and electron-phonon interactions. ${ }^{[64]}$ Since in many constricted systems the coherence lengths are hard to determine, electron transport in mesoscopic devices is often placed under the more general umbrella of one of the many faces of quantum transport theory. ${ }^{[65]}$ Depending on the relation between the elastic mean free path of the electrons $l$, a measure of the distance between elastic collisions with static impurities, and the system size $L$, transport is often referred to as ballistic ( $l \gg L$ ) or diffusive $(l \ll L)$. Typical values for $\mathrm{Ag}, \mathrm{Cu}$, and Au , are $l \approx 53.3,37.7$, and 39.9 nm , respectively. ${ }^{[66]}$ The regime in between ballistic and diffusive is sometimes called quasi-ballistic. In the ballistic regime, the main topic of this paper, the electron momentum is considered to be conserved and only affected at the two ends of the structure, where thermalization is allowed. Momentum relaxation can indeed occur inside real structures because of inelastic interactions and this can be viewed as a localized potential drop along the system under study. ${ }^{[64]}$ In the case of long and narrow constrictions, the conducting system is called
a quantum wire, which can be treated as a 1D problem when the condition $W<L_{\phi}$ is satisfied. Additionally, if $W$ is of the order of $\lambda_{\mathrm{F}} / 2$, the structure behaves as a monomode conductor exhibiting a resistance with value $R_{0}=G_{0}^{-1} \approx 12.9 \mathrm{k} \Omega$. In the following paragraphs, the theoretical framework for describing the conductance quantization provided by the Landauer-Büttiker (LB) theory of conductance is presented. ${ }^{[67,68]}$ The LB formulism treats transport in constricted systems as a transmission problem for electrons close to the Fermi energy level. For the sake of brevity, the classical limit which arises from solving Poisson's equation for narrow circular constrictions (Maxwell approach) ${ }^{[69]}$ and the semiclassical limit for small ballistic contacts (Sharvin conductance $)^{[70]}$ will be skipped.

To understand quantized conductance effects in 1D systems we can consider two electrodes A and B separated by a narrow constriction of length $L$ and width $W$ (see Figure 7a) in which phase-coherence is preserved. The electrodes behave as ideal electron reservoirs in thermal equilibrium with welldefined temperatures. Inelastic scattering is restricted to these reservoirs only. In the case of experiments based on break-junctions and STM tips, A and B are pulled apart by means of a mechanical force. This elongation leads to the rupture of the individual nanocontacts that form the atomic bridge so that the constriction becomes narrower as the electrodes retract. This is a major difference with respect to semiconductor constrictions in which the bottleneck size is gradually modulated by a control gate voltage. In memristive devices, the constriction is defined by the narrowest part of the filament formed by ions or vacancies that links both metal electrodes.


Figure 7. Ballistic electronic transport in a mesoscopic system. a) Schematic of two conductive reservoirs $A$ and $B$ connected by a constriction with length $L$ and width $W$. b) Potential energy $V_{P}(z)$ of a particle in a 1D box.

Assuming ballistic transport in the constriction, the total current that flows through the structure can be calculated as the summation of the currents $i_{j}$ transmitted by each channel $j$. Here, the term channel relates to the available conduction modes (sub-bands) in the constriction. Within this approximation, no mixing among channels is allowed. According to the LB approach, the current $i_{j}$ reads:
$i_{j}=\frac{T_{j}}{R_{j}} e n v$
where $e$ is the electron charge, $n$ the electron concentration, and $v$ the velocity of the electrons in the 1D system. $T_{j}$ and $R_{j}$ are the transmission and reflection coefficients for channel $j$. The mode splitting which arises from the electron wavefunction confinement effect is $\Delta E=\pi^{2} \hbar^{2} /\left(2 m \lambda_{\mathrm{F}}^{2}\right)$. Here, $\lambda_{\mathrm{F}}=2 \pi / k_{\mathrm{F}}$ is the Fermi wavelength and $k_{\mathrm{F}}$ the Fermi wave-vector. Typical values for $\lambda_{\mathrm{F}}$ are 0.52 nm for Au and $\mathrm{Ag}, 0.46 \mathrm{~nm}$ for Cu , and 50 nm for a 2D electron gas (2DEG) in GaAs. In general, quantum conductance levels can be observed if $\Delta E \gg k T, k$ being the Boltzmann constant and $T$ the absolute temperature. Accordingly, quantum conductance effects in $\mathrm{Au}, \mathrm{Cu}$, or Ag can be observed at room temperature ( $\Delta E \approx 1 \mathrm{eV} \gg k_{\mathrm{B}} T \approx 26 \mathrm{meV}$ ). On the contrary, 2DEG-experiments require much lower temperatures (typically $T<4 \mathrm{~K}$ ). More in depth, it can be shown that the number of quantum channels in a constriction can be linked to the number of valence orbitals of the atoms forming the conductive bridge. ${ }^{[7]}$

According to quantum statistics, the electron concentration $n$ can be expressed as:

$$
\begin{equation*}
n=\int_{E_{\mathrm{C}}}^{\infty} f(E) \cdot D(E) \mathrm{d} E \tag{7}
\end{equation*}
$$

where $E_{\mathrm{C}}$ is the energy corresponding to the bottom of the conduction band, $D(E)$ the density of states, and $f(E)$ the Fermi-Dirac distribution. Assuming that only a small range of energies around the Fermi level $E_{\mathrm{F}}$ plays a significant role for conduction, Equation (7) can be simplified as:
$n \approx \frac{1}{2} \cdot D(E) \cdot E$
The density of states is calculated as follows. Let us consider the case of a particle in a box with infinite walls such as that
illustrated in Figure 7b. The particle (electron) can be found in the region $0<z<L$. According to the 1D time-independent Schrödinger equation, the wavefunction $\psi(z)$ associated with the particle must obey:
$-\frac{\hbar^{2}}{2 m} \frac{\mathrm{~d}^{2} \psi(z)}{\mathrm{d} z^{2}}+V_{\mathrm{P}} \psi(z)=E \psi(z)$
where $E$ is the energy of the particle, $m$ its mass, and $\hbar=h /(2 \pi)$ is the reduced Planck constant. A solution to Equation (9) in the form of $\psi(z)=\sqrt{2 / L} \sin (k z)$ (with the wave number $k=n \pi / L, n$ being an integer) can be derived using the boundary conditions $\psi(0)=\psi(L)=0$. With these boundary conditions, the relationship between the kinetic energy and the wave number $k$ for the particle inside the box can be established as:
$E=\frac{\hbar^{2} k^{2}}{2 m}$
From Equation (10), it follows that in $k$-space all points located a distance $k^{2}$ apart from the origin have the same energy. These points form a shell of equal energy with radius $k$. The volume of this subspace is $V_{k}=4 \pi k^{3} / 3$ in $3 \mathrm{D}, V_{k}=\pi k^{2}$ in 2D, and $V_{k}=2 k$ in 1D. Transforming the problem of a particle in a box from real to $k$-space, the $k$-vectors also form a volume $\Omega_{k}=k_{x} \cdot k_{y} \cdot k_{z}=(2 \pi / L)^{3}$ in $3 \mathrm{D}, \Omega_{k}=(2 \pi / L)^{2}$ in 2 D , and $\Omega_{k}=2 \pi / L$ in 1D. Now, taking into account a factor 2 for the spin-degeneracy, we can calculate the ratio between $V_{k}$ and $\Omega_{k}$ for a 1D system as:
$N(k)=2 \cdot \frac{V_{k}}{\Omega_{k}}=2 \frac{2 k}{2 \pi / L}=\frac{2 k L}{\pi}$
From Equation (10), $k=\sqrt{2 m E} / \hbar$, and since $N(k) d k=N(E) d E$ we find $N(E)=2 L \sqrt{2 m E} /(\hbar \pi)$. Then, the density of states becomes:
$D(E)=\frac{1}{L} \cdot \frac{\mathrm{~d} N(E)}{\mathrm{d} E}=\frac{\sqrt{2 m}}{\hbar \pi} \cdot \frac{1}{\sqrt{E}}$
Substituting Equation (12) into Equation (7), we obtain:
$n=\frac{1}{2} \cdot \frac{\sqrt{2 m}}{\hbar \pi} \cdot \frac{1}{\sqrt{E}} \cdot E=\frac{1}{2} \cdot \frac{\sqrt{2 m}}{\hbar \pi} \cdot \sqrt{E}$
Now, considering that $v=\sqrt{2 E / m}$ and $E=e V, V$ being a small applied voltage, we find with the help of Equation (6):
$i_{j}=\frac{T_{j}}{R_{j}} e \frac{1}{2} \cdot \frac{\sqrt{2 m}}{\hbar \pi} \cdot \sqrt{E} \cdot \sqrt{\frac{2 E}{m}}=\frac{T_{j}}{R_{j}} \cdot \frac{e}{\hbar \pi} \cdot E=\frac{T_{j}}{R_{j}} \cdot \frac{2 e^{2}}{h} \cdot V$
Since $G_{0}=2 e^{2} / h$, the total current is then given by the summation over all channels $j$ :
$i=\sum_{j} i_{j}=G_{0} \cdot V \cdot \sum_{j} \frac{T_{j}}{R_{j}}=G_{0} \cdot V \cdot \sum_{j} \frac{T_{j}}{1-T_{j}}$
To further simplify Equation (15), let's consider that all the channels are equivalent, that is:
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$I=G_{0} \cdot N \cdot \frac{T}{1-T} \cdot V$
where $N$ is the number of available channels and $T$ is the transmission probability. Now, following Imry's interpretation, ${ }^{[72]}$ we consider the contact resistances (the resistances that arise between the reservoirs and the 1D structure associated with the mismatch in the number of conducting modes), so that:
$\frac{1}{G}=\frac{1}{G_{0} \cdot N}+\frac{1}{G_{0} \cdot N} \cdot \frac{1-T}{T}=\frac{1}{G_{0} \cdot N} \cdot \frac{1}{T}$
which leads to the simple expression:
$G=G_{0} N T$
or in terms of the current and voltage:
$I=G_{0} N T V$
Equation (18) is the celebrated Landauer formula that connects conductance with transmission probability and which is the basis for understanding the physics of mesoscopic systems. ${ }^{[73]}$ Before continuing, it is important to briefly point out the main limitations of the above development. As discussed in ref. [71], the LB approach is fundamentally a phenomenological theory that: i) relies on the scattering properties of the structure without establishing a clear link with the microscopic aspect of the problem, ii) does not account for self-consistency for the electrostatic potential, iii) only considers a fully quantum coherent transport process, and iv) does not include electron correlation effects. In this context, non-ideal factors including stress and filament geometry/nanostructure (see also Figure 6) can result in a deviation from the Landauer theory. Also, application of a finite bias voltage and finite temperatures requires a more in-depth analysis. Indeed, Equation (19) can be extended to the finite bias case by taking into account the energy dependence of $T:{ }^{[74]}$
$I=\frac{2 e}{h} \int T(E, V)[f(E-\beta e V)-f(E+(1-\beta) e V] d E$
where the constant $0<\beta<1$ is the fraction of $V$ that drops on the source side of the constriction. Following refs. [75, 76], if an inverted parabolic barrier of height $\Phi$ is assumed for describing the bottom of the first quantized sub-band at its narrowest point and the smearing of the Fermi functions at the electrodes is neglected (zero-temperature limit), the current becomes:
$I(V)=\frac{2 e}{h}\left\{e V+\frac{1}{\alpha} \ln \left[\frac{1+\exp \{\alpha[\Phi-\beta e V]\}}{1+\exp \{\alpha[\Phi+(1-\beta) e V]\}}\right]\right\}$
$\alpha$ is a parameter related to the longitudinal shape of the barrier and more specifically to the second derivative of the potential profile. ${ }^{[7]]}$ Equation (21) is valid for a single-mode ballistic conductor $(N=1)$. When the constriction is wide, $\Phi$ does not play any role ( $T \approx 1$ ) and Equation (21) reduces to Equation (19). However, if the constriction is narrow ( $T<1$ ), Equation (21) results in an exponential dependence of the $I-V$ characteristic.

These two extreme cases have been identified with the LRS and HRS conduction modes in resistive switching devices, respectively. ${ }^{[88,79]}$ Furthermore, following ref. [80], it was demonstrated that the LRS $I-V$ characteristic can be approximated by the expression: ${ }^{[81]}$
$I=G_{0}(\beta \vec{N}+(1-\beta) \stackrel{\leftarrow}{N}) V$
where $\vec{N}$ and $\overleftarrow{N}$ are the number of right- and left-going conduction modes, respectively. This is a consequence of the specific energy location of the top of the confinement potential barrier with respect to the quasi-fermi levels at the reservoirs. For symmetrical potential drops at the two ends of the constriction ( $\beta=1 / 2$ ), Equation (22) reduces to:
$I=G_{0} N V$
where $N=(\vec{N}+\bar{N}) / 2$. Notice that Equation (23) is formally equivalent to the Landauer formula, Equation (19). However, if the difference between $\vec{N}$ and $\stackrel{\leftarrow}{N}$ is an even number, Equation (23) predicts integer multiples of $G_{0}$, whereas if the difference between $\vec{N}$ and $\stackrel{\leftarrow}{N}$ is an odd number, half-integer multiples of $G_{0}$ are obtained. These are referred to as the linear and nonlinear conduction modes in quantum-point contacts, respectively, and have been reported many times in RRAM devices. ${ }^{[82,83]}$ In this connection, it is worth emphasizing that caution should be exercised with the use of the term conductance quantization in RRAM devices: ${ }^{[18]}$ as experimentally observed, only for simple s-electron metals the transmission probability for the conductance channels is expected to be close to integer values as expressed by Equation (18). ${ }^{[11,84]}$ For this reason, observation of quantum steps in the conduction characteristics of RRAMs should be more appropriately considered to be in the quantum (rather than in the quantized) regime of conductance ${ }^{[85]}$ In this context, it should be remarked that in conventional QPCs half-integer quantization has been ascribed to spin polarization effects as well. However, it is important to emphasize that quantum effects in memristive devices differ from conventional QPC phenomena in the sense that the observed jumps of conductance in resistive switching devices are not the result of a pure electrical effect. Indeed, the jumps correspond to structural modifications of the filamentary pathway caused by the ion/vacancy movement. The fact that QPC in memristive devices does not result from a pure electronic mechanism is revealed when the applied voltage is decreased (without changing its sign) and the current does not follow the original path (hysteresis). This behavior does not occur in purely electronic conventional QPC systems where the $I-V$ path remains always the same without showing a hysteretic behavior. As a consequence, even though polarization effects cannot be disregarded in memristive devices, the picture associated with the blocking of conducting states (because of the relative energy location of the barrier with respect to the injecting contacts) is suggested to be more plausible. In this framework, quantization of the conductance should be discerned from stepwise variations in the conductance that can arise from discrete atomic structures of the contact with limited numbers of accessible configurations, as detailed in refs. [85, 86]. True conductance quantization can be distinguished from discrete variations
in contact size by analyzing the characteristic sequence of conductance values arising from mode degeneracy. ${ }^{[29]}$

In spite of the limitations discussed above and the uncertainties, it is more than clear that Landauer's theory has achieved great success in the field of quantum transport providing a feasible explanation to a plethora of phenomena, including the occurrence of quantum effects in memristive devices.

## 5. Quantum Conductance Regime in Resistive Switching and Memristive Devices

Research on resistive switching memories started in the $1960 \mathrm{~s}^{[87,88]}$ but fell in popularity with the advent of solid-state memories based on floating-gate transistors ${ }^{[89]}$ and flash memory. ${ }^{[90]}$ In the 2000s, Flash scaling became a serious challenge, ${ }^{[91]}$ and alternative concepts including resistive switching memories attracted large attention. ${ }^{[16,92-95]}$ The observation of localized switching effects at the nanoscale ${ }^{[96]}$ demonstrated the potential of resistive switches to be scaled down to almost atomic level (i.e., the lateral size of the filament). In these length scales, quantum conductance effects can play a dominating role during and after the resistance transition even at room temperature as previously discussed in Section 4.

### 5.1. Experimental Demonstrations

The first demonstration of quantum conductance effects in socalled gap-type resistive switches (atomic switch) was reported by Terabe et al. in 2001 and 2004. ${ }^{[37,38]}$ The authors fabricated a microscale crossbar based on a silver wire as a bottom-electrode and a platinum top-electrode, where the top-electrode was separated from the bottom electrode by a thin-film heterostructure composed of $\mathrm{Ag}_{2} \mathrm{~S}$ and Ag . By applying an appropriate voltage between both electrodes, the Ag thin-film was dissolved in the $\mathrm{Ag}_{2} \mathrm{~S}$ layer, which eventually formed a 1 nm thick vacuum gap (hence the name gap-type atomic switch) between the $\mathrm{Ag}_{2} \mathrm{~S}$ and platinum layer. Upon bipolar voltage cycling, a nanoscale silver wire can be formed and erased in the vacuum gap, which modules the device conductance. Figure 8a depicts the sample structure and Figure 8 b the device operation principle. ${ }^{[38,97]}$ The authors observed the signature of quantum point conductance effects $\sigma=2 n e^{2} / h$ (where $n$ is an integer number) upon tuning the device conductance at room temperature as reported in Figure 8c.

The vacuum gap allows the filament to be formed and erased independently (and thus without any morphological restriction and nano-mechanical stress) from any surrounding switching material. However, later on, conductance quantization effects were observed in conventional (gapless) resistive switching devices, including ECM ${ }^{[40,86]}$ and VCM ${ }^{[98,99]}$ devices.

For example, by considering ECM cells, by applying a cur-rent-sweep quantum conductance steps were observed in a Ag / AgI/Pt-based resistive switch as reported in Figure 9a. Similar quantum conductance behavior has been also observed for mixed-ionic conductors such as $\mathrm{Ag}_{2} \mathrm{~S}^{[86,100]}$ (Figure 9b) and $\mathrm{GeS}_{2},{ }^{[101]}$ and even oxides including $\mathrm{SiO}_{2},{ }^{[102-104]} \mathrm{Ta}_{2} \mathrm{O}_{5},{ }^{[99,105]}$ $\mathrm{HfO}_{2}{ }^{[106,107]} \mathrm{Zr}_{0.5} \mathrm{Hf}_{0.5} \mathrm{O}_{2}{ }^{[108]}$ Also, quantum effects with an

ECM-type memristive mechanism have been reported in devices with an insulating matrix based on polymers, ${ }^{[109,110]}$ amorphous carbon, ${ }^{[111]}$ graphene nanoplatelets, ${ }^{[112]}$ and natural acidic polysaccharides. ${ }^{[113]}$

In all cases, step-wise conductance changes were measured, which can be attributed to an integer multiple of the one atomic point contact conductivity $G_{0}^{-1} \approx 12.9 \mathrm{k} \Omega$. However, the atomic point contact is in series to the bulk filament resistance $R_{\mathrm{F}}$, which can be in the order of some hundreds of $\Omega$ to $\mathrm{k} \Omega$, and is thus in a similar range as $G_{0}^{-1}{ }^{[40,102]}$ This results in a deviation of the measured device conductance $G=\left(R_{\mathrm{F}}+\left(n G_{0}\right)^{-1}\right)^{-1}$ from the expected value $n G_{0}$. Also, due to statistical variations a conductance state histogram is usually obtained, as for example reported in Figure 9c where the conductance state was statistically evaluated by considering more than two hundred datasets obtained in different devices. ${ }^{[105]}$ Note that in ECM cells also Coulomb-blockade effects have been reported when measured at low temperature. ${ }^{[114]}$ Remarkably, Jameson et al. ${ }^{[101]}$ demonstrated the programmability of quantum levels in $\mathrm{Ag} / \mathrm{GeS}_{2} / \mathrm{W}$ cells produced in a foundry as part of a CBRAM memory chip, proving that memristive devices working in the quantum regime are scalable and manufacturable.

The first report of quantization effects in $\mathrm{SiO}_{2}$ dates back to the late 90 s, where Sune et al. ${ }^{[115]}$ demonstrated experimentally and by simulations that the dielectric breakdown of $\mathrm{SiO}_{2}$ films in MOS (metal-oxide-semiconductor) devices opens atomic-sized conduction channels acting as quantum point contacts. In a later work, Mehonic et al. ${ }^{[82]}$ reported on conductance quantization effects in silicon oxide $\left(\mathrm{SiO}_{x}\right)$-based valence change mechanism devices. In contrast to early studies on conductance quantization in CBRAM devices, Mehonic et al. reported on half-integer multiples of the one atomic point contact conductivity (Figure 9d). Following a previous paper by Miranda et al., ${ }^{[81]}$ the authors attributed the discrepancy of experimental findings in the literature reporting on either integer or half-integer values of $G_{0}$ to the chemical potential gradient across the conductive filament and the energy location of the confinement potential barrier with respect to the quasiFermi levels at the contacts. In CBRAM devices, the metallic filament may not allow a large chemical potential gradient to be maintained across the atomic point contact. Thus, the conductivity is driven by injecting electrons in the same energetic subband of the atomic-size constriction. For VCM devices, the filament formation is driven by oxygen-vacancies $V_{0}^{*}$ and the filament is composed of a matrix of cations and $V_{0}^{*}$, as previously discussed in detail in Section 3.1. Thus, the quantum point contact can maintain larger chemical potential gradients and the modes of the electrons driven across the atomic point contact fall in different energetic subbands. It can be shown that the latter can result in half-integer values of the one atomic point contact conductivity. Note that in an ideal quantum point contact there is no potential drop along the constriction and the potential drops occur mainly at the contacts, for this reason the structure can sustain large current densities. A potential drop in a quantum constriction occurs when phase relaxation is allowed or when a barrier or gap exists along the filament. Quantum conductance effects have now been observed at room temperature in various VCM-type devices (most showing halfinteger values of $G_{0}$ ), including devices based on $\mathrm{HfO}_{2}$, ${ }^{[98,116,117]}$


Figure 8. Quantum conductance effects in gap-type atomic switches. a) Scanning electron microscopy image of the crossbar sample structure consisting of two atomic switches. b) Operation principle of the atomic switch: the Ag layer separating $\mathrm{Ag}_{2} \mathrm{~S}$ and Pt is at first dissolved in $\mathrm{Ag}_{2} \mathrm{~S}$, which eventually leads to the formation of a vacuum gap. Upon applying bipolar voltage signals across the crossbar, a nanoscale Ag filament can be formed in the gap. c) By applying voltage pulses (length 50 ms , voltages amplitudes of 200 mV from 0 to $1,100 \mathrm{mV}$ from 1 to $2,80 \mathrm{mV}$ from 2 to 3, and 260 mV from 3 to 0 ) the conductance of the atomic switches (blue and green) and the total conductance (red) is step-wise increased by integer multiple of the one atomic point contact conductivity $2 e^{2} / \mathrm{h} . \mathrm{a}-\mathrm{c}$ ) Reproduced with permission. ${ }^{[38]}$ Copyright 2005, Springer Nature.
$\mathrm{ZnO},{ }^{[118]} \mathrm{SiO}_{2},{ }^{[119]} \mathrm{CeO}_{x} / \mathrm{SiO}_{2},{ }^{[81]} \mathrm{NiO},{ }^{[120]} \mathrm{TiO}_{2},{ }^{[121-123]} \mathrm{Gd}_{2} \mathrm{O}_{3},{ }^{[124]}$ and $\mathrm{Ta}_{2} \mathrm{O}_{5} \cdot{ }^{[125,126]}$ The appearance probability of quantum point contact in VCM cells can be improved by optimizing the

distribution of oxygen vacancies, as for example reported by hydrogen thermal treatment. ${ }^{[127]}$ It is worth noting that the transition between quantum levels in resistive switching devices is

Figure 9. Conductance quantization effects in gapless resistive switchers. a) Step-wise increase of the filament conductance of a $\mathrm{Ag} / \mathrm{Agl} / \mathrm{Pt}$ resistive switch by using a current-sweep. Reproduced with permission. ${ }^{[40]}$ Copyright 2012, IOP Publishing Ltd. b) Step-wise decrease of the filament conductance of a $\mathrm{Pt} / \mathrm{Ag}_{2} \mathrm{~S} / \mathrm{Pt}$ device upon reset. Reproduced with permission. ${ }^{[86]}$ Copyright 2012, AIP Publishing. c,d) Histogram of conductance quantization effects for $\mathrm{Ag} / \mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{Pt}$ CBRAM-device (c) derived from voltage or sweep experiments and for a poly- $\mathrm{Si} / \mathrm{SiO}_{x} /$ poly-Si VCM-type device (d). c) Reproduced with permission. ${ }^{[05]}$ Copyright 2012, IOP Publishing. d) Reproduced with permission. ${ }^{[82]}$ Copyright 2013, Springer Nature.
related to electrically induced morphological changes of the filament and, in this sense, quantum effects in these devices are more similar to break-junction QPC rather than 2DEG QPC. In this context, evidence of truly atomic-sized metallic filaments was reported by Török et al. ${ }^{[128]}$ who reported the transmission probabilities of each individual conduction channel contributing to conductance, the so-called quantum PIN code, through superconducting subgap spectroscopy. Similarly, nonlinearities of current-voltage characteristics caused by superconductivity combined with transmission channel analysis and molecular dynamics were previously investigated by Schirm et al. ${ }^{[129]}$ in a current-driven single-atom memory device based on a few-atom aluminum contact. In this context, the nature of stepwise variations of conductivity depends on the peculiar device configuration, employed materials, and operating conditions.

### 5.2. Quantum Level Stability and Random Telegraph Noise

In resistive switches, the conducting filament acts as a waveguide for electrons and provides ballistic transport between the electrodes, as discussed in Section 4. Three requirements need to be fulfilled in order to observe quantum conductance effects in resistive switches at room temperature. The first requirement is that quantum point contacts are structurally feasible, which is fulfilled by the nanoscale geometry of the filament. The second requirement is related to the thermal energy since quantum conductance effects can be observed when the energy of the quantum mode splitting is larger than the thermal energy (details in Section 4). The third requirement is related to the experimental conditions. Thermally induced fluctuations of even single atoms forming the quantum point contact ${ }^{[125,130]}$ may not only affect the measured conductivity level but could also impede the observation of quantum conductance effects. Therefore, standard quantum point contacts must have a certain electrochemical and thermomechanical stability of at least some microseconds to seconds (depending on the measurement system's bandwidth) to be experimentally observable. Typical time scales in which stable quantum conductance levels are observed are in a time range between some hundreds of milliseconds ${ }^{[86]}$ to some tens of seconds. ${ }^{[40,105]}$ Deswal et al. reported on the importance of the formation
conditions to set quantum conductance levels. ${ }^{[131]}$ On the contrary, by precise limitation of the current compliance during current-voltage sweeping, the authors could observe conductance quantization effects with a stability of some hundreds of seconds in a $\mathrm{Al} / \mathrm{Nb}_{2} \mathrm{O}_{5} / \mathrm{Pt}$ VCM device. A similar stability has been demonstrated by Yi et al. for $\mathrm{Ta} / \mathrm{TaO}_{x} / \mathrm{Pt}$ devices ${ }^{[125]}$ and an even higher stability in the order of $10^{4} \mathrm{~s}$ has been reported by Chen et al. for $\mathrm{Pt} / \mathrm{HfO}_{x} / \mathrm{Pt}^{[132]}$ (Figure 10a). However, little is known on the fundamental thermomechanical or electrochemical processes controlling the atomic stability of the filament and in particular of the quantum point contact. Since resistive switches are based on nanoionic redox reactions, processes similar to those in (nano-) batteries ${ }^{[60]}$ can affect or even dominate device behavior. ${ }^{[133]}$ Based on these processes, 1D kinetic Monte Carlo simulations supported by experimental findings revealed an electrochemical stability of quantum conductance levels in the order of some tens of seconds for $\mathrm{Ag} /$ $\mathrm{SiO}_{2} /$ Pt-based ECM cells. ${ }^{[102]}$ Though only limited studies in the literature report on the stability of quantum conductance effects, the general trend is that high stability is observed in particular for VCM-type devices. For example, quantum conductance levels with high stability and reproducibility have been reported by Hu et al. for $\mathrm{TiO}_{2}$-based devices, ${ }^{[122]}$ where the switching is dominated by migration of oxygen vacancies. The authors attribute the stability to reasonably robust conductive Magnéli-like nanophases. High stabilities reported by Deswal et al., ${ }^{[131]}$ Yi et al., ${ }^{[125]}$ and Chen et al. ${ }^{[132]}$ have been all also observed in VCM-type switching devices. Another phenomenon that is linked to quantum-scale effects is the observation of sudden stochastic step-like transitions between two discrete current levels of resistive switches (Figure 10b). This effect is called random telegraph noise (RTN) and has been observed in various resistive switching devices. ${ }^{[134-136]}$ RTN shows the signature of $1 / f$-noise (where $f$ is the frequency) and is also important for conventional semiconductor devices. ${ }^{[137-139]}$ In memristive devices, RTN has been suggested as true random generators for providing high encryption security. ${ }^{[134,135]}$ The $1 / f$-noise signature can either originate from release and trapping of electrons in/from defects, ${ }^{[135,136,140]}$ or atomic fluctuations (also termed as "ionic telegraph noise"). ${ }^{[134,141]}$ The latter is linked to the stability of the conductive filament (and the quantum point contact).


Figure 10. Quantum-scale effects in resistive switches. a) High stability of quantum conductance levels. Reproduced with permission. ${ }^{[132]}$ Copyright 2019, American Chemical Society. b) Random telegraph noise in a NiO-based resistive switch. Reproduced with permission. ${ }^{[136]}$ Copyright 2010, AIP Publishing.

### 5.3. Operating Modes

Mechanical breaking of macroscopic gold wires readily allows the observation of quantum conductance effects at room temperature. This has even been suggested as an experiment at high school or college undergraduate level. ${ }^{[142]}$ In these experiments, a constant voltage is applied to a wire while the transient current is monitored using an oscilloscope. Upon pulling the two ends of the wire apart, the resistance change is recorded. Immediately before the wire is broken, quantum conductance effects are observed. The conductive path in a VCM-type or CBRAM-type resistive switch behaves like a nanowire and its resistance can be tuned in a regime where single atoms dominate the path's conductivity. Likewise, a constant voltage (typically some tens of mV to 100 mV ) can be applied to a resistive switch to observe quantum conductance levels. This is called the constant-voltage mode and the reason for a conductivity change is the applied constant voltage resulting in an electrochemical stimulus. ${ }^{[58,105]}$ The difficulty is that the applied voltage must not be to high otherwise the quantum conductance effect is too brief to be observed. However, if the applied voltage is too small, the conductance change time may be too long for the experiment. Therefore, dynamic sweeping experiments have been suggested. A related method to the constant-voltage mode is the voltage-pulse operation. In this case, voltage pulses (length $\approx \mu$ s to ms ) with constant or variable amplitudes are applied followed by a long voltage pulse with a low amplitude to measure the device resistance. ${ }^{[105]}$ This method allows the observation of several quantum conductance levels if the pulse length and amplitude are tuned appropriately. A straightforward experimental method is the voltage sweep method, ${ }^{[40,81,116,118,143]}$ where a triangular voltage is applied to the device and the current is recorded simultaneously. This operation is identical to voltage-sweep experiments, which are commonly used for investigation of resistive switching effects. Here quantum conductance effects are observed during SET and RESET operations on the device. The difficulty is to find a voltage-step size that is small enough to probe as many quantum conductance steps as possible while keeping the overall measurement time at a moderate level. Instead of voltage sweeps, current sweeps can also be applied. The current-sweeping method is motivated by the electrochemical interpretation that the removal of single atoms from the narrowest part of the tip is related to a discrete charge for ionization of the atoms. By controlling the current and thus the charge, a high control of the atomic rearrangement is expected. In fact, using this method ${ }^{[102,40]}$ several conductance levels can be observed, especially for systems where only single conductance steps are observed using the voltage sweep method. However, the difficulty here is to precisely control the current (nA to $\mu \mathrm{A}$ range with $\mu \mathrm{s}$ to ms response) otherwise the conductance steps cannot be recorded.

It appears that there is no dominating technique to probe conductance quantization effects and the right choice of the operation mode depends on the device (e.g., RC-time), material system (switching kinetics and electrochemical overpotentials), and experimental capabilities (bandwidth but also temperature, ambient, etc.).

### 5.4. Quantum Effects in Low Dimensional Memristive Devices

Despite sharing the same working principle of conventional stacked cells, memristive devices based on low dimensional materials can represent suitable platforms for easier localization and characterization of switching phenomena. More interestingly, memristive systems and architectures based on low-dimensional materials can be also explored for the realization of transparent, bendable unconventional architectures and neuromorphic systems.

### 5.4.1.1D Materials

Memristive devices and architectures based on nanowires (NWs) have attracted increasing interest since the first experimental observation of resistive switching in a single NiO NW in 2008. ${ }^{[144]}$ As bottom-up building blocks, the main advantages of 1 D structures are their ultimate scalability, their high spatial localization of switching events, and their large surface-tovolume ratio that can be exploited to tune the electronic/ionic transport contributions.

Concerning single-NW-based devices, both ECM and VCM mechanisms of resistive switching have been reported in isolated metal oxide $\mathrm{NWs}\left(\mathrm{CuO}, \mathrm{ZnO}, \mathrm{TiO}_{2}, \mathrm{NiO}\right.$ are the most common), which can be single crystal, polycrystalline or heterostructured. ${ }^{[145]}$ A particularly effective configuration of ECM employs a single-crystal semiconducting NW between an electromigrating electrode ( Ag or Cu ) and an inert electrode $(\mathrm{Pt}) .{ }^{[146,147]}$ In this case, the low concentration of defects in the crystalline NW reduces the ionic transport in the bulk, so that the conductive bridge formation and rupture are localized on the NW surface (Figure 11a). In this way, the NW device acts as a resistive switching model system, where electronics and ionics are decoupled and all memristive functions-nonvolatile bipolar memory, multilevel switching, selector and synaptic operations imitating $\mathrm{Ca}^{2+}$ dynamics of biological synapses-are exploitable. ${ }^{[146]}$ Furthermore, for this kind of configuration, the electronic/ionic transport contributions in resistive switching can be easily regulated thanks to adsorbing chemical species (such as moisture) on the NW surface. ${ }^{[148]}$ Thanks to the Schottky barriers of different height between the NW and the electrodes, such devices can exhibit a self-limited current that prevents Joule heating and that can be easily modeled with two back-to-back diodes and a variable series resistance. ${ }^{[149]}$ Finally, short-term plasticity effects can be modeled starting from a potentiation-depression rate balance equation, where coefficients are exponentially dependent upon applied voltage, as is typical of ionic transport. ${ }^{[150]}$ Formation and rupture of nanofilaments in metal-oxide NWs follow the same ECM mechanisms described in Section 3, therefore it is straightforward to expect some evidence of the quantum conductance regime. Nevertheless, while there are several examples in literature of discrete conductance levels observed mainly during the relaxation processes due to the reconfiguration of the conductive filament, such reported values are typically far from $G_{0}$ (an example is reported in Figure 11b). In 2010, Johnson et al. reported memristive properties due to electromigration phenomena in
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Figure 11. Quantum effects in memristive devices based on 1D materials. a) SEM image of metallic nanofilaments on NW surface, as ECM mechanism in metal oxide NWs and b) its volatile resistive switching behavior with discrete conductance values during spontaneous relaxation of the nanofilament. c) SEM image of a self-organizing NWN realized by drop-casting (scale bar: 500 nm ). d) Image of a NWN self-assembled on a seed array. $e, f$ ) Sketches of memristive behavior in NW junctions (e) and in a single NW after the creation of a nanogap through breakdown (f). g) Conductive pathway in NWN highlighted by passive voltage contrast SEM image. h) Power-law dependence of conductance versus current compliance for NW junctions (Jxns) and NWN and i) zoomed view showing evidence of conductance plateaus close to quantum conductance. a,b) Reproduced under the terms of the CC-BY Creative Commons Attribution 4.0 International license (https://creativecommons.org/licenses/by/4.0). ${ }^{[146]}$ Copyright 2018, The Authors, published by Springer Nature. c,e,f) Adapted under the terms of the CC-BY Creative Commons Attribution 4.0 International license (https:// creativecommons.org/licenses/by/4.0). ${ }^{[156]}$ Copyright 2020, The Authors, published by Wiley-VCH. d) Reproduced with permission. ${ }^{[158]}$ Copyright 2012, Wiley-VCH. g-i) Reproduced under the terms of the CC-BY Creative Commons Attribution 4.0 International license (https://creativecommons.org/ licenses/by/4.0). ${ }^{[155]}$ Copyright 2018, The Authors, published by Springer Nature.
single-component gold NWs fabricated by top-down electron beam lithography. ${ }^{[151]}$ Asymmetrical geometrical changes are induced in the initially regular Au NW due to temperature gradients caused by the applied voltage. The device switches from HRS to LRS and the minimum diameter is calculated as $35 \mathrm{~nm}^{2}$, assuming a quantum of conductance $G_{0}$ for each atomic channel and a diameter for gold atoms of $\approx 0.3 \mathrm{~nm}$. However, also in this case the measured conductance is not close to $G_{0}$. An interesting and rather unique example of quantum memristive NW was recently reported, ${ }^{[152]}$ where single-crystal

Ge was used, taking advantage of its high carrier mobility and exciton Bohr radius ( 24.3 nm ). The NW thickness was 18 nm , so that a maximum of four current transport channels were available due to the quantum confinement. The conductivity was still dominated by charge carrier scattering because the NW length ( 2 mm ) significantly exceeded the electron scattering mean free path in Ge , but the added sub-bands could be used to show a memristive behavior in an electrostatically modulated back-gated field-effect transistor. The Ge NW was grown by liquid injection chemical vapor deposition and included a
thin amorphous native Ge oxide shell. Thus, controlling the trap population via electrostatic gating, different configurations regarding conduction-band profiles and trap populations were achieved, resulting in a memristive $I-V$ characteristics. The main limitation of this approach is the required cryogenic temperature of 78 K : at room temperature surface traps were effectively filled and the memristive behavior disappeared. Also, quantum conductance effects have been reported in resistive switching cells based on arrays of vertically aligned nanotube arrays ${ }^{[153]}$ and nanorod-based composites. ${ }^{[154]}$ In this scenario, it should be pointed out that a systematic study on quantum conductance effects in memristive NWs is currently missing.
A radically different approach is represented by the bottomup realization of devices based on NW networks (also known as atomic-switch networks) that can exhibit memristive and quantum conductance effects. An NW network (NWN) is composed of bottom-up synthesized NWs that are drop-cast on an insulating substrate and then contacted with microelectrodes (Figure 11c) ${ }^{[155-157]}$ or directly self-assembled on a seed array (Figure 11d). ${ }^{[158,159]}$ Each NW has a metallic core (typically Ag, Cu or Ni ) and an insulating shell (PVP polymer, metal oxide, or metal sulfide/iodide). The two main memristive mechanisms based on the ECM effect are schematized in Figure 11e,f. In the first case (Figure 11e), similarly to a vertical ECM cell, metal ions are moving in the NW junction from one NW metallic core to the other, forming nanofilaments in the insulating NW shells. In the second (Figure 11f), similar to a planar ECM cell and to NWs in ref. [151], a breakdown is created in the single NW due to Joule heating and electromigration effects, and metal ions are electromigrating in the so-formed nanogap. In these self-organizing systems, the nonlinear memristive dynamics is coupled to a recurrent network topology, giving rise to an emergent nonlocal behavior that resembles the way information is processed in human brain. ${ }^{[155-158,160]}$ Such unique features were recently proved to be effective for "in materia" implementation of brain-inspired unconventional computing paradigms-such as reservoir computing-that can solve important tasks such as speech and image recognition with reduced training parameters. ${ }^{[159,161]}$ Since the pioneering work of Stieg et al., ${ }^{[158]}$ it was shown that NWNs are characterized by collective interactions among many individual memristive elements, which in turn generate an emergent behavior that arises from complexity. The emergent behavior of the network is related to the formation of conductive pathways spanning the network connecting the stimulated electrodes, as directly visualized by lock-in thermography ${ }^{[162]}$ or by SEM imaging ${ }^{[155]}$ (Figure 11g). By interrogating the whole network with macroscopic electrodes, NWNs can show typical features of volatile memristive devices: a pinched hysteretic $I-V$ curve, potentiation/depression of conductance, paired pulse facilitation (PPF). ${ }^{[156]}$ Furthermore, the current response to appropriate voltage pulses can show metastable discrete states, with residence times ranging from milliseconds to several seconds. Such fluctuations in the global NWN conductance are due to the concurrent formation and relaxation of several local metallic nanofilaments that continuously redistribute electrical potential and current. The emerging critical dynamics in the network are typically suggested by $1 / f$ powerlaw scaling over several temporal orders of magnitude. ${ }^{[158]}$ More recently, avalanches and edge-of-chaos criticality in NWN were
demonstrated and found to possibly optimize information processing for complex learning tasks. ${ }^{[157]}$ How the memristive behavior of single NW junctions participates in forming an emergent network state that is characterized by a macroscopic conductance pathway is discussed by Manning et al. ${ }^{[155]}$ First, they showed how the same power law $\Gamma=A I_{c}^{\alpha}$ can be used to fit the dependence of measured conductance versus current compliance for single NW junctions, as well as for whole NWNs (and even for planar ECM cells). This suggests that the formation of current pathways across the macroscopic network may follow the same dynamics of the nanofilaments growth across a nanoscale junction. Furthermore, the NWNs exhibited a break from such a power-law trend, with the appearance of plateaus when conductance is approaching $G_{0}$ ( $\Gamma_{0}$ in Figure 11h,i). Starting from experimental data of single junctions, the authors simulated the network conductance in a multimodal representation, showing that the deviation from the power law appears when all the junctions involved in the macroscopic pathway are in their LRS. Such a "winner takes all" (WTA) conductance plateau is found to be $G_{0}$ divided the number $n$ of involved NW junctions. As the current compliance is increased, additional conductance plateaus are observed, due to the creation of new paths. Very promisingly, such WTA plateaus in NWNs are claimed to be much more stable than quantum conductance levels in single NW junctions, since they represent the lowest possible energy connectivity pathway in the network. ${ }^{[155]}$ In the framework of self-organizing systems, it is important to remark that quantum conductance phenomena were observed also in complex atomic-switch networks self-assembled from percolating metal nanoparticles, where the switching mechanism was reported to be related to field-induced atomic-wire formation within tunnel-gaps in between nanoparticles. ${ }^{[163,164]}$

### 5.4.2. 2 D materials

Since the isolation of graphene in $2004,{ }^{[165]}$ research in 2D materials has been exponentially increasing, positioning them at the forefront of emergent nanomaterials. They exhibit intriguing and exotic phenomena, including quantum confinement effects, ${ }^{[27,166]}$ and have great potential for a wide range of technological applications. Amongst the different functionalities of the broad family of 2D materials, resistive switching has been reported in two terminal devices based on graphene, ${ }^{[167]}$ graphene oxide, ${ }^{[168]}$ transition metal dichalcogenides (TMDs), ${ }^{[169-173]}$ hexagonal boron nitride (h-BN), ${ }^{[174,175]}$ black phosphorous (BP), ${ }^{[176]}$ and some transition metal oxides. ${ }^{[177]}$ Resistive switching effects have been reported in 2D materials in both a vertical configuration, where the 2D material is sandwiched in between two electrodes, and a planar configuration where lateral electrodes on the 2D material are realized (Figure 12a,b, respectively).

Resistive switching in 2D memristors has been explained by microscopic mechanisms such as defect/vacancy migration, filament formation, or even structural phase transitions. Although there are some reports of devices using graphene as the switching material, the most relevant use of graphene in memristive devices is as electrodes ${ }^{[178,179]}$ or as a permeable layer to control ion diffusion from the metallic electrodes. ${ }^{[55]}$


Figure 12. Quantum effects in memristive devices based on 2D materials. a) Memristive device based on 2D materials in vertical configuration. The left panel shows a TEM image of the h-BN stacks used to build cross-point memristive cells. The green arrows indicate the location of defects in the stack necessary to induce the RS. The right panel shows a schematization of a quantum point contact formed in h-BN memristive cell. Left: Reproduced with permission. ${ }^{[174]}$ Copyright 2019, American Chemical Society. Right: Reproduced with permission. ${ }^{[175]}$ Copyright 2021, Wiley-VCH. b) AFM topography of Ag filament in CVD-grown $\mathrm{MoS}_{2}$ planar device with Ag and TiW electrodes. The height profile taken across the white solid line is shown. Right: Schematic volatile-switching mechanism via Ag cations diffusion into MoS2 with the consequent formation of Ag filament. Reproduced with permission. ${ }^{[773]}$ Copyright 2020, Wiley-VCH. c) $I-V$ curves showing resistive switching behavior in a $5 \mu \mathrm{~m} \times 5 \mu \mathrm{~m}$ graphene-hBN-graphene device. Reproduced with permission. ${ }^{[174]}$ Copyright 2019, American Chemical Society. d) Typical switching characteristic of h-BN switch device with cc $=10 \mu \mathrm{~A}$ and e) corresponding zoom of $G-V$ characteristic showing the rupture of the quantum point contact. f) Modulation of quantum conductance by $A C$ voltage pulse with fixed duration and increasing amplitude in a h-BN-based device. d-f) Reproduced with permission. ${ }^{[775]}$ Copyright 2021, Wiley-VCH.

On the other hand, TMDs and in particular $\mathrm{MoS}_{2}$ as switching layers seem to be very versatile for realizing large resistance ratios, multilevel resistance states, low power consumption switches, and even flexible devices. The realization of a nonvolatile resistive switching device in a single atomic TMD layer sandwiched between electrodes has proven that these materials do have the potential to achieve the ultimate scaling level for memristive devices. ${ }^{[169]}$ Stable bipolar switching with a few hundred mV threshold voltage has been achieved by using a double $\mathrm{MoS}_{2}$ layer between Cu and Au electrodes ${ }^{[171]}$ demonstrating the capabilities for low energy consumption applications (which is a critical parameter for neuromorphic computing). In the latter case, atomic-scale Cu filaments are formed while in the first example, localized and/or extended defects are responsible for the observed switching. One advantage of 2D memristors is the possibility to fabricate lateral devices in a relatively easy way. ${ }^{[170,173]}$ The formation and rupture of a filament from an active Ag electrode in a $\mathrm{MoS}_{2}$ planar device have been proposed
as a promising route for engineering 2D artificial neurons. ${ }^{[173]}$ Another feature of 2D memristors is the possibility to realize multiterminal devices such as $\mathrm{MoS}_{2}$ memtransistors showing gate tunability with large resistance ratios, high cycling endurance, and long-term retention. ${ }^{[170]}$ The reported electrostatic force microscopy and charge transport results were explained by the dynamic tuning of Schottky barriers at the source and drain contacts due to the doping caused by the migration of defects at grain boundaries.

Although the potential of 2D memristive devices in terms of low power consumption, high speed, and aggressive device shrinking has been recognized, ${ }^{[167,180,181]}$ there is limited literature on quantum conductance effects in these systems. For example, quantum conductance steps have been observed in graphene break junctions. In this type of lateral device, the resistance switching between ON and OFF states occurs by the formation and breaking of atomic carbon chains bridging the junction. ${ }^{[182]}$ The authors argue that the absence of a gate
voltage effect, the steps in conductance of $G_{0}$ and the observed voltage and temperature waiting time distributions support their conclusion that the conductance changes are due to atomic motion rather than electron or ion movement. In order to circumvent the limitations due to the modest ON/OFF ratios that can be achieved, a memory cell called rank coding is proposed. With this approach, the memory bits are stored by the conductance comparison between 2 or more devices in a single cell. The stability of the stored information is demonstrated to last for at least 24 h . Although the fabrication of the graphene junction does not involve a complicated lithographic process, it relies on the use of electrical breakdown of graphene likely compromising its reproducibility and precise control of device switching characteristics.

Resistive switching was explored also in graphene/hexa-gonal-boron nitride/graphene (G/h-BN/G) van der Waals sandwich structures realized through scalable methods, where the resistive switching characteristics related to the formation of atomic-sized filaments within the 2D material system was well interpreted by a model based on the nonlinear Landauer approach. ${ }^{[183]}$ In a later work related to h -BN-based memristors, an intermediate state between the low resistance and high resistance states (LRS and HRS respectively) was stabilized by the use of relatively small devices and by intercalating graphene between the h-BN and metallic electrodes. ${ }^{[174]}$ This intermediate soft-LRS (S-LRS) is characterized by a conductance similar to the quantum conductance $G_{0}$ and therefore likely due to the formation of atomic-size conductive filaments. This state is controlled by the use of a current compliance of 0.5 mA or 1 mA (Figure 12c) instead of the 5 mA necessary to reach the LRS. The stability of the intermediate resistance state is within one order of magnitude for a total of 300 cycles. The authors showed that the $I-V$ characteristic in the S-LRS can be modeled by a hybrid system consisting of an ohmic resistance of partially formed filaments plus a quantum point conductance along with the interface between the filament and electrode. The main conclusions of this work are that the use of small devices avoids the formation of filaments at grain boundaries and the presence of graphene is crucial to reduce the metal penetration into the h-BN stack. These two factors guarantee the control of the filament size and therefore the stabilization of the S-LRS. This represents a useful guide for the design of memristive devices based on 2D materials showing stable quantum conductance states.

Nikam and co-workers ${ }^{[175]}$ have recently reported quantum conductance atomic threshold switches based on an atomically thin h-BN layer sandwiched between Pt (bottom) and Ag (top) electrodes. The authors associate kinks in the device conductance $G$ around different values of $G_{0}$ with different stages of single-atom point contact (APC) formation. Each stage ( $G \ll G_{0}, G \approx G_{0}$, and $G \gg G_{0}$ ) can be accessed by the selection of an appropriate current compliance (Figure 12d,e). X-ray photoelectron spectroscopy indicates the presence of atomic defects that can be responsible for the switching response. From theoretical studies, it is known that h-BN can host boron or nitrogen atomic defects and these in turn can work as active sites for atomic doping and therefore change the electron conductance of the layer. In the case of the devices studied in ref. [175], the doping originates from Ag ions from the top
electrodes. Endurance tests show almost no degradation of ON/OFF ratios up to $10^{8}$ cycles and switching speed of 50 ns . Besides, the h-BN threshold switch shows good temperature stability up to 200 C and good switching uniformity in terms of the switching voltage in cycle-to-cycle and device-to-device tests. Incremental voltage pulses up to 1.5 V were used to achieve a conductance change from $0.5 G_{0}$ to $1 G_{0}$ (Figure 12f). The conductance remained stable when further increasing the voltage pulse up to 1.6 V , indicating that only one atomic point contact is formed within the tested area.

## 6. Experimental Investigation of Nanoconstrictions

To support the development of technological applications for resistive switching and quantum conduction, a large community of material scientists and solid-state physicists has moved side-by-side in the effort to enable accurate physical characterization of these phenomena. In this effort, the community has witnessed the flourishing of old and new methodologies for the direct probing and imaging of the active region responsible for resistive switching. In this framework, the development of hybrid metrology approaches that combine different metrology tools and different characterization technologies are crucial to meet the challenge of filament characterization at the nanoscale. Indeed, it has been realized that complementary methods are required to allow a quantitative analysis of the main parameters involved in the physics of QPC nanoconstrictions. For this purpose, various nanoconstriction properties must be investigated to gain insight into the QPCs physical switching mechanisms down to the single-atom level.

It has been discussed how the composition and the chemical reactions involved in the formation of nanoconstrictions allow the classification of two main types of conductive filaments. Conductive filaments induced by (a.) redox reaction creating filaments constituted by oxygen ion defects, i.e., vacancies, often referred to as anion devices, and (b.) filaments formed by the electrochemical precipitation of mobile cations migrating through the solid electrolyte layer from one active electrode, i.e., Ag or Cu , often termed cation devices. Both classes of devices present a filamentary QPC constriction, as detailed in Section 3.1 and schematically shown in Figure 4. Despite the different nature of nanoconstrictions in cation- and anion-based QPCs, some of the main parameters to be investigated can be considered as common. Figure 13 shows a shortlist of the key parameters, including the morphology, shape/size, and volume of the active area, local conductivity, elemental composition, and chemical environment of the atoms involved. Finally, as the formation and rupture of the constriction are dynamic processes, is often ideal to study transport processes during cycling with high temporal resolution. For each type of filament, dedicated design of experiments have been reported with countless observations by means of operando, static, and in situ experiments using a wide range of techniques. ${ }^{[184]}$ Scanning electron microscopy (SEM), transmission electron microscopy (TEM), scanning probe microscopy (SPM), photoemission electron microscopy (PEEM), and X-rays, to name a few, can offer information on the physical structure, including shape, size, and


Figure 13. Overview of the physical analysis techniques available for the characterization of nanoconstrictions. The parameters to qualify the QPC are listed on the left side of the image. The most-used characterization methods include scanning and transmission electron microscopy (SEM, TEM), X-ray spectroscopy, and scanning probe techniques, these have been used in various operando, static, and in situ experiments to generate a wealth of knowledge on nanoconstrictions. In parallel, the readouts from established techniques have been correlated with emerging methodologies such as undirect probing schemes based on nanoplasmonics, atom probe tomography, and tomographic sensing with scalpel SPM. All combined, this enabled a complete view of the main parameters describing the physical properties of the nanoconstrictions and their operations for resistive switching application. Panels in the "SEM" section: Middle: Adapted with permission. ${ }^{[190]}$ Copyright 1976, AIP Publishing; Bottom: Adapted with permission. ${ }^{[213]}$ Copyright 2007, AIP Publishing. Panels in the "TEM" section: Second row: Reproduced with permission. ${ }^{[45]}$ Copyright 2013, Springer Nature; Bottom two rows: Reproduced with permission. ${ }^{[203]}$ Copyright 2014, Springer Nature. Panels in the "X-rays" section: Bottom right: Reproduced with permission. ${ }^{[202]}$ Copyright 2009, AIP Publishing; Middle and bottom left: Reproduced with permission. ${ }^{[214]}$ Copyright 2011, IOP Publishing. Panels in the "SPM" section: Two images on middle row: Reproduced with permission. ${ }^{[187]}$ Copyright 2012, Springer Nature. Panels in the "Others" section: Image for "ATP": Reproduced with permission. ${ }^{[212]}$ Copyright 2017, Wiley-VCH; images for "Plasmonic": Reproduced with permission. ${ }^{[215]}$ Copyright 2015, Springer Nature.
atomic arrangement of the QPC, and when the nanoconstriction dimensions allow, chemical information can be revealed via energy-dispersive X-ray spectroscopy (EDS) and hard X-ray photoelectron spectroscopy (HAXPES). However, when probing changes to the filament electronic structure, the list of available techniques reduces dramatically and SPM has proven very valuable, as reported in multiple works using STM, Kelvin probe force microscopy (KPFM), pressure modulated conductance microscopy (PMCM), and conductive atomic force microscopy (C-AFM), among others. ${ }^{[185-189]}$

SEM was one of the first analytical methods to detect the presence of conductive filaments. From the classic paper by Hirose and Hirose where the dendritic morphology of a microsized Ag filament is made visible on the surface of an $\mathrm{As}_{2} \mathrm{~S}_{3}$ thin film, to the most recent (top-view) observation of nanosized filaments in ultrascaled dot cells. ${ }^{[190-192]}$ Considering the resolution limit of modern equipment, SEM remains a valid option for in/ex situ analysis of filaments with dimensions in the range of $10-100 \mathrm{~nm}$, provided that the material constituting the active region offers sufficient imaging contrast via compositional differences compared to the surrounding area. Although the use of SEM for direct observation of ultrascaled QPCs is partially limited, it should be emphasized that electron-beaminduced current (EBIC) and electron beam-absorption current (EBAC) imaging methods inside the SEM have been shown to be very efficient methods for filament localization in vertically integrated devices where the top electrode is accessible to the electron beam. ${ }^{[193]}$ As an example, Hayakawa et al. used SEM as a fast methodology to study filament position in a large set
of devices and allowed them to demonstrate filament position control in scaled capacitors by tuning the thickness of the switching layer. ${ }^{[191]}$

To characterize the presence and the elemental composition of the filament, TEM remains among the most informative techniques and has been widely used for sensing dynamic events during programming (QPC growth) and erasing (QPC rupture or modulation). ${ }^{[45,194]}$ The recent introduction of TEM sample holders that allow for electrical biasing and heating of the sample while sensing, has provided a rapid boost to the field of in situ and operando analysis of dynamic phenomena, where standard cross-sectional sample preparation has been complemented with the analysis of in-plane structures for filament observation. ${ }^{[195-197]}$ Here, it is important to mention that fast ion migration processes under high electric field (ca. subnanosecond) pose certain limitation to TEM data collection in observing the switching processes due to finite spatiotemporal resolution. Of particular note, beyond the characteristic shape and size of the filament, TEM enables a clarification of the role of cation mobility and redox reaction rates in filament growth modes. ${ }^{[198,199]}$ Interesting new results are emerging from the development of techniques based upon the emission of secondary electrons (SEEBIC) and integrated differential phase contrast (iDPC) modes in TEM that are sensitive to local electric fields with nanoscale resolution. ${ }^{[200]}$

For the analysis of microscale redox processes occurring inside the switching layer, X-ray techniques including PEEM and HAXPES have been able to provide valence states of the filament in different conductive states. ${ }^{[201,202]}$ High spatial
resolution of electron energy loss spectroscopy (EELS) and Auger electron spectroscopy (AES) depth profiles performed before and after switching events in the area of the filament, contributed to the demonstration of the sub-stoichiometric nature of the conductive channels in $\mathrm{Ta}_{2} \mathrm{O}_{5}$-based devices formed due to the migration of oxygen vacancies. ${ }^{[195,198,203]}$ These works have been instrumental in the understanding of the role of charged migrating oxygen ions in the switching events.

In the SPM field, STM and atomic force microscopy (AFM) have contributed to the analysis of materials used for resistive switching. The localized tip-induced electrical switching of the sample surface has been used to explore the geometrical and electrical properties of conductive filaments in a large set of materials including $\mathrm{NiO}_{x}, \mathrm{TiO}_{2}$, and $\mathrm{HfO}_{2}$ to name but a few. Here, STM has been vital in enabling us to induce and visualize the electrochemical formation and dissolution of atomic clusters. ${ }^{[54,204]}$ On the other hand, AFM with all its secondary electrical imaging modes, can be used to correlate the morphological changes in the nanoconstrictions with multiple electrical parameters, such as resistance, capacitance, and work function. This availability of signal readouts, combined with a remarkable filament localization capability, comparable to that of TEM and EBIC, has converted SPM methods in some of the most used analytical techniques for failure analysis and reliability studies, involving the use of the nanosized tip as an active electrode for filament formation, or purely as a passive probe. ${ }^{[188,205,206]}$ An interesting novel solution was offered by the concept of tomographic sensing with AFM, often referred to as tomo-graphic-AFM (TAFM) or scalpel SPM. ${ }^{[207-209]}$ Here, tip-induced nanoscale abrasive wear in contact-mode AFM, is used for the sub-nanometer material removal obtaining a controlled milling of the surface in combination with the acquisition of the secondary AFM readout (i.e., electrical information). Through the acquisition of 2D profiles obtained for different depths of the sample, this approach enables tomographic sensing capabilities for techniques that were previously limited only to surface sensitivity. To date, this approach has been demonstrated on various materials, e.g., metals, dielectrics, and semiconductors, reaching controlled removal rates in the range of a fraction of a nm per scan. Applications have been found for the 3D reconstruction of buried features in bulk thin films, sensing properties such as conductivity, photogenerated carriers, and piezoelectric coefficient. For the observation of conductive filaments, scalpel SPM has been used with conductive atomic force microscopy (C-AFM), obtaining a resolution of around 3 nm for electrical features in voxel size in the order of $1000 \mathrm{~nm}^{3}$. ${ }^{[210]}$ Clearly, the technique is destructive as the area of interested is completely removed at the end of the analysis. In addition, by directly accessing the conductive filament active region, the tipsample interaction must be controlled to minimize any modification of the filament during the analysis, this includes the tip-sample load force, tip material, and scanning environment. A clear example is represented by the spontaneous oxidation filaments constituted by oxygen vacancies if the measurement is performed in an air environment. A powerful alternative for 3D compositional and structural analysis with atomic resolution is offered by atom probe tomography (APT). ${ }^{[211]}$ Here, the sample is a needle-shaped specimen with a hemispherical tip
of less than 100 nm in diameter that is prepared by a process flow similar to that used for TEM lamella preparation. During the analysis, controlled laser-assisted field-ionization and -evaporation of surface atoms from the specimen are induced, and the evaporated ions are accelerated by the applied electric field toward a position-sensitive detector. Once on the detector, the ion's time-of-flight provides combined spatial and chemical information while the 3D information, i.e., the original $(x, y, z)$ position of atoms, is derived from the controlled, sequential evaporation of the atoms and reconstructed by a stereographic projection model. To date, the APT method has been successfully applied to $\mathrm{Ag} / \mathrm{TiO}_{2} / \mathrm{Pt}$ devices, demonstrating how crystalline Ag-doped $\mathrm{TiO}_{2}$ forms at vacant sites on the device surface acting as the conductive filament in these devices. ${ }^{[212]}$ In addition, the authors studied the role of current compliance on the resulting filaments, obtaining direct evidence of the transition between nonvolatile and threshold-switching electrical characteristics as a function of filament morphology.

In this section, we showcased some of the significant progress made in the recent years in the physical characterization and metrology of nanoconstrictions. This collection of impressive results also demonstrates the considerable challenges associated with the task. The investigation of dynamic phenomena at relevant temporal resolution (in the femtosecond to nanosecond regime) remains complex. For example, ultrafast TEM and (fourth generation) synchrotron light sources are important tools to study transient states of filaments at the relevant scales. Similarly, accessing 3D information from ultraconfined volumes of material remains possible only with emerging and less established techniques. This is the case for APT and scalpel SPM. In APT, important challenges arise from complex sample preparation. Here, the need for positioning the area of interest in the center of the needle-shaped specimen by focused ion beam (FIB) often leads to damage of the filament due to Ga+ ion implantation, defect generation, layer amorphization, and intermixing, to name a few. In scalpel SPM, the current implementation relies on a single probe tip used for sensing as well as for the nanoscale material removal. This dual use represents conflicting tip requirements namely 1 ) an ultrafine tip for probing, and 2) a robust tip for material removal due to tip wear during high-pressure contact. Moreover, the use of one single tip is not compatible with the need to combine techniques that require different probes (e.g., KPFM and STM). ${ }^{[216]}$ The rapid tip degradation during the removal process calls for frequent probe replacement, resulting in time-consuming and low-throughput measurements and the introduction of tip-induced artifacts and variability. Therefore, the future development of new instrumental capabilities is expected to become more important for the development of technological applications and is key to continued understanding of physical effects in nanoconstrictions.

## 7. Applications of QPC Memristive Devices

Application of quantum point contact memristive devices in memory and logic elements, biologically plausible synaptic and neuron devices, unconventional computing architectures, and metrology are schematized in Figure 14 and discussed in the following.


Figure 14. Application of quantum point contact memristors in memory and logic elements, in biologically plausible synaptic devices, in various unconventional computing architectures, in metrology, in ultrasensitive charge and photon detection and in hardware security applications. The multilevel memory operation, arising from distinct quantum conductance states achieved by careful control over the formation, evolution and rupture of the ballistic conductance channel, has been demonstrated by Tsuruoka et al. Images for "Memory": Adapted with permission. ${ }^{[105]}$ Copyright 2012, IOP Publishing. Demonstration of AND, OR, and NOT logic gates by exploiting the bistable switching characteristics of quantum conductance in $\mathrm{Ag} / \mathrm{Ag}_{2} \mathrm{~S} / \mathrm{gap} / \mathrm{Pt}$ memristors and schematic representation of construction of stateful In-memory logic circuit. Images for "Logic": Top: Adapted with permission. ${ }^{[38]}$ Copyright 2005, Springer Nature. Schematic representation of different unconventional computing architectures such as vector-matrixmultiplication (VMM) within a memristor crossbar array can be achieved through QPC memristors using the analog synaptic conductance behavior, spiking neural networks (SNN) using stochastically firing neuron behavior of the memristors and as tailorable noise source for nondeterministic computing architectures. Application of memristive devices for metrology, where the quantum conductance effects can be exploited for the realization of electrical standards. The SI logo is reproduced under the terms of the CC-BY Attribution 4.0 international licence (https://creativecommons.org/ licenses/by/4.0). The schematization of quantum steps in memristive devices. Images for "Metrology": Top: SI logo is reproduced under the terms of the CC-BY Creative Commons Attribution 4.0 International license (https://creativecommons.org/licenses/by/4.0).[246a] Copyright Bureau International des Poids et Mesures; Bottom image: Adapted with permission. ${ }^{[2466]}$ Copyright 2020, Wiley-VCH. Replication of biologically plausible synaptic plasticity mechanisms by modulation of activation pulse frequency by Ohno et al. Images for "Synapse": Adapted with permission. ${ }^{[227]}$ Copyright 2011, Springer Nature. Schematic of the atomic scale plasmonic switch showing a planar silicon photonic waveguide structure with a plasmonic $\mathrm{Ag} / \mathrm{a}-\mathrm{Si} / \mathrm{Pt}$ slot waveguide on top of it. Due to the presence or absence of QPC in the $\mathrm{Ag} / \mathrm{a}-\mathrm{Si} / \mathrm{Pt}$ memristor, the properties of the plasmonic cavity are modified to have two distinct plasmonic resonance states. Images for "Others: Plasmonic Switch": Adapted with permission. ${ }^{[242]}$ Copyright 2015, American Chemical Society (https://pubs.acs.org/doi/full/10.1021/acs.nanolett.5b04537; further permissions related to the material should be directed to ACS). Memristive devices working in the quantum regime in hardware security applications where true random number generation (TRNG) can be achieved utilizing the probabilistic switch characteristics. Image for "Others: TRNG": Adapted under the terms of the CC-BY Creative Commons Attribution 4.0 International License (https://creativecommons.org/licenses/by/4.0). ${ }^{[134]}$ Copyright 2017, The Authors, published by Springer Nature.

### 7.1. Multilevel Data Storage

Quantum-point contacts formed in MIM memristive devices form the basis for multilevel data storage within a single memory cell. As memristive device performance depends critically on the dimension of the conducting filament, there is a possibility that the devices can be scaled down to the dimension of a single filament or even to the single-atomic level. Therefore, devices of a few nanometers in size are possible, ${ }^{[217]}$ without degradation of performance. Indeed, scaled devices were found to work more reliably due to the physical
confinement of the filament. Additionally, due to the simplicity of the MIM structure, 3D vertical integration in multiple layers and also in CMOS back-end processes is possible. Li et al. ${ }^{[218]}$ showed vertical stacking of 5 layers of conducting filamentary memristive devices, which can enable ultrahigh-density memory integration. Additionally, high speed and low energy consumption make such structures attractive for computing-in-memory (CIM) architectures, as described later in this article. However, a reliable, low-noise and reproducible readout of intermediate conductance states require superior control over the formation, maintenance, and evolution of QPCs and
filaments in response to a series of multiple stimuli. Due to the inherently stochastic nature of the filament formation and thermal-noise-induced instability, it is highly challenging to obtain and maintain these multiple conductance states reliably in QPC memristive devices. Intensive research efforts in this direction are underway and can ensure ultrahigh-density multilevel data storage with high precision in a single cell possible. A few promising approaches, such as nanopatterning of the top Ag electrodes, were shown to result in confined filament structures, leading to a better switching uniformity. ${ }^{[219,220]}$ Devices with patterned nanodot electrodes exhibited excellent bidirectional threshold switching performance, including low leakage current ( $<1 \mathrm{pA}$ ), high on/off ratio $\left(>10^{8}\right)$, high endurance $\left(>10^{8}\right.$ cycles ${ }^{[220]}$ where patterned nanocone arrays showed four resistance states, stable data retention, and switching uniformity. ${ }^{[219]}$

### 7.2. Selectors

RRAM technology critically depends on access devices to reduce the sneak path current issue in large crossbar arrays of devices. A two-terminal access device, also known as a selector, can solve the sneak current issue. Selectors must have a high current-voltage nonlinearity and low leakage current at a small bias. Different quantum-point contact switches could offer high $I-V$ nonlinearity, steep, low-power turn-on slope, picoampere (pA) OFF-state leakage current, and fast switching speed and are, thus, of great interest as selectors. For $\mathrm{Pd} / \mathrm{Ag} /$ $\mathrm{HfO}_{x} / \mathrm{Ag} / \mathrm{Pd}$ devices, for instance, an on/off ratio of $10^{9}$ or above, off current less than pA , ON -switching slope less than $1 \mathrm{mV} \mathrm{dec}{ }^{-1}$ and bipolar threshold switching is reported, which makes them extremely attractive as selectors. ${ }^{[221]}$ Selectors could be easily integrated with a nonvolatile drift memristor for large array applications. For ferroelectric field-effect transistor (FeFET) technology, a known roadblock is the degradation of the memory window (MW) and on/off ratio when operating at low programming voltage. This voltage-MW trade-off can be bypassed using a QPC switch in series with a FeFET. This has been shown ${ }^{[222,223]}$ in FeFETs with Si or oxides as channel semiconductors, where a switch can significantly open up the memory window by inducing a sudden off to on transition while the reverse transition is governed by the FeFET and therefore even within $<3 \mathrm{~V}$ range, a sizable MW and on/off ratio from a FeFET is possible.

### 7.3. Logic

Terabe et al. demonstrated that all logic circuit requirements, i.e., nanoscale device size, $>\mathrm{GHz}$ switching speed, and sub- 1 V operation voltage, can be fulfilled using QPC devices. By exploiting the bistable switching characteristics of quantum conductance in $\mathrm{Ag} / \mathrm{Ag}_{2} \mathrm{~S} / \mathrm{gap} / \mathrm{Pt}$ memristors, construction of AND, OR, and NOT logic gates have been demonstrated. ${ }^{[38]}$ These three being the universal logic gates, any subsequent logic circuits can be built based on these. An example of reconfigurable amplifier circuits has been proposed by Ibrayev et al. ${ }^{[224]}$ based on quantum conductance devices in combination with MOSFETs. A discretized control of resistor values
in the amplifier circuits is possible using these quantum conductance memristive devices. As resistors play a major role in the biasing and control of MOSFET amplifier parameters, the replacement of resistors with memristive devices offers several advantages in comparison to a resistor-based design, in terms of power dissipation, on-chip area, and total harmonic distortion values. Utilization of quantum electrical resistance of the memristive devices to represent logic information can also be useful for simultaneous implementation of Boolean logic and latch functions. Although several stateful logic operations have been reported using memristive systems, advancement of the stateful logic technology depends critically on the improvement of switching uniformity. With improved device uniformity, increased energy and time efficiency can be achieved. Kim et al. ${ }^{[225]}$ showed that with improved device uniformity, the total number of steps for n -bit full adder execution can be reduced to 2 ns. Issues arising from unwanted switching of memristive devices after prolonged bias stress or the nonlinear switching dynamics of the memristors can also be resolved with a periodic refresh step that can eliminate the lurking error factor. Also minimizing the parasitic resistance component can improve the success rate of the gate operation. A thorough review on this topic is recommended for the interested readers. ${ }^{[226]}$

### 7.4. Synaptic Plasticity

While precision computing is one significant goal, mimicking biological neuroplasticity is another target for AI-on-chip and edge-computing hardware. Depending on the amplitude, duration and frequency of input voltage pulses, modification of the ionic filament strengths can be regulated significantly in quantum memrsitive devices to replicate the biological action potential and synaptic connection, leading to two basic types of synaptic plasticity, i.e., short-term plasticity (STP) and longterm potentiation (LTP). ${ }^{[227]}$ Also paired-pulse facilitation (PPF) and paired-pulse depression (PPD) has been demonstrated in quantum memristive devices. ${ }^{[228]}$ By precisely modulating the stimulation rate, control over the synaptic plasticity can thus be obtained, which can lead to effective synaptic learning operations.

### 7.5. Synaptic Weight Element

The quantum conductance phenomena, occurring in metal oxide memristive devices, also have great potential for analog synaptic weight update for effective training of artificial neural networks (ANNs). Continuous, linear, and symmetrical modulation of the device conductance, in response to identical programming pulses, is an issue of vital importance for blind synaptic weight updates during training in ANNs. In a recent study, a scanning probe microscope (SPM) assisted electrode engineering strategy was shown to control the ion migration process to construct single conductive filaments in $\mathrm{Pt} / \mathrm{HfO}_{x} /$ Pt devices. ${ }^{[229]}$ Sensitive tuning and evolution of the filament in these devices, achieved through the deliberate design of the electrode/switching matrix interface with the SPM tip, led to 32 half-integer quantum conductance states in the range of SCIENCE NEWS
$0.5 G_{0}$ to $16 G_{0}$ with enhanced distribution uniformity. Simulation results revealed that the numbers of the available quantum states and fluctuation of the individual conductance states play an important role in determining the overall performance of the neural networks. The 32 -state quantum conductance behavior of the hafnium oxide devices resulted in improved recognition accuracy, approaching $90 \%$ for handwritten digits, based on analog-type operation of the multilayer perception neural network. In another approach, a Si memristor with alloyed conduction channels showed a stable and controllable device operation, which enables the large-scale implementation of crossbar arrays. The conduction channel, formed by silver (Ag) as a primary mobile metal alloyed with silicidable copper $(\mathrm{Cu})$ stabilized the switching. For an optimal alloying ratio, Cu is found to effectively regulate the Ag ion movement, contributing to a substantial improvement in the spatiotemporal switching uniformity, a stable data retention over a large conductance range, and a substantially enhanced programming symmetry in analog conductance states. With these memristive devices, a large-scale crossbar array is demonstrated that leads to a high device yield and accurate analog programming capability. ${ }^{[230]}$

### 7.6. LIF Neurons

Another possible application area for the memristive devices operating in the quantum regime is the demonstration of stochastically firing leaky integrate-and-fire (LIF) neurons. These electronic neuron devices, based on a discrete scalable diffusive memristor, work on the principle of accumulation of subthreshold input pulses and firing once a threshold is reached. The randomness of the Ag or Cu ion dynamics under electric field mimics the actual neuron ion channels. Neuronal firing frequency and recovery periods can be modified either by engineering the device stack and geometry or at the circuit level, e.g., by using additional RC circuits. Single-cell LIF neurons can drastically reduce the active area needed for neurons in contrast to traditional CMOS-based approaches that require tens to hundreds of transistors, improving the possibility of scaling up the number of neurons in the circuit, and improving the system performance. Utilizing the LIF functions, single memristive neurons have been shown to perform unsupervised synaptic weight updating and pattern classification on integrated memristive convolutional neural networks. ${ }^{[231]}$

### 7.7. Alternative Computing Approaches

In another significant finding, Yi et al. ${ }^{[125]}$ showed that the randomness and severe electronic noise in the devices near the atomic point-contact regime, which would be a challenge for nonvolatile memory applications ${ }^{[232]}$ can actually be beneficial in some applications. One example of such application is signal processing via stochastic resonance phenomena, where the addition of white or $1 / f$ noise can improve the response of a nonlinear system to subthreshold signals. ${ }^{[233-235]}$ This phenomenon suggests an important role for noise in information processing. In the biological brain, stochasticity in synaptic inputs can help in cognitive processes such as decision making and
learning. ${ }^{[236,237]}$ In $\mathrm{TaO}_{x}$ memristors, disruption of electronic eigenstates by atomic thermal fluctuations in a point contact can result in inherent state instability and result in efficient random data generation in cryptography and in stochastic computing. ${ }^{[125]}$

### 7.8. Tailorable Noise Source

Fluctuation and noise near the quantum point contact regime can also act as an ideal candidate for tailorable noise sources. A possible application has been shown in the scheme in ref. [238], where a memristor crossbar array accelerates the operation of a Hopfield neural network by performing the vector-matrix multiplications in single time steps. For a targeted computational problem using a memristive tunable noise source, first a larger noise was applied to find the global minimum in the energy landscape and then the noise was gradually decreased according to the simulated annealing protocol. ${ }^{[140]}$ Experimentally, it was shown that the approach can solve nondeterministic polynomial-time (NP)-hard problems by harnessing the intrinsic hardware noise. Simulations suggest that memristive approaches can offer a solution throughput over four orders of magnitude higher per power consumption relative to current quantum, optical and fully digital approaches. ${ }^{[239]}$

### 7.9. Hardware Security

Today's data encryption systems rely on deterministic processes such as pseudo random number generators (PRNGs) to generate randomness. They are vulnerable to cyber-attacks as the working principle of these systems still relies on deterministic and thus predictable algorithms. A better solution is to use hardware PRNGs. However, not all of them are equally reliable and therefore a statistically varying PRNG is of vital interest. Realization of hardware security through the generation of random numbers is possible using quantum point contact devices. For Ag: $\mathrm{SiO}_{2}$ diffusive memristor, Jiang et al. ${ }^{[134]}$ showed that memristive true random number generators (TRNG) can provide incomparable advantages in scalability, circuit complexity, and power consumption. Nanoparticle dynamic simulation and analytical estimates confirm that the stochasticity in delay time, due to the probabilistic process of Ag particle detachment from an Ag reservoir, results in TRNG behavior. The random bits generated by the diffusive memristor TRNG were shown to pass all 15 NIST randomness tests. This operating principle can pave the way for memristive-based hardware security applications for the edge devices in the IoT era.

### 7.10. Atomic-Switch-Based Systems

Atomic switches show unique advantages in many applications other than nonvolatility, low-power consumption, and high on/off ratios. Extreme scalability has given impetus to this technology toward commercialization. The development of various atomic switches, i.e., two-terminal and threeterminal, volatile, and nonvolatile, has made atomic-switch
technology universal. ${ }^{[240]}$ Atomic-switch field-programmable gate array (FPGA) technology has been shown to have promising applications in IoT sensing systems in space. ${ }^{[241]}$ As electronics working in space have demanding requirements, like operability in a broad temperature range, radiation tolerance, lightweight, and compact components, the atomic-switch-based logic can supply considerable advantages. For example, an infrared image sensor requires circuitry for fast and compact onboard signal processing to avoid transmission loss. For this task, a lossless image compression function is required without adding significant size, mass, and power consumption for the onboard electronics of satellites. A series of complementary atomic switches (CAS), composed of two Cu atomic switches with a polymer solid electrolyte sandwiched between two metals ( Cu and Ru ), is utilized in lookup tables and crossbar switches in an FPGA with good reproducibility and retention. The FPGA chip was used to perform several dedicated operations for an infrared image detector including superposition, mean, median, and normalize functions to improve intensity. A huge improvement in area and power efficiency is reported from the CAS-based FPGA chip.

### 7.11. Atomic Plasmonic Switch

Electrically controlled atomic-scale plasmonic switches are an interesting approach that has the potential to make photodetection possible at the single-atom scale. An experimental demonstration of atomic-scale plasmonic switch was reported by Emboras et al. ${ }^{[242]}$ utilizing a planar silicon photonic waveguide structure with a plasmonic $\mathrm{Ag} / \mathrm{a}-\mathrm{Si} / \mathrm{Pt}$ slot waveguide on top. The silicon waveguide provides the optical signal into a $\mathrm{Ag} / \mathrm{a}-\mathrm{Si} / \mathrm{Pt}$ slot, where the optical signal is converted into a gap plasmon. The presence or absence of a quantum point contact in the $\mathrm{Ag} / \mathrm{a}-\mathrm{Si} / \mathrm{Pt}$ memristive device alters the properties of the plasmonic cavity to allow it to have two distinct plasmonic resonance states. This reversible digital optical switching, operating at room temperature with an extinction ratio of 9.2 dB up to MHz frequencies with femtojoule (fJ) energy consumption, opens promising pathways for fast atomic photodetection. By exploiting the interplay between electrical, optical, and lightinduced thermal forces, platforms for combined electronics and photonics at the atomic scale can be realized. ${ }^{[243]}$

### 7.12. Quantum Metrology

The revision of the International System of Units (SI) in 2019 brought with it a radical change in metrology, since units have been defined in terms of fundamental physical constants, ${ }^{[244,245]}$ memristive devices can be exploited as platforms for quantum metrology. ${ }^{[246 b]}$ As a direct consequence of the revised SI, each experiment or device that is able to correlate a physical observable to a constant of nature (or even a combination of constants) that has been assigned to a fixed (exact) numerical value becomes a direct realization of the corresponding unit. Note that in this framework the uncertainty in the realization of units depends on the specific scientific/technical purpose. In the case of memristive quantum devices, the physical
observable represented by the fundamental quantum of conductance $G_{0}$ depends only on physical constants (the electron charge $e$ and the Plank constant $h$ ) that have been fixed in the revised SI. For this reason, these devices can be exploited for the practical realization of a quantum-based standard of resistance that, differently from conventional resistance standards based on the quantum Hall effect, ${ }^{[247]}$ can work at room temperature, in air and without the application of a magnetic field. For this reason, memristive devices can be exploited for the on-chip integration of fundamental units towards the realization of selfcalibrating systems with zero-chain traceability, envisioning the implementation of the "NMI-on-a-chip" concept (where "NMI" stands for "National Metrological Institute").

### 7.13. Readout for Quantum Computers

Design of a quantum point contact adjacent to a quantum dot has been shown to produce a high-level sensitivity to singleelectron charging in the quantum dot. ${ }^{[248]}$ In a mechanically formed constriction on top of a 2DEG at the interface of a GaAs/AlGaAs semiconductor heterostructure, and using a bias that allows conductance of $G_{0} / 2$, allowed maximum sensitivity to charge detection. An increase in detection sensitivity by $73 \%$ over the conventional design is reported in these structures. Similar innovative designs can be engineered in electrochemically formed quantum point contacts also to make them suitable for extremely sensitive charge detection, in which they are able to detect single electrons, making them potential candidates for readout devices in quantum computers.

## 8. Conclusion and Perspectives

Although the unique properties of these two-terminal devices allow investigation and exploitation of quantum effects at room temperature, the potential of memristive quantum devices is still somewhat unexplored. Despite the great attention that has been devoted in last several years toward the understanding and engineering of the switching mechanism underlying memristive functionalities, the observation of quantum effects in memristive devices is not straightforward. In this context, detailed knowledge of resistive switching behavior at the near-atomic scale and a rational design of memristive devices working in the quantum regime is still missing.

The origin of stepwise variations in memristive conductance still needs further investigation to understand the relationship between this phenomenon and the discrete atomic structures of the conductive filaments. In this context, shot noise analysis, magnetic-field-dependent measurements, and superconducting subgap spectroscopy can shed new light on the atomic-sized nature of metallic filaments. In order to control and dominate quantum conductance levels, the relationship between materials/interfaces involved and corresponding device functionalities still have to be disclosed. Also, operating conditions and parameters such as voltage and/or current stimulation modes have to be properly investigated in conjunction with materials/ device engineering to obtain stable and reproducible quantum levels. Potential approaches for reliable control of QPCs in
memristive devices involve: i) nanostructuring of the electrodes to improve the localization and reproducibility of the nanofilament formation; ii) identification of the proper working operation conditions (stimulation/support voltage and/or current); iii) controlling device dynamics through temperature-controlled measurements; iv) proper selection of materials to regulate the driving forces that cause the filament dissolution; and v) monolithically integrated memristive elements with readout electronics that minimize the effects of interconnect instability, parasitic, and noise effects. In ECM cells, this includes the selection of materials by considering the Gibbs energy of filament formation in relation to the surrounding matrix. In VCM cells, this includes the selection of materials with more positive standard redox potential to increase the filament stability. All these strategies require a deep understanding of the interplay in between supportive and destructive forces at the nanoscale acting on the nanosized filament. In this scenario, it is worth mentioning that the ability of operating memristive devices in the quantum regime can potentially represent a significant advantage for reducing power consumption since only a few atoms are needed to be electrically moved to overcome the energy barriers between two switching configurations.

The atomic size of the nanofilament constriction brings new challenges for nanoscale characterization, necessary for obtaining new insights into the fundamental physics underpinning this technology. High throughput nanometrology and advances in nanoelectrical characterization techniques are required to investigate not only the nanoconstrictions with nearly atomic resolution but also their surroundings for a deep understanding of the interaction between the nanofilament and its matrix. This aspect is also fundamental for obtaining stable and reproducible quantum levels. In this scenario, one of the main challenges is represented by the development of an "hybrid metrology" approach at the nanoscale that takes into advantage of the strengths of two (or more) metrology techniques for providing a more meaningful measurement of the same measurand than these techniques can individually provide.

From a theoretical perspective, efforts are still required for a deep understating of the origin of noninteger and sub- $G_{0}$ quantum levels. The effect of nonideal factors including scattering, electron correlation effects, and filament geometry and microstructure on the theoretical Landauer approach used to describe quantum phenomena in memristive devices needs further investigation. Furthermore, behavioral models which take quantum effects into account have to be developed to allow us to analyze the implementation of memristive quantum devices in circuits and computing architectures. From the technological point of view, wafer-scale uniformity of switching materials is of vital importance for scaling up QPC-based circuit complexity with desired performance levels.

All the abovementioned aspects represent key requirements for understanding and controlling quantum effects for the implementation of memristive devices as versatile quantum platforms for investigating physical phenomena such as magnetic, superconductive, and thermoelectric behavior of nanoconstrictions and nanocontacts, and the development of new device concepts and quantum systems based on quantum physical phenomena arising at the nanoscale.
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