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Abstract: Wave energy converter (WEC) optimization often underlines incremental and iterative
approaches that result in suboptimal solutions, since all the elements that concur with a techno-
economical evaluation are optimized separately due to computation constraints. A design process
should rely on precise WEC models to ensure high result accuracy while minimizing the computa-
tional demand. These conflicting objectives can be addressed with non-linear time-domain models,
known to be numerically accurate, and frequency-domain models due to their high computational
efficiency. This work pursues the development of an all-encompassing optimization tool for a
gyroscopic-type WEC called ISWEC that applies a new modelling technique named spectral-domain
technique as a substitution to the complex time-domain model previously employed. In particular, the
spectral-domain technique provides accurate and fast performance predictions of the ISWEC system
and offers the possibility to model a hydraulic power take-off, not representable in the frequency
domain. The article illustrates techno-economic trends associated with an early-stage design of the
ISWEC in high-energy sea-sites, where the low-speed and high-torque profiles call for the use of
hydraulic transmissions as opposed to the old electro-mechanical transmissions. The design tool
proposed could facilitate the development of WEC technologies via efficient and accurate power
assessment and via the possibility of carrying out advanced techno-economic optimisation that goes
beyond linear models.

Keywords: genetic algorithm; optimal design; spectral-domain model; hydraulic PTO; techno-
economic optimization

1. Introduction

In the renewable energy context, wave energy converters (WECs) are not yet economi-
cally competitive with other technologies, i.e., onshore and offshore wind turbines, due
to the excessive cost of energy at the current stage of development. Moreover, despite
the enormous energy potential of ocean waves, the extraction capabilities of WECs could
be poor due to non-optimal designs. The main challenges faced in designing WECs and
their PTO systems include [1,2] the high variability of the wave resource in the short-term
period; the slow, bi-directional and irregular kinematic behaviour of bodies forced by
waves; and the harsh and corrosive marine environment that impacts the life cycle of the
WEC. The optimization of a WEC system is dominated by iterative methods in which
design parameters are managed in a trial and error fashion [3]. The authors of this work
already stressed the use of a multi-objective techno-economic perspective by proposing an
all-embracing design tool [4–6] that implements better design practices in respect to the
current state of the art considering representative wave-to-wire models of WECs, techno-
logical and control boundaries, and economic evaluations. Recently, the use of heuristic
optimizations gained popularity in the wave energy context due to their ability to deal with
multi-objective targets even in the presence of numerous free variables. Two of the first
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application of a genetic optimization can be found in [7,8], where the SEAREV WEC was de-
signed through a GA in a multi-objective framework with techno-economic considerations.
Both constraints regarding the design and control optimization were implemented. In [4–6],
several applications of genetic algorithms (GA) has been reviewed, and many recent works
deal with the use of GA for WEC optimization. In [9], an extensive review of the layout
optimization strategies of offshore parks was collected, focusing, among other things,
on evolutionary computation techniques, which are the most widespread. In [10], a GA
method was applied to optimize the orifice diameter and draft depth of an oscillating water
column. In [11–13], various GAs were proposed to optimize the layouts of a WEC array;
in [14], a differential evolution algorithm was used to optimize an oscillating buoy-type
WEC relying on submerged buoy volume to power the capture ratio. In [15], which is an
extension of [16], both GAs and particle swarm optimization were applied to the geometric
optimization of different WEC types including manufacturability considerations. In [17], a
holistic optimization method that relates both energy production maximization (for opera-
tional conditions) and structural assessment (for severe conditions) were proposed at an
early stage of WEC development. Despite the fact that valuable insights into WEC design
have been reported in previous works, they mainly promote the use of frequency-domain
or simplified time-domain models in order to bound the computational time required to
optimize the WEC architecture, and on simplified key performances that lack of techno-
economic considerations. In particular, to the best of the authors’ knowledge, no unified
guidelines or closed-form procedures are reported in the literature that effectively provide
a design process with particular regard to the power take-off (PTO) system. Regarding the
case of a hydraulic PTO (HPTO), Pedersen [18] assessed that “in references where the hydraulic
PTO system is mentioned, this is generally a simple non-optimized fluid power transmissions with
very limited efficiency”. In [19], a model-based design of a multiple cylinder HPTO for the
Wavestar WEC [20] was proposed. The design relies on the transmission requirements,
taking into account the efficiencies of the transmission components. In [21], which was
an extension and a continuation of the research of [22], the authors investigated how the
magnitude of the HPTO force influences the power capture ability of a two-raft-type WEC.
According to Zheng, these would provide a valuable guidance for the optimal design of
a PTO unit by altering the parameters of the hydraulic components. In [23], a parametric
evaluation of the hydraulic transmission was carried out to highlight the influence of each
variable on the capture width ratio of the device. Holistic optimization approaches were
proposed in [24], where a GA is applied to the control parameters and the attachment point
of the hydraulic cylinders to the absorber arms. The optimization was conducted on 8
different HPTO configurations. In [25], an HPTO system was optimised using a special GA
optimisation tool in the Simcenter Amesim software [26]. The simulation results showed
that GA was effective at determining the optimal configuration parameters of an HPTO
system, such as the diameter of the piston, the diameter of the rod, accumulator capacity,
accumulator pre-charge pressure, and hydraulic motor displacement. The objective of the
work was to maximise the energy production of the system. In the work of Calvario [27], the
GA was formulated as a constrained optimization problem with a death-penalty method,
assigning a high cost to penalize infeasible solutions. The optimization aimed to maximize
the average absorbed power. The decision variables were the distance of the mounting
point of the cylinder and PTO control parameters. These variables were optimized with a
heuristic approach based on the evolutionary computation already applied in [28,29].

Due to the proven effectiveness of holistic methods, this work applies a GA to design
a well-known ISWEC (inertial sea wave energy converter) device [30] introducing a deter-
minant innovation: the use of the spectral-domain modelling technique in a multi-objective
design process. The proposed design logic was first introduced by Sirigu in [4] and applied
to another device developed at the Politecnico di Torino, named PeWEC [31]. Afterwards,
Carapellese [5] and Giorcelli [6] proposed a multi-objective optimization algorithm, know
as non-dominated sorting genetic algorithm II (NSGA-II) [32], and compared it with the
GA used in [4]. This work follows the optimization algorithm proposed in [4] introducing
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a thorough description of a HPTO, whereas previous optimizations was based on simpler
electro-mechanical PTO. The spectral-domain model (SDM) applied to the ISWEC has
been demonstrated to be more accurate than the frequency-domain model used in [4] and
faster than its time-domain counterpart [33]. This allows to manage the time-consuming
optimization process carried out by the GA in a reasonable time due to a fast and accurate
SDM1. Moreover, the use of a frequency-domain model for the HPTO is not possible since
no linear representation exists for a hydraulic transmission [35,36]. The work presents some
techno-economic trends related to the ISWEC, focusing on a multi-objective evaluation of
its performances in terms of: (I) the maximization of the annual energy production and (II)
the minimization of the associated cost of energy. The ISWEC system will be optimized in
respect to its main components: the hull, the gyroscope, and the PTO; their parametrization
is presented and discussed along with the resultant techno-economic trends. The influence
of the hull dimensions, gyroscope size, PTO components and control is reported against the
objectives pursued by the GA optimization. Overall, the main outcome will be providing a
detailed practice of optimising a WEC during its early-stage development through the use
of SDMs, taking into account techno-economical aspects. This paper also shows how the
SDM approach can be applied to various components, even those that are highly nonlinear,
and still be implemented in a computationally demanding holistic optimization.

This work is organised in five sections: Section 2 presents the working principle of
the ISWEC and its numerical model used into the design tool; Section 3 illustrates the
architecture of the design tool and the parametrisation of the ISWEC, explaining how a
single solution is evaluated on the sea-site of interest; Section 4 discusses the optimization
results. Some final remarks are given in Section 5.

2. The ISWEC Concept

An ISWEC device is a well-known gyroscope based WEC developed by the Marine
Offshore Renewable Energy Lab (MOREnergyLab). It is composed of a sealed hull carrying
two or more gyroscopic units inside, as shown in Figure 1.

Figure 1. ISWEC architecture and main internal components.

Each unit is constituted of a flywheel driven by an electric motor, which is mounted
on a support frame that is directly connected to an electrical generator. The wave energy
is captured by damping the rocking motion of the floater by controlling the oscillation of
the gyroscopes. Notwithstanding the energy required to keep the flywheel in rotation, the
possibility to regulate its speed allows the adaptation of the natural resonant frequency
of the system to the incoming wave [37,38]. Moreover, the ISWEC resonance could be
enhanced through the so-called U-tank, a U-shaped water tank installed inside the floater,
used to tune the pitch resonance frequency as a function of the prevalent incoming wave
period [39]. However, the use of U-tank technology requires a different design of the
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ISWEC, accounting for its encumbrances and morphology, which affect both its fabrication
and its dynamic behaviour. Its technological and control aspects are still under study.
Therefore, the U-tank system is neither reported in Figure 1 nor considered in this paper.
The gyroscope mechanical energy can be converted into electrical energy through different
PTO technologies. The gyroscope and PTO components are enclosed within the main
structure, ensuring low maintenance and risk of failure. A detailed description of the
ISWEC device components, along with its technological concept, can be found in [40–42].

2.1. Time-Domain Model

A time-domain model (TDM) represents an appealing solution to provide the final
steps toward cost and performance estimates of a WEC system due to its ability to model
non-linear hydrodynamic effects [43], to test complex control algorithms [44], and to
simulate complex WEC subsystems [45] or structural components [46]. For a TDM, a
generic non-linear state-space equation reads:

MẌ + BẊ + KX + Θ(X, Ẋ, Ẍ) = f(t) (1)

System (1) includes the state variable of interest X, the mass matrix M, the damping
matrix B, the stiffness matrix K, the non-linear function Θ(X, Ẋ, Ẍ) and the external forces
f(t). The non-linear term Θ(X, Ẋ, Ẍ) includes several non-linearities involving the gyro-
scope and, depending on the ISWEC architecture, the PTO. The TDM presented hereafter is
reported with the purpose to make explicit the equations used to derive its spectral-domain
counterpart. In fact, the SDM is derived from the non-linear equations that describe the
dynamic behaviour of the system in the time-domain.

2.1.1. Floater and Gyroscope System

For the hydrodynamic model, Cummins’ equation [47] is used here with the assumption
of linear potential flow theory [48] and mono-directional waves aligned with the longi-
tudinal axis of the hull, as shown in Figure 2a. Concerning the gyroscope equation, a
single degree of freedom (DoF) model of the gyroscope is considered coherently with the
hypothesis of a mono-directional wave and the planar motion of the floater. The gyroscopic
system is excited only along its precession axis, indicated with ε (see Figure 2b). Moreover,
an eccentric mass, named the pendulum in Figure 2b, is fixed at the support frame of the
gyroscope, avoiding the stalling position of the gyroscope around its 90 deg orientation
due to the cancellation of the gyroscopic effect [42].

The floater-gyroscope equations read:[
M f + A(∞)

]
Ẍ f + CRζ + DRẊ f + K f X f = fE(t)− fg f (2)

ζ̇ = ARζ + BRẊ f (3)

Ig ε̈ + mpdpg sin(ε) = J ϕ̇δ̇ cos(ε)− THPTO (4)

where X f =
[
x z δ

]T are the floater planar DoFs, M f is the inertia matrix, A(∞) is the
added mass contribution evaluated for an infinite oscillation frequency, K f is the hydrostatic

stiffness matrix, fE(t) is the wave excitation force, and fg f =
[
0 0 −J ϕ̇ε̇ cos(ε)

]T is the
gyroscopic reaction acting on the hull, where J is the rotational inertia of the flywheel, ϕ̇ is
the angular speed of the flywheel, and ε and ε̇ are the angular displacement and velocity of
the gyroscope, respectively. The vector ζ represents the state vector that approximates the
radiation force contributions through the state space matrices AR, BR, CR and DR [49]. Ig
is the inertia of the gyroscope around the precession axis, mp is the pendulum mass, and dp
is the distance between the centre of mass of the pendulum and the ε DoF. THPTO indicates
the HPTO reaction on the gyroscope.
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(a) (b)

Figure 2. (a) Geometrical and inertial reference system of the ISWEC device. (b) Detailed design of
the gyroscope system and its reference frame.

2.1.2. Hydraulic PTO

For our system, the HPTO architecture is shown in Figure 3. The prime mover (the
gyroscope) is coupled to a hydraulic pump which is in a closed-circuit connection with a
hydraulic motor. At the other end of the transmission, pressurised fluid is used to move
a rotary hydraulic motor coupled with an electrical generator. A clutch-declutch valve is
installed to perform the well-known declutch control [50,51]. Downstream of the clutch-
declutch valve, a Graetz bridge, composed of four check-valves, is employed to rectify
the bi-directional flow generated by the oscillating motion of the pump. Two cylinder-
type accumulators are used to smooth the flow fluctuations and to provide a minimum
charge pressure for the low-pressure ram in order to avoid cavitation. A simplified model
of the HPTO is considered here to derive its spectral-domain version [35]. As proposed
in [52,53], under the assumption of large high-pressure and low-pressure accumulators,
the downstream of the hydraulic transmission is decoupled from the upstream part, and
the pressure drop over the hydraulic pump and motor is considered as a constant. Thus,
the magnitude of the THPTO depends only on such a pressure drop ∆p and the pump
displacement Dp as follows:

THPTO = uc sign(ε̇)∆pDp (5)

Under this simplification, the system is truncated to the ε variable since the hydraulic
PTO states, such circuit pressures, accumulator volumes and motor-generator speed, are
not considered. The pressure drop ∆p is considered as a control parameter, and uc is the
clutch-declutch variable, equal to 0 or 1 depending on the angular speed of the hydraulic
pump [34,35,50]. The accuracy of this simple formulation is questionable in the presence of
small accumulators since their dynamic behaviour could influence the power extraction of
the whole system. In this regard, a TDM model that accounts for the accumulation system,
the relief valve, the hydraulic motor and generator, should be used to accurate predict
the transmission power performances. On the other hand, this formulation is justified
by the need of derive a spectral-domain framework for the HPTO, with the main aim to
improve the computational efficiency of the ISWEC design at an early stage. Despite the
fact that the ISWEC system has been already deployed in full-scale, the research effort
behind its development is not over, driven by the need to make the resultant cost of energy
economically competitive. Since no previous work analysed the ISWEC with a HPTO,
representing a promising solution to reduce the device cost, the design stage proposed
here has to be considered an early stage, in which a novel mathematical representation
(spectral-domain) has been implemented to speed up the optimization process. Further
works will deal with the TDM applied to design the whole hydraulic transmission.
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Figure 3. Hydraulic PTO components. Adapted from [34], with permission from IEEE, 2021.

2.2. Spectral-Domain Model

The spectral domain is a modelling technique based on probabilistic models of a
system with the assumption that its input may be represented as a stochastic ergodic
process [54,55]. In order to obtain an approximate solution of the generic time-domain
Equation (1), it is useful to introduce an equivalent linear system, as follows:

MSẌ + BSẊ + KSX = f(t) (6)

where X is the augmented state vector comprising the hull states (X f ), the radiation states
(ζ) and the precession angle of the gyroscope (ε). The matrices MS, BS and KS are defined
as:

MS = M + Meq (7a)

BS = B + Beq (7b)

KS = K + Keq (7c)

The matrices (7) are composed of a linear part, concerning the linear terms of the
time-domain Equation (1), and an equivalent part indicated with the subscript “eq” [36,56].
Under the assumption of a Gaussian distribution of the system response, in order to
minimize the mathematical expectation of the difference between the non-linear system
and the linearised system, the equivalent matrices can be calculated as follows:

Meq =
〈
∇ẌΘ

〉
(8a)

Beq =
〈
∇ẊΘ

〉
(8b)

Keq = 〈∇XΘ〉 (8c)

where the operator ∇X indicates the gradient with respect to the vector X, and 〈·〉 is the
expected value operator. The equivalent matrices could be interpreted as a statistical repre-
sentation of the time-varying behaviour of the system in time-domain. In fact, as reported
in Equation (1), the non-linear time-domain function can be seen as time-varying inertial,
damping and stiffness coefficients that are statistically linearised. Then, the linearised
matrices can be used to compute the transfer function between the wave forces and the
ISWEC states as:

HfX(ω) =
I

−ω2MS + iωBS + KS
(9)

where ω is the wave frequency, and I is an identity matrix of appropriate dimension.
Similarly to a frequency-domain model, the WEC output statistics are obtained through
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the power spectral density (PSD) of the input wave force and the linear transfer function of
the WEC, as follows:

SXX(ω) = HfX(ω)Sff(ω)H∗fX(ω) (10)

where HfX represents the WEC numerical model in the spectral domain, and Sff(ω) is the
PSD of the input wave force. The operator ∗ stands for the complex-conjugate transpose.
An SDM represents an intermediate solution between the time and frequency domains that
exploits a statistical linearisation method to include non-linear effects inside the simulation.
No analytical solution exists to this problem, and an iterative procedure is employed [36,54].
This modelling technique founds its main application in other engineering fields, e.g.,
wind loading and earthquake response calculations [55]. In the WEC industry, the first
application dates back to 1983, when Gudmestad [57] applied an SDM to solve the dynamics
of a floating offshore structure. More recent applications of the spectral-domain technique
applied to WECs are reported in [36,56,58,59]. The full analytical description of the SDM
for the ISWEC is derived in [34,35], demonstrating the high potential associated with
this modelling framework: an almost perfect overlap between the SDM and TDM of the
HPTO is reported for most of the control conditions of the ISWEC, while the reduction in
computational time is demonstrated to be, at least, one order of magnitude between the
two models. Hereafter, the resulting SDM equations are shown, which will feed into the
GA presented in this paper.

The linear terms M, B and K can be defined as:

M =

M f + A(∞) 0 0
0 0 0
0 0 Ig

 (11a)

B =

 DR 0 0
−BR I 0

0 0 0

 (11b)

K =

K f CR 0
0 −AR 0
0 0 0

 (11c)

The terms 0 and I are zeros and identity matrices of appropriate dimensions. The
ISWEC shows non-linearities in term of gyroscope actions, pendulum elastic recall, and a
constant-amplitude coulomb-like PTO torque acting on the gyroscope axis. The equivalent
matrices are obtained as follows:

Meq = 0 (12a)

Beq =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 −J ϕ̇〈cos(ε)〉
0 0 0 0 0
0 0 J ϕ̇〈cos(ε)〉 0 〈 ∂THPTO

∂ε̇ 〉

 (12b)

Keq =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 J ϕ̇〈ε̇ sin(ε)〉
0 0 0 0 0
0 0 0 0 mpdpg〈cos(ε)〉 − J ϕ̇〈δ̇ sin(ε)〉

 (12c)
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2.2.1. Floater and Gyroscope Equations

For what concerns the stiffness matrix Keq, the term J ϕ̇〈ε̇ sin(ε)〉 is zero since ε̇ and ε
are uncorrelated [60] with zero-mean, and the sin(·) function is odd. Second, the pendulum
contribution and the gyroscopic effect are linearised as follows [35]:

mpdpg〈cos(ε)〉 = mpdpge−
σ2

ε
2 (13)

− J ϕ̇〈δ̇ sin(ε)〉 = − J ϕ̇

2πσδ̇σε

√
1− ρ2

δ̇ε

∞∫
−∞

∞∫
−∞

δ̇ sin(ε)e
− 1

2(1−ρ2
δ̇ε
)

(
δ̇2

σ2
δ̇

−2ρδ̇ε
δ̇ε

σ
δ̇

σε
+ ε2

σ2
ε

)
dδ̇ dε (14)

where σε are σδ̇ are the standard deviations of the gyroscope precession motion and the
pitching rate, respectively, ρδ̇ε =

σδ̇ε
σδ̇σε

is the correlation coefficient of δ̇ and ε, and σδ̇ε is the

covariance between δ̇ and ε. Considering the equivalent damping matrix Beq, the term
J ϕ̇〈cos(ε)〉 can be derived as:

J ϕ̇〈cos(ε)〉 = J ϕ̇e−
σ2

ε
2 (15)

2.2.2. Hydraulic PTO Equation

The HPTO torque defined in Equation (5) can be redefined as a piecewise constant
function of the declutch and clutch speed limits ε̇c and ε̇d with the following formula-
tion [35]:

THPTO =



0 if − ε̇d < ε̇ < ε̇d

∆pDp

ε̇c − ε̇d
(ε̇− ε̇d) if ε̇d ≤ ε̇ < ε̇c

∆pDp

ε̇c − ε̇d
(ε̇ + ε̇d) if − ε̇c < ε̇ ≤ −ε̇d

∆pDp if ε̇ ≥ ε̇c

− ∆pDp if ε̇ ≤ −ε̇c

(16)

Then, its spectral domain representation can be derived as:〈
∂THPTO

∂ε̇

〉
=

∆pDp

ε̇c − ε̇d

(
erf
(

ε̇c√
2σε̇

)
− erf

(
ε̇d√
2σε̇

))
(17)

From the hypotheses of a Gaussian sea as an input and Gaussian variables as an output,
the expected value of the gross power extracted from the hydraulic pump follows [36,56]:

Pg =

〈
∆pDp

ε̇c − ε̇d

(
erf
(

ε̇c√
2σε̇

)
− erf

(
ε̇d√
2σε̇

))
ε̇2
〉

=

=
∆pDp

ε̇c − ε̇d

(
erf
(

ε̇c√
2σε̇

)
− erf

(
ε̇d√
2σε̇

))
σ2

ε̇

(18)

Concerning the net power, the hydraulic circuit efficiency has to be considered for
a correct quantification of its power extraction capabilities. Through the expected values
of the mean absolute pump torque and angular speed, the expected pump efficiency is
computed via the lookup table reported into the supplier catalogues (Bosch Rexroth in
our case [61]). The motor-generator efficiencies along with the circuit power losses are
considered constant and derived from the supplier catalogues and from the analyses
reported in [62]. The circuit efficiency is fixed to 95% to obtain an average global efficiency
ranging from 70% to 80% [62,63]. Then, the net power expression follows:

Pn = Pgηpηcηmg (19)
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where ηp is the expected value of the pump efficiency, ηc is the hydraulic circuit efficiency,
and ηmg the motor-generator efficiency.

3. Design Tool Architecture

The optimization tool proposed here implements three consecutive steps, explained in
detail hereafter and reported in Figure 4:

• Single device definition;
• Single device optimization;
• Key performance calculation.

Single device
definition

Single device
optimization

Key performance
calculation

Optimization
algorithm

Single device evaluation

Jc(x)x

Figure 4. Architecture of the optimization tool. x is the vector of free parameters that define a unique
ISWEC device, and Jc(x) is the fitness function used as a performance indicator of the device x.

Due to its numerical formulation and architecture, the hydraulic system should be
evaluated both with an SDM and TDM. For the purpose of this work, the ISWEC device
is designed accounting for the hull, gyroscope and the upstream part of the HPTO, con-
sidering only the hydraulic pump and its control. Further optimizations will be required
to optimize the remaining components of the HPTO (accumulators, hydraulic motor and
electrical generator) since only a time-domain framework is suitable to simulate all the
hydraulic transmission [34,35]. An early optimization stage based on the SDM is suggested
due to the high computational effort required by the TDM that is impossible to be used to
design the whole system.

3.1. Device Parametrization and Assumptions

The number of parameters that describes the ISWEC device can be numerous and not
handy to manage, especially in a preliminary design phase. Therefore, some simplifications
and assumptions are needed to relate some system parameters in order to uniquely define
a device. Here, 12 free parameters are chosen to describe the ISWEC, summarised in
Table 1 and hereafter discussed in detail: six for the hull, four for the gyroscope and two
for the HPTO. For what regards the hull and the gyroscope, the lower and upper bounds
(LB and UB, respectively) of the optimization parameters have been chosen according to
technological and manufacturing constraints, derived both from experience gained on two
full-scale ISWEC prototypes deployed in the Mediterranean Sea and from limits imposed
by the shipyards considered for system fabrication. Concerning the bearings and the
hydraulic pump, they depend on commercial components available on the market, and the
GA considers them as a “single solution on catalogue”, as explained hereafter. Then, the
hydraulic control refers to four different available logics to be implemented, and it is still
considered as an integer “id”.



J. Mar. Sci. Eng. 2022, 10, 1468 10 of 31

Table 1. Design parameters used by the genetic algorithm to define a single ISWEC device. Lower
(LB) and upper (UB) bounds are used to constraint the exploration domain.

Hull
Design Parameter Symbol Unit LB UB

Hull length L m 10 45
Hull width factor W f − 1 4

Bow/stern circ. ratio h f − 0.5 1
Height ratio k f − 0.5 1

Maximum pitch angle δ0 deg 10 20
Ballast filling ratio BFR − 0.35 1

Gyroscope
Design Parameter Symbol Unit LB UB

Flywheel inertia J kgm2 10,000 45,000
Gyroscope units ngyros − 2 4
Pendulum mass mp kg 500 8000

Bearings id IDb − 1 15

Hydraulic PTO
Design Parameter Symbol Unit LB UB

Pump id IDp − 1 36
Hydraulic control id IDc − 1 4

3.1.1. Floater Geometry and Parameters

The floater shape and its inertial properties play an important role in the dynamics
and power absorption of the device. The hull parametrization is based on a previous
work of the authors [4] and relies on past experience gained in developing the full-scale
prototypes of the ISWEC. For both technological effectiveness [64] and hydrodynamic
performance (minimal viscous damping along the pitch degree of motion [65]), the hull
profile is assumed to be cradle-shaped; then, it can be composed of a bottom circumference
tangential to two circumferences in the bow/stern sections, while the transversal section
is extruded for all the hull width, resulting in a floater symmetrical with respect to the
y− z and x− z planes, as shown in Figure 5. A subset of six independent geometrical and
inertial parameters is defined, which are used in the GA:

• L = 2R: length of the floater;
• W f = W/(Wg × ngyros): hull width factor. It defines the width of the hull W as a

function of the gyroscope unit dimension Wg and the number of gyroscopic units
ngyros;

• h = xA/R: bow/stern circumference ratio;
• k = D/H: height ratio;

• δ0 = tan−1
(

H−D
R

)
: maximum pitching angle, defined as the maximum pitch rotation

to avoid the deck to be submerged. It defines the hull draft D function of the floater
semi-length R and the floater height H;

• BFR: ballast filling ratio, which is defined as the ratio of ballast located in aft/fore
ballast tanks over the total ballast (BFR = 1: all the ballast is stored in aft/fore ballast
tanks; BFR = 0: all the ballast is stored in the bottom ballast tank).
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Figure 5. Parametric definition of the cross-sectional of the floater. Adapted from [4], with permission
from MDPI, 2020.

Therefore, the floater profile can be expressed uniquely as a function of these design
parameters:

R1 = R− xA = R(1− h) (20a)

zB = R
k2 + 1 + 2kh− 2h− 2k

2− 2h
(20b)

R2 = zB + H = zB +
R

1− k
tan(δ0) (20c)

αp = sin−1
(

zB
xA

)
(20d)

where xA is derived from h and R. Then, the floater profile function z(x) can be defined as:

z(x) =


√

R2
1 − (x− xA)

2 if − R < x < R2 sin(αp)

zB −
√

R2
2 − (x− xB)

2 if R2 sin(αp) < x ≤ 0
(21)

Figure 6 shows how the geometrical ratios k and h influence the hull profile for a fixed
hull length.

k=0.5, h=0.6 k=0.7, h=0.3

k=0.7, h=1 k=0.5, h=0.5
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Figure 6. Examples of hull profiles for different values of k and h.
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For what concern the ballast filling ration BRF, a schematic example of different filling
ratios BFR is shown in Figure 7. The hull material is considered to be concrete to reduce
the device costs with respect to a steel-made hull. Then, assuming the walls of the floater
as thin plates, the equivalent structural thickness can be calculated from the lateral surface
of the floater and the hull mass, making the computation of inertial properties of the hull
possible.
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Figure 7. Examples of ballast mass distribution between the fore/aft and bottom compartments.

3.1.2. Gyroscope Parameters

The gyroscope represents the core of the energy conversion, and its geometrical
optimization influences the maximization of power absorption, its costs and construction
feasibility. Through the experience gained from the full-scale devices deployed in the
Pantelleria and Adriatic Seas, the technological solution shown in Figure 2b is considered
the most effective in terms of construction feasibility and costs. Two design parameters are
used for the gyroscopic system:

• J: the flywheel inertia about its vertical rotational axis. J determines the angular
momentum of the gyroscope, and it is used to derive its dimensions;

• ngyros: the number of gyroscopic units inside the hull. The realization of one single
gyroscope with a high inertia J can result in high loads and costs. Moreover, the
device will be not balanced on the roll axis since the precession motion of one single
gyroscope affects the equilibrium around the α-axis of the floater.

With reference to Figure 8a, the flywheel structure can be simplified as a hollow
cylinder for which the geometrical properties are defined by an external diameter, De f w , an
internal diameter Di f w , and a height H f w, expressed as follows:

De f w =

(
2J

0.5πρ f w(1− 0.754)

)0.2

(22a)

Di f w = 0.75De f w (22b)

H f w = 0.5De f w (22c)

This parametrization is derived from the full-scale prototype deployed in 2015 in
Patelleria (Italy) [66]. Then, the derivation of the principal moments of inertia for a hollow
cylinder about its rotational axis is straightforward. Similar to the flywheel, the inertial
ratios are derived from the ISWEC full-scale device design experience. Finally, it is assumed
that the overall dimensions of the gyroscope unit are a linear function of the flywheel
external diameter.

The verification of the internal encumbrances represents one of the feasibility checks
performed. The number of gyro units ngyros influence this feasibility check. It is assumed
that the gyroscopic units are an even number to avoid roll torques on the hull. The algorithm
tries to locate the units along the y-axis of the floater, and, if the total width of the gyroscope
units exceeds the hull width, it tries to arrange the units in two parallel and adjacent lines.
The aim is to fit all the gyros into the floater in relation to their dimensions. Examples of
two feasible and one unfeasible arrangement are depicted in Figure 9.

The parameter used to define the pendulum subsystem is its mass mp, which, com-
bined with the distance dp, determines the magnitude of the elastic recall provided on
the gyroscope around its precession axis. Figure 8b shows the scheme of the pendulum



J. Mar. Sci. Eng. 2022, 10, 1468 13 of 31

installed at the base of the flywheel support frame in the x− z reference plane. It is assumed
that the distance dp between the precession of the gyroscope and the centre of gravity of
the eccentric mass is equal to the flywheel height:

dp = H f w (23)

Then, given the mass and the distance of the eccentric mass, it is possible to compute
the inertia tensor of the pendulum.

(a)

(b)

Figure 8. (a) Scheme of the flywheel geometrical parametrization. (b) Scheme of the pendulum fixed
at the base of the flywheel support frame.
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Figure 9. Different gyroscopic arrangement solutions: two feasible and one unfeasible disposals.

3.1.3. Flywheel Bearings

The flywheel bearings affect both the power losses of the system and its lifespan, deter-
mining part of the power consumed by the flywheel motor and the maximum gyroscopic
load tolerable. The maximum static load is given in the bearing SKF catalogue [67]; during
the optimization of the system control parameters, a load verification is performed. A total
of 15 representative bearings couples are defined with the features shown in Figure 10,
and the related optimization parameter is named IDb. Such diagrams relate the inner
diameter of the radial and axial bearings with their admissible static load. The optimization
algorithm chooses from these bearing combinations to determine the optimal solution to fit
the requirement of admissible loads (large bearings) and low power losses (small bearings).
The distance between the radial bearings db is supposed to be related to the flywheel height
H f w as follows:

db = 1.75H f w (24)

Each bearing considered has been modelled according to the SKF catalogue [67] to
carry out the power losses associated with it.
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(a) (b)

Figure 10. Set of selected (a) radial bearings and (b) axial bearings with their inner diameter (di,rad
and di,ax) and the static load supported (C0,rad and C0,ax).

3.1.4. Hydraulic PTO Parameters

The hydraulic pump is chosen from the Hägglunds CB and CBp radial piston pump
catalogues offered by Bosch Rexroth [61]. The CBp series replicate the sizes of the CB
ones, offering a powerful torque and speed range. Moreover, some tandem configurations
are considered. The range of speed (ωpump) and torque (Tpump) offered by the Hägglunds
catalogue is reported in Figure 11, where 36 different solutions are considered. The pump
model IDp refers to one of the pump units summarized in Figure 11. Each series, identified
with the prefix CB or CBp, can offer more than one solution (e.g., the series CBp 560 offers
four different solutions: CBp 560-440, CBp 560-480, CBp 560-520 and CBp 560-560). The
tandem configurations are composed of CBp units, for example CBp 280 + CBp 140. More
details about the displacement, peak torque, peak speed, rated power, efficiency and main
dimensions of each unit can be found in the online catalogue [61].

Figure 11. Hydraulic pump solutions offered by Bosch Rexroth in respect to their rated speed ωpump

and torque Tpump.

The control mode of the primary pump IDc is an optimization parameter since differ-
ent control architectures can be considered with different benefits and drawbacks. First,
it is possible to implement or not implement the declutching control logic. Since the hy-
draulic pumps have a fixed displacement, the only way to regulate the torque acting on
the gyroscope is to short-circuit the pump for some period of the wave cycle. This control
could significantly improve the power production of the ISWEC system with respect to
a solution without the clutch-declutch valve. However, the clutch-declutch valve can be
prone to failures due to the number of open-close cycles demanded and thus can affect the
reliability of the system, increasing the down-time, which can turn out to be costly in term
of maintenance required (not accounted for in this work). A further degree of controllability
is added to the system if tandem units are used, allowing to switch from one, two or three
different total displacements and introducing regulation with respect to the PTO torque.
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Additionally, in this case, the optimization algorithm can choose from considering or not
considering the switching of the pump units. The four control possibilities are summarized
in Table 2.

Table 2. Pump control combinations considered by the optimization algorithm. *: the pump switching
can be enabled only with tandem configurations; if a single pump is used, only the first two control
logics are implementable.

IDc Declutching Control Pump Switching *

1 no no
2 yes no
3 no yes
4 yes yes

3.1.5. Device Cost Estimation

The ISWEC optimization includes a preliminary evaluation of the total cost of the
device in order to evaluate the investment behind a specific configuration. Similar to [4],
the overall cost is composed of: the floater expenditures (materials and constructions), the
gyroscope units along with its main and auxiliary components (flywheel motor, cooling
system, power electronics of the flywheel motor, etc.) and the PTO system with its power
and electronic systems. The mooring system is not considered here since its parametrization
is under study and no clear automatic definition could be tackled in such an early design
stage. No operational and maintenance expenditure are considered in this work due to
their low magnitude with respect to the capital cost [4].

Under these assumptions, the overall cost of the device CTOT is given by the sum of
the costs of each subsystem:

CTOT = CHULL + CGYRO + CHPTO (25)

The cost of the floater CHULL is proportional to its overall volume. As studied in [46],
an interesting method to reduce the costs of ISWEC manufacturing and its environmental
footprint could be found in the use of concrete structures, as opposed to traditional steel
ones. In the naval carpentry sector, the cost per unit of overall volume can be reasonably
assumed to be 275 €/m3 if concrete is used as a construction material.

The gyroscope cost function includes the material and manufacturing costs of the
flywheel, support frame structures, shafts and bearings. The cost of the gyroscope CGYRO
can be set to be proportional to its structural mass mg. In mechanical manufacturing,
the cost per unit mass produced can be reasonably assumed to be 6000 €/ton if steel is
considered as a fabrication material.

The cost magnitudes of the hydraulic pumps are summarized in Figure 12 with respect
to their rated torque Tpump.

Figure 12. Cost magnitude of the pump units with respect to the rated torque and the pump type.
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Such costs have been collected through close collaboration with Bosch Rexroth, which
allowed us to obtain the costs of 36 of its hydraulic pump solutions. As specified in
Section 3.1.4, the hydraulic pumps have been chosen from the Hägglunds CB and CBp radial
piston pump catalogues, available at [61], and costs have been omitted for confidentiality.
As shown in Figure 12, the cost of the CB units are considerably lower than the CBp ones,
since a lower specific power is deliverable. On the other hand, the tandem units are the
most expensive solutions since two hydraulic pumps are installed for each tandem unit.
Despite the higher investment required, the tandem solution allows to switch between each
other, giving different values of the total displacement available.

The rest of the hydraulic transmission, e.g., the accumulators, manifold, valves, hy-
draulic motor and electrical generator, is not modelled at this optimization stage. However,
the cost of such components has to be taken into account. The cost of the accumulator
can be expressed as a function of the accumulator’s total volume, fixed to 600 L or 1000 L
if two or four gyroscopic units are considered due to the experience gained designing
hydraulic transmission for the ISWEC with the size of interest. An accurate market investi-
gation allowed us to determine the cost per litre as equal to EUR 22/L when associated
with the standard accumulator volume of 100 L. The cost can be determined considering
multiple 100 L modules plus the cost of junctions and tubes needed for the connection
of the accumulators with the manifold, which are fixed to EUR 250 per accumulator unit.
Concerning the manifold, the cost has been fixed to EUR 17,500 or EUR 20,000 if two or
four gyroscopic units are considered. As the number of gyroscopes, and thus the number
of the associated hydraulic pump units connected to one single manifold increases, the
dimensions and the auxiliary parts grow, increasing the cost per manifold. Concerning the
auxiliary components, the cost associated with a single manifold unit is equal to EUR 5000,
accounting for the clutch-declutch valve, check-valves, relief valves and sensors. The oil
cost is given as equal to EUR 4.5/L.

The cost magnitudes of the motor-generator stage, consisting of the hydraulic motor,
electric generator, and associated electrical and electronic components, are summarized
in Figure 13 with respect to the rated power of the electric generator Pgen. The solutions
offered by Moog [68], composed of a hydraulic motor coupled with a permanent magnet
synchronous generator (PMSG), are completely comparable with the custom solutions ob-
tained from the combination of the Bosch Rexroth hydraulic motors [69] and the SIEMENS
electric generators [70] in terms of cost per kW of installed power. Since the motor-generator
stage is not modelled here, its cost is selected depending on the number of gyroscopes
considered (ngyros) and on the mean cost of the units: the cost has been fixed to EUR 180,000
or EUR 300,000 if two or four gyroscopic units are considered, respectively. This procedure
has to be considered as a first approximation to account for the motor-generator stage cost,
and further analyses will be conducted. Similarly to the pump costs, the motor-generator
quotations have been omitted for confidentiality.

Figure 13. Cost magnitude of the motor-generator units, considering the cost of the associated power
electronics and auxiliary components with respect to the rated power of the electric generator.
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These assumptions have to be considered as preliminary, and further analysis will be
performed to accurately design the power generation stage associated with an HPTO unit
with the TDM of the transmission.

3.2. Single Device Optimization

The second step toward the evaluation of a single ISWEC individual consists of
simulating and optimizing the annual productivity of the system. Once all the device
parameters are defined and the hydrodynamic properties and forces are computed, spectral-
domain simulations are performed under some hypotheses and restrictions. The aim is to
maximize the performance for all the sea states considered.

3.2.1. Sea States Definition

The simulation waves were defined according to the scatter diagram of Figure 14,
concerning the annual occurrences and wave energy carried in the Balder sea site, an
oceanic site located in the North Sea. The data presented refer to hindcast data from the
period 1958–2014 (56 years) and with a sea state duration of 3 h. As shown in Figure 14,
the proper number of waves as well as their synthetic parameters (Te and Hs) were chosen
(highlighted with red dots) with the aim to cover at least 99% of the annual energy of the
sea site. All the waves were simulated for a single device considering a JONSWAP (Joint
North Sea Wave Project [71]) spectrum, since it is the most representative of the sea site of
interest. At the end of the simulation process, the ISWEC performances are computed.

(a) (b)

Figure 14. Simulation waves (red dots) superposed to the (a) wave occurrences and (b) wave energy
for Balder sea site.

3.2.2. Control Tuning

The single individual was simulated varying its control parameters (ϕ̇, ∆p, and ε̇c)
with the aim of maximizing the power extracted for each wave considered. Note that, at
this stage, it is essential to include a control-informed optimization, since it has the ability
to significantly increase power production performance over the operational sea [72–74].
For each sea state, the optimization of the control parameters was performed with a Nelder–
Mead simplex method [75] implemented in MATLAB with the native function fminsearch,
considering the following cost function Jopt:

Jopt = −Pn +
Ic

∑
c

pc (26)

Equation (26) includes two terms: Pn is the mean net power extracted from the system
for a single sea state, and ∑Ic

c pc are the sum of the “penalty costs” associated to the violation
of the physical constraints Ic. As discussed in [76], when an optimization algorithm is
applied to a dynamical model, there is the probability that some state variables overcome
the limit conditions, making the results not reliable or representative of the true system
performance. Therefore, due to the impossibility of including explicit constraints into a
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SDM, soft constraints were considered in the cost function by adding a penalty term to the
optimization problem defined as:

pc =
1 + tanh(kc(|xc| − xc,lim))

2
|xc| (27)

The penalty term pc associated with the system variable xc and constrained to the
value xc,lim is computed with Function (27). kc is the steepness coefficient to make the tanh
function similar to a step function. When the variable xc is below its limit xc,lim, the value
of the penalty function is equal to zero. On the other hand, as xc exceeds the limit xc,lim, the
penalty function increases, affecting the value of the cost function Jopt. As specified in [77],
larger loads on the gyroscope and on the hull structure will increase the investment cost for
a given working principle or, in general, lead to larger failure rates for a given design and,
consequently, higher maintenance and inspection costs. Then, the most critical variables
are accounted for in the penalty function: hull and gyroscope angular displacements and
torques, PTO angular speed and torque, and bearing loads.

3.3. Key Performance Indicators

Techno-economic optimization underlines the maximization of the economic efficiency
of the system, giving different solutions that have to be selected by balancing the perfor-
mance of the system and the investment required [78,79]. Two conflicting objectives are
considered here:

• AEP: annual energy production (MWh/y). With AEP, we refer to the ISWEC pro-
duction, computed through the net power produced by the system for each wave
considered and with the annual occurence distribution associated to the sea site
of interest:

AEP =
8760
106

nW

∑
w=1

Pn,wow (28)

where nW is the total number of waves, Pn,w is the average net power extracted with
the w− th wave, and ow is the annual occurrence associated with the n− th wave. The
coefficient 8760

106 converts the annual productivity into MWh/y.
• CoE: cost of energy (Euro/MWh). In this work, the CoE is defined as the ratio between

the device cost and the AEP multiplied by the lifetime of the device, fixed to 25 years:

CoE =
CTOT

25× AEP
(29)

The objective of the genetic algorithm is finally explicitly formulated: a multi-objective
optimization regarding the AEP and the CoE. The multi-objective problem can be stated
as follows:

min
x∈Ω

− AEP(x) , min
x∈Ω

CoE(x)

s.t. xL ≤ x ≤ xU

(30)

where the objective functions −AEP(x) : Rnx → R and CoE(x) : Rnx → R are functions
of a vector x ∈ Rnx subject to lower and upper bounds, xL ∈ Rnx and xU ∈ Rnx . nx is the
dimension of the problem.

3.4. Optimization Algorithm

The optimization problem of a WEC falls within the field of multi-objective optimiza-
tions (known also as Pareto optimizations), where more than one objective concur. Two
different multi-objective approaches have been used by the authors so far: (I) in [4], several
single-objective optimisations have been performed, and the performance index has been
computed as a weighted average of multiple objectives through the native MATLAB func-
tion ga; (II) in [5,6], the multi-objective NSGA-II method [32] has been used through the
native MATLAB function gamultiobj. Here, approach (I) is employed to highlight different
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techno-economical trends obtained by pursuing contrasting objectives: maximization of
the annual productivity and minimization of the cost of energy. In this regard, the Pareto
front is built by aggregating the results of five single-objective optimisations with the pairs
of weights reported in Table 3:

Table 3. Multi objective weights and performance metrices.

Set Label Description AEP Weight (w1) CoE Weight (w2)

1 AEP-driven 1 0
2 AEP-weighed-CoE-weighed 0.75 0.25
3 AEP-weighed-CoE-weighed 0.5 0.5
4 AEP-weighed-CoE-weighed 0.25 0.75
5 CoE-driven 0 1

The cost function, concerning the mininimization problem, can finally be presented as
follows:

Jc(x) =

{
− AEP(x)w1 + CoE(x)w2 if feasible device

C + ∆c if unfeasible device
(31)

In order to deal with unfeasible solutions, constraints are enforced by applying a
death penalty that worsens the fitness values by a constant C increased by a measure ∆c
of how much that constraint is violated [80,81]. The most common reasons for solution
unfeasibility are the geometrical intersection of the internal subsystems, the gyroscope
and the ballast encumbrances with respect to the available space, and the hydrodynamic
instability. They are recognized by the algorithm and labelled as unfeasible solutions.

The tuning factors of the algorithm are summarized in Table 4. It is worthwhile to
specify that, although beyond of the scope of this work, a sensitivity analysis on the ga
parameters can potentially improve the convergence rate of the algorithm. The interested
reader should refer to [82–84] for a detailed description of evolutionary algorithms.

Table 4. Parameters of the genetic algorithm.

Name Symbol Value

Population size Ps 75
Maximum generations Gm 150

Maximum stall generations Gs 50
Convergence threshold ∆ 10−6

Elitism percentage ep 5%

4. Optimization Results

In this chapter, the optimization results are discussed. Attention is given to the annual
energy production, the device cost, its manufacturability and feasibility. The reader should
note that all the AEP, CoE and cost values have been hidden for confidentiality, and only
qualitative results and relative percentage differences are reported here. The purpose is
to point out the techno-economic trends of a HPTO-based ISWEC device preliminarily
designed with the spectral domain technique. However, the order of magnitude of AEP,
CoE and cost are reported in the axes’ legend to give insight into the power capabilities
and cost of the ISWEC.

4.1. Convergence Analysis

The ISWEC parameters cannot be combined at will, and some unfeasible solutions
appear during the optimization process. The so-called mortality rate, defined as the ratio
between the number of unfeasible individuals and the total individuals, is shown through
generations in Figure 15.
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Figure 15. Mortality rate in respect to the generation number.

The dashed line is the moving average (MA) of the mortality rate computed by group-
ing 10 generations at once. The mortality drastically decreases in the first 20 generations
and slighty increases again between generation 80 and 100; then, it moves below 10% at
the end of the optimization process. Overall, the method proposed to handle unfeasible
devices is demonstrated to be effective since the mortality rate decreases as generations
progress. However, the mortality does not go to zero due to the exploratory nature of
the GA, which explores the solution domain in a stochastic way during the crossover and
mutation operations.

The development of the algorithm is shown in Figure 16 for the example of the AEP
and CoE performances.

(a)

(b)
Figure 16. (a) AEP and (b) CoE rate of convergence to the best-performing individual with respect to
the generation number.

Figure 16 has the purpose of showing the rate of the fittest individuals over the whole
population as the generation number increases with respect to the best individual for each
performance index; the improvement is abrupt in early generations (until generation 25–50)
and slows down afterwards (until generation 100). It is believed that the current setup
provides appropriate convergence and satisfactory results; thus, the maximum number of
generations allowed, Gm, could be reduced to 100 or 120 to reduce the computational time.
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This result is confirmed in Figure 16a,b, where the AEP and CoE rate is reported in respect
to the generation number, defined as follows:

AEPrate =

(
1−

AEPmax − AEPg

AEPg

)
100% (32a)

CoErate =

(
1 +

CoEmin − CoEg

CoEg

)
100% (32b)

where AEPg is the AEP of the fittest value at generation g, and AEPmax is the best AEP
value among all individuals. The same nomenclature is valid for the CoErate definition. It
is shown that at generation 100, the best individual performs 99% equal to the absolute
best, and for the subsequent 50 generations no relevant improvement of the fitness function
are found. The GA is able to find the optimal solution near generation 100 by evaluating
approximately 7500 individuals (75 individuals in 100 generations) despite the billions of
feasible combinations.

4.2. Optimization Output and Techno-Economic Trends

Figure 17a shows the ensemble of all the individuals generated from the optimisation.
Each point represents a feasible individual with its related AEP and CoE. The colour code
is proportional to the device cost magnitude. Figure 17b highlights the Pareto front (red
line) concerning the best individuals according to the two evaluation metrics considered.
Each individual on the Pareto front can be interpreted as a non-dominated solution of the
solution set, and here stand the optimal devices. As expected, the optimal device with
the best AEP differs from the one with lowest CoE. In fact, designing a system with high
productivity leads to an increase in the system dimensions and costs; on the other hand,
since there is not a linear relationship between the system performances and its investment,
the economic efficiency of the ISWEC has to be maximized with a CoE-driven optimization.
The CoE-driven area is attracted towards the AEP axis, while the AEP-driven optimisation
extends the furthest along the CoE axis. In between, the multi-objective optimisation will
reach a good compromise of the two metrics. The optimal devices stand in the north-west
corner of the diagram, where the AEP is maximized and the CoE is minimized. As expected,
the most expensive devices appear in the top part of the device point cloud where the AEP
is maximized.

(a) (b)
Figure 17. Productivity (AEP) versus cost of energy (CoE) of the ensemble of the optimisation; each
marker (individual) is coloured proportional to the device cost (CTOT). (a) Best feasible individuals
and (b) a zoom on the Pareto front (red line) concerning the optimal individuals according to the
evaluation metrics.

Figure 18 aims to highlight the convergence of the hull length L, the gyroscope moment
of inertia J, the pump displacement Dp and the hydraulic control IDc driven by the
maximization of AEP.
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(a)
(b)

(c) (d)

Figure 18. (a) Hull length L, (b) gyroscope moment of inertia J, (c) pump total displacement Dp and
(d) hydraulic control mode IDc with respect to the generation number for an AEP-driven optimization.
The colour code represents the magnitude of the variable of interest. The dashed line refers to the
best individual of each generation.

First, in Figure 18a, the behaviour of the hull length L through generations shows
that the hull length rapidly converges to the optimal value (represented with a black
dashed line) that refers to the best individual of the generation g. An optimal value around
17 m is found for the most well-performing device; small and large hull length are not
optimal. This result is consistent with the hydrodynamic theory and, more in specific, the
hydrodynamic of floating bodies: short devices compared with the incident wavelength
are expected to behave like a point-absorber-WEC, inducing a predominant heave motion
that, in our case, does not contribute to the power generation; on the other hand, long
devices acts like a low-pass filter due to the peak-to-trough distance of the wave crest,
which is not suitable to induce their oscillation. Concerning the gyroscope’s moment of
inertia, J, Figure 18b demonstrates that, as expected, in order to maximize the system
productivity, large gyroscopic units are required, and thus the Jg,best value converges to the
upper bound imposed on J, equal to 45,000 kgm2 (see Table 1). Concerning the hydraulic
parameters, the pump displacement Dp and the hydraulic control type IDc are reported in
Figure 18c and 18d, respectively. It is worthwhile to remember that the free parameter of
the pump is an ID that uniquely corresponds to a pump unit in the Bosch Rexroth catalogue.
However, in order to give an engineering meaning to the results presented, the pump
displacement is used to represent the trend obtained during the optimization. The pump
displacement Dp is directly related to its maximum torque capabilities and gives insight
into the size of the pump. The results of Figure 18c,d are also consistent with intuition:
the AEP is maximized through the largest pump unit available in the catalogue, which is
able to exert the highest torque on the gyroscope unit, and, thus, no theoretical limits exist
in extracting the available power generated by the gyroscope motion. In this regard, the
pump unit can be interpreted as an electrical generator: the larger the torque available, the
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larger its saturation limits, and all the available power transferred to the gyroscope can
be converted into electricity (unless the HPTO efficiency). Figure 18d determines that the
most well-performing hydraulic control logic is the IDc = 4 regarding the switching of the
pump displacements and the clutching speed threshold (see Table 2). The control mode
IDc = 4 is the most versatile and ensures the best controllability of the hydraulic system: the
clutch-declutch valve is able to regulate the pressure acting on the primary pump, and, if a
tandem configuration is installed, the possibility to switch between three different pump
displacement allows a further degree of regulation of the PTO torque. Similarly to L and J,
the algorithm finds the best Dp and IDc before the 50th generation.

Concerning the CoE, the resultant optimal parameters are shown in Figure 19.

(a)
(b)

(c) (d)

Figure 19. (a) Hull length L, (b) gyroscope moment of inertia J, (c) pump total displacement Dp and
(d) hydraulic control mode IDc with respect to the generation number for a CoE-driven optimization.
The colour code represents the magnitude of the variable of interest. The dashed line refers to the
best individual of each generation.

In Figure 19a, it is shown that the hull length converges to lower values compared
to a AEP-driven optimization, almost equal to 14 m. However, such a result confirms
that the optimal hull longitudinal dimension stands in the same range regardless of the
optimization target in order to maximize the hydrodynamic performance of the system.
Conversely, the gyroscope moment of inertia J is almost three times lower for a CoE-
optimum device, standing around 16,300 kgm2 (see Figure 19b). This represents the main
difference emerging from the two optimizations: as shown hereafter, the gyroscope cost
represents almost 40 ÷ 45% of the total device cost, and, in a CoE-driven design, the
economic efficiency is favoured over the system performances, reducing the size of the
gyroscopic units. The pump displacement optimal value, reported in Figure 19c, is slightly
lower than the AEP-optimum one, and it refers to a single displacement unit. Despite
the economical efficiency of the system being preferred to its annual productivity, the
selected pump is again one of the larger units in the catalogue. Balder is a high-energy
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sea site, and the algorithm typically explores the most powerful PTO solution available to
maximize system productivity. Moreover, the hydraulic pump requires a low investment
compared to the gyroscope unit, and no relevant impact on the overall cost is obtained. As
shown in Figure 19d, the most performing hydraulic control logic is IDc = 2, concerning the
clutch-declutch logic. The pump switch is not possible here because the optimal pump is a
single displacement unit. Overall, the best value of L, J, Dp and IDc are found in generation
50, again demonstrating the high rate of convergence of the GA.

In order to investigate significant and more informative trends, Figure 20 shows
relevant results and design parameters for a selection of ten devices standing on the Pareto
Front, chosen in order to be representative of the fittest individuals in the whole population.

(a) (b)

(c) (d)

(e) (f)

(g) (h)
Figure 20. Ten individuals on the Pareto front with respect to their CoE and the associated per-
formance and system parameters. The results refer to a Stage 1a optimization. Bars coloured
proportionally to the device cost CTOT . (a) AEP, (b) hull length L, (c) hull mass Mhull , (d) gyroscope
mass mg, (e) gyroscope inertia J, (f) pump displacement Dp, (g) pump-rated torque Tpump and (h)
hydraulic control ID IDc. AEP, CoE, cost, and mass data have been hidden for confidentiality.
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In order to highlight the most convenient individual, according to each metric, bars
colour proportional to the device cost are used, so that cheapest devices are represented
by sky-blue bars, while most expensive ones in orange. The highest AEP and the lowest
CoE are achieved with significantly different individuals. In particular, it is evident that the
increase in AEP is slower than the increase in cost, so the lowest CoE is found in the low
cost region in spite of a lower AEP. Contrary, achieving high AEP generally requires such an
increase in device cost that the overall economical effort becomes unfavourable. Specifically,
Figure 20b,c explores variations in the hull length and mass, which are the main drivers of
hydrodynamic performance and hull cost. While CoE consistently increases with the hull
length, longer hulls generate high AEP, despite the hull longitudinal dimension remaining
bounded between 14 m and 17 m. The same behaviour is shown in the hull mass, which
reports a slight upward trend as the AEP increases. Similarly, Figure 20e,d depicts that
productive devices call for heavy and large gyroscopes. Despite the relevant increase in the
gyroscope unit inertia, from J = 16,500 kgm2 to J = 45,000 kgm2, the gain in productivity
does not follow the same rate of growth, confirming that the incremental investment
required to produce more energy is not cost-effective. Concerning the pump unit, mainly
as a consequence of the high AEP demand, the optimal pump displacement and rated
torque grow from left to right, resulting in more powerful hydraulic units installed (see
Figure 20f,g). Finally an optimal hydraulic control requires the use of the clutch-declutch
logic and (if a tandem unit is installed) the pump switching.

The device cost and the relative impact of different system parts on the total device
cost is reported in Figure 21. The costs are divided into hull, gyroscope unit and HPTO.
Figure 21a demonstrates that the absolute cost of each subcomponent tends to increase
more rapidly than the resultant increase in AEP, leading to higher CoE for high investments.
The rates of increase seem to be different: the hull cost tends to become less relevant in
favour of the gyroscope cost, although the mass of the hull increases, as shown in Figure 20c;
therefore, the proportional increase in gyroscope unit size has a higher impact on the overall
cost than the increase in hull dimensions and mass. In conclusion, a cost-effective solution
seeks compact gyroscopic units rather than small hulls. Overall, hull and gyroscope almost
equally split up 80 ÷ 85% of the device cost, while the hydraulic transmission is just
15 ÷ 20% of the investment.

(a) (b)

Figure 21. Ten individuals on the Pareto front with their CoE and the associated cost: hull, gyroscope
and HPTO; (a) absolute cost; and (b) percentage cost.

4.3. Optimal Devices

Finally, the results of the two optimum devices for Balder according to different
objective functions are summarized in Table 5. The AEP optimum is wider than the
CoE optimum, intercepting more wavecrests, hence enhancing the capture of incoming
energy. The same rationale applies to the flywheel inertia, pump displacement and rated
torque, which are driven to the upper limit available to extract as much energy as possible,
regardless of the device cost. Conversely, a lower CoE requires a smaller floater and
gyroscope units, along with a less powerful pump unit. The optimal control mode IDc
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is, as expected, the one that gives the higher controllability to the system: IDc = 4, for the
AEP-optimum, means that both the clutch-declutch logic and the switch of the tandem
units is enabled; IDc = 2, for the CoE-optimum, consists of enabling clutch-declutch logic
(here, the pump switch is not possible since a single-unit pump is considered). Overall,
dimensions and mass of the AEP-driven optimum are higher compared with the CoE-
driven one. This suggests that increasing the device size requires a higher increment in cost
than the consequent increase in AEP, hence increasing the resulting CoE. Regarding the
performances, the CoE optimum device underperforms the AEP optimum by up to 37.4%
considering the annual energy extraction. However, its cost of energy is 14.9% lower due to
a reduction in the total device cost almost equal to 52%.

Table 5. Key performance differences from the AEP optimum and CoE optimum.

Performance Symbol Delta AEP-CoE-Optimum

Delta Annual energy production ∆AEP −37.4%
Delta Cost of energy ∆CoE −14.9%

Delta Device cost ∆CTOT −52.3%

5. Conclusions

In this work, the results of a techno-economic design tool implementing the SDM of
the ISWEC equipped with an HPTO are discussed. The main novelty of this new design
procedure concerns the introduction of the spectral-domain technique to design a HPTO in
the early stage, limited until now to the use of complicated and computationally inefficient
time-domain frameworks. Several aspects have to be considered during the design process:
the power generation capacity, named here AEP, and the economic efficiency, identified
as CoE. Additionally, the initial investment play an important role in the decision process.
Originally, the ISWEC device was designed for the Mediterranean Sea or, more generally,
for low-medium energetic seas. The main aim of this work is to explore the performances
of the ISWEC device in high energetic seas toward the implementation of an HPTO. In this
regard, the ISWEC device is designed for the Balder sea site, an oceanic site located in the
North Sea.

First, the ISWEC system equipped with HPTO was modelled in the spectral-domain,
deriving its equation following the approach proposed in the previous works of the first
author. Second, the optimization tool was presented defining the device parametrization
along with its key performance indicators. The optimization relies on the SDM targeting
a multi-objective function to maximize the annual energy production, named AEP, and
to minimize the associated cost of energy, labelled CoE. The two most well-performing
devices, one designed to maximize the AEP and one to minimize the CoE, were compared,
showing the influence of the design parameters on the selected performance metrics. In
particular, the algorithm converges on costly devices if the AEP is to be maximized: large
hulls, massive gyroscopic units and powerful hydraulic pumps are preferred to enhance
the annual productivity, regardless of the economic efficiency of the system. On the other
hand, the CoE minimization is obtained through smaller and lighter devices with medium-
size hydraulic units. Concerning the hydraulic control mode, the GA converges to the
declutching control, and, if a tandem pump unit is considered, to the implementation of
the switching logic, as expected. Synthetic results demonstrate that the AEP optimum
outperforms the CoE optimum by almost 37% in the annual energy extracted. In contrast,
the performance indicators show a reduction of 14.9% of the CoE passing from the AEP
optimum to the CoE optimum, supported by a cost reduction of almost 52%, making the
ISWEC more attractive for investors.

The results discussed so far highlights the limitations of a single-objective design
or, even worse, of a sequential design process, considering different parts of the power
conversion chain independently. In particular, it was demonstrated that high overall cost
consistently results in high AEP/high CoE, and vice versa, remarking that the economic
ability and the conversion efficiency can be contrasting objectives. The design tool presented
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aims to offer an all-encompassing optimization tool to cover both technical and economical
aspects in order to help the design process of an WEC. Such a design method could be
extended to other WEC concepts with the main aim of accelerating the development of
the wave energy industry. Further work will be done on the basis of these preliminary
design results. The SDM of the HPTO will be expanded to also account for the dynamic
behaviour of the accumulator and the hydraulic motor in order to improve its accuracy,
reducing the performance gap with the TDM. A further optimization tool will be presented
and used to design the whole hydraulic transmission in the time-domain; the final aim
will be to compare different PTO technologies designed for the ISWEC to assess the best
PTO configuration from a techno-economic point of view. Moreover, a formal uncertainty
analysis will be added based on a previous work of the first author [6], applied to the
PeWEC device, in order to account for performance prediction variation based on parameter
uncertainty in designing the ISWEC system with HPTO.
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DOAJ Directory of open access journals
WEC Wave Energy Converter
PTO Power Take-Off
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NSGA-II Non-dominated Sorting Genetic Algorihm II
HPTO Hydraulic PTO
TDM Time-Domain Model
SDM Spectral-Domain Model
AEP Annual Energy Production
CoE Cost of Energy
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Note
1 the accuracy of the spectral-domain modelling technique has been demonstrated against the time-domain technique by the
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