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Abstract 

 

This paper deals with the design and optimization of the secondary drying stage, via design 

space calculation, of a freeze-drying process. A simple and well known mathematical model 

was used to this purpose: the kinetic parameters of the water desorption step were determined, 

either off-line or in-line, using the measurement of the residual amount of water (Cs) in one of 

the processed samples through Near-Infrared spectroscopy. In the first approach, three tests, at 

different values of heating shelf temperature, are employed: the measurement of Cs vs. time 

allows estimating the desorption rate and, finally, the kinetic constant at the given temperature. 

Arrhenius plot is used to get the parameters expressing the dependance of the kinetic constant 

on product temperature, thus allowing the calculation of the design space. In the second 

approach, the kinetic parameters are estimated in-line, focusing on the first part of the secondary 

drying stage, where the variation of product temperature is more relevant, hence allowing to 

track the evolution of the desorption rate (via Cs measurement) vs. product temperature. A 

fitting procedure is then used, looking for the kinetic parameters that provide the best fit 

between calculated and measured values of Cs. By this way only one test is required to get the 

design space. Drying of sucrose and of sucrose – arginine mixtures were used as case studies, 

to point out the effectiveness of the proposed method. Examples of the design spaces that can 

be obtained are presented and discussed, focusing on the effect of operating parameters like the 

heating rate and the residual water content at the beginning of the secondary drying, as well as 

on the constraint about the maximum allowed temperature. 
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List of Abbreviations 

 

KF  Karl-Fischer 

MVA  Multivariate Analysis 

NIR  Near-Infrared 

NIRS  Near-Infrared Spectroscopy 

PAT  Process Analytical Technology 

PLS  Partial Least Square 

PRT  Pressure Rise Test 

RM  Residual Moisture 

RMSE  Root Mean Squared Error 

 

 

List of Symbols 

 

Av cross-sectional area of the vial, m2 

a specific surface of the product, m2 kg-1 

Cs water content, % (w/w) 

Cs,eq residual moisture at the end of secondary drying, % (w/w) 

Cs,t target residual moisture, % (w/w) 

Cs,0 water content at the beginning of secondary drying, % (w/w) 

cp specific heat, J kg-1 K-1 

Ea energy of activation of the desorption reaction, J mol-1 

∆Hd heat of desorption of water, J kg-1 

K ratio of free volumes 

Kv effective heat transfer coefficient, W m-2 K-1 

kd kinetic constant of the desorption rate, kg m-2 s-1 

k0 pre-exponential factor of the desorption rate, kg m-2 s-1 

R ideal gas constant, J mol-1 K-1 

rd water desorption rate, % (w/w) s-1 

Tf temperature of the heating fluid, K 

Tf,max maximum fluid temperature, K 

Tg glass transition temperature, K 

Tg,s glass transition temperature of solute, K 
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Tg,w glass transition temperature of water, K 

Tp product temperature, K 

td drying time, h 

V volume of the cake, m3 

 

Greeks 

ρ density, kg m-3 

ρs density of solute, kg m-3
 

ρw density of water, kg m-3  
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1. Introduction 

 

In the last decades, especially after the Food and Drug Administration’s PAT initiative of 

2004[1], Quality-by-Design has become a fundamental strategy in the pharmaceutical field, in 

order to get high quality products and highly efficient processes. The process efficiency is of 

outmost importance for freeze-drying, to shorten the duration and, thus, reduce costs. Freeze-

drying is an essential step in the manufacturing of (bio)pharmaceuticals[2], as it allows to 

preserve the active component characteristics by means of a gentle drying process. Hence, 

despite of the fact that the entire cycle may last several days, it is vastly used for drying heat-

sensitive products. 

A freeze-drying cycle is basically made up of by three steps. Firstly, during the freezing, the 

product temperature is lowered and most of the liquid solvent (generally water) is turned into 

ice, except for a fraction of water that remains incorporated in the product. Following, in the 

primary drying step, the product temperature is maintained low, and the chamber pressure is 

decreased to allow the sublimation of ice crystals. As the water content at the end of primary 

drying is usually too high, because of the unfrozen water that cannot sublimate, secondary 

drying, the last step, is performed. Temperature is increased while pressure is kept at low values, 

and the desorption of the unfrozen water from the product occurs as the aim is achieving the 

target residual moisture (RM), which may be even lower than 1%[3].  

Primary drying is typically the most time-consuming phase of the cycle and great attention has 

to be paid in this step to avoid the overheating of the product and the collapse of the cake. For 

this reason, numbers of studies were done in order to develop methods for design and 

monitoring this stage. Hence, primary drying is nowadays well understood: methods to identify 

the end-point[4,5,6], 2D models[7-10], and algorithms to calculate a design space[11,12] were 

proposed and are now available to industrial practitioners. Comparatively, a little work was 

done about designing the secondary drying. Some accurate models were proposed to simulate 

the primary and secondary drying steps[13,14], though the calculations involved required the use 

of a lot of parameters. Nevertheless, the secondary drying step would deserve serious 

consideration. In fact, it may be as time consuming as the primary drying, and it may account 

for at least 20% of the operational costs[15]. Additionally, meeting the target RM is essential: 

firstly, the over-drying of the product has to be avoided, as it can damage the active component; 

on the opposite, a higher RM is not desirable, as it would affect the shelf-life stability. 

When it comes to process development, a simple method to estimate the end-point of the 

secondary drying is by means of a trial-and-error approach: some samples are taken periodically 
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from the chamber using a sample-thief, through a special flange in the chamber door, without 

interrupting the cycle. Their RM is obtained typically by means of Karl Fischer (KF) titration, 

and, thus, the ending point of secondary drying is established according to the target RM. 

However, handling the samples with a sample-thief is challenging and the accuracy of the 

method depends on the sampling frequency, that is limited being the method destructive. 

Moreover, if the operating temperature has to be optimized, these tests have to be repeated in 

several cycles where the heating temperature is changed. Finally, this procedure is not 

complying with the Quality-by-Design approach: the PAT initiative[1] suggests to develop and 

design processes continuously controlled, to ensure higher product quality, by means of well 

understood and efficient processes. In fact, to deal with the PAT guideline, the implementation 

of PAT (Process Analytical Technology) tools is necessary. These tools are process and product 

analyzers, that provide information in-line and in real-time about the status of the product and 

of the process[16]. PAT tools have been implemented for monitoring batch freeze-drying for 

pharmaceuticals, aiming at in-line or off-line process optimization[17]. The information 

collected can be used to build a design space. The design space includes the combinations of 

process variables and parameters that guarantee a final product in compliance with the quality 

targets[18], according to the Quality-by-Design concept. 

Studies about the secondary drying focused on the investigation of the desorption kinetics[19,20] 

and on the impact of process parameters[21-23] on it, e.g. temperature and chamber pressure. The 

methods proposed were aimed at setting the operating conditions for this stage, but could not 

predict the RM content[24], or, conversely, could predict the RM, but required a considerable 

experimental work[25]. Strategies for in-line monitoring of secondary drying and detecting the 

end-point were presented, based on tunable diode laser absorption spectroscopy[26] or on 

Pressure Rise Test (PRT)[19,27,28]. In this framework, Near-Infrared Spectroscopy (NIR 

spectroscopy or NIRS) can be a powerful tool to be installed in-line and used as a PAT tool. 

NIR technology is a non-invasive spectroscopic technique, based on the measurement of the 

absorbance of the system in the range 14300-4000 cm-1 (700-2500 nm)[29-33]. In particular, 

NIRS is able to detect water with high accuracy, since water gives strong signals around 6900 

cm-1 and 5150 cm-1 [34]. This characteristic makes NIRS particularly suitable for evaluating the 

RM of freeze-dried products. Indeed, this technique was exploited in several studies for freeze-

drying applications, both as an off-line analyzer for the measurement of RM, active component, 

and cake structure[35-39], and for in-line monitoring of the water content and of the modifications 

of proteins structures[16,40-43]. In particular, some applications for studying the water dynamics 

during the secondary drying were presented, proving the suitability of NIRS for detecting water 
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even when the concentration is very low[44,45]. 

In this study NIRS was used as an in-line tool to get a real-time measurement of the water 

content of the product being freeze-dried. Spectra of a sample being freeze-dried were collected 

during the entire cycle, and a model for RM prediction was developed from spectral data, by 

Partial Least Square (PLS) regression[29,31,46-48]. Following, the trend of water content during 

the secondary drying was used to calculate the desorption rate and, finally, the kinetic constant 

of the process. This allowed to use a simple model of the secondary drying stage to calculate 

the design space, i.e. the range of operating conditions, namely the temperature of the heating 

fluid and the drying time, to reach the target RM avoiding the product over-heating and, lately, 

meeting the PAT guidelines about Quality-by-Design. 

The temperature dependence of the desorption kinetic is usually assumed to be of Arrhenius-

type[7,28], hence two parameters, namely the energy of activation of the desorption reaction (Ea) 

and the pre-exponential factor (k0) have to be estimated. In this work two methods are proposed 

to estimate these parameters: 

(i) the first is based on the off-line calculation of the Arrhenius plot, using the method of 

Pisano et al.[28], but without using the PRT, and taking advantage of the measurements 

of water content through NIRS; 

(ii) the second is a completely new approach, based on the in-line fitting of the measures of 

water content with the secondary drying model. 

While the first approach requires carrying out three tests, at three different temperatures, in the 

second one just a single test may be enough. Moreover, method (i) requires carrying out the 

tests till the completion of the secondary drying, and, thus, it may be used only off-line. 

Conversely method (ii) uses the measurement of water content in the first part of the secondary 

drying stage, where product temperature changes. This would be very beneficial to calculate 

the kinetic parameters and, thus, the design space, in-line, allowing a real-time process control 

and optimization. It has to be remarked that in this work only the effect of temperature was 

considered for designing  the secondary drying, since it was already proved that pressure had a 

negligible effect on the desorption kinetics[21]. 

This paper is organized as follows: in section 2 the NIRS model for RM prediction, the model 

equations and the algorithm used for the calculation of the design space are presented, as well 

as the experimental setup; section 3 shows the results regarding the estimation of the kinetic 

parameters for two different products, and an example of a design space calculated when some 

process conditions are varied; section 4 highlights remarkable conclusions. 
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2. Methods and Materials  

 

2.1 Experimental procedure and case study 

Experimental activities were carried out in the laboratories of the Guidonia Montecelio (Italy) 

site of Merck Serono SpA. As case studies for developing and testing the proposed algorithms 

two products were used: 

– product A: sucrose 6% (w/w); 

– product B: sucrose 6% (w/w) and arginine 2% (w/w) (total solid fraction 8% w/w). 

These samples were obtained from aqueous solutions, freeze-dried in vial 2R (Nuova Ompi, 

Piombino Dese, Italy), with a filling volume of 1 mL. Sucrose and L-arginine 

monohydrochloride were supplied by Merck Life Science (Darmstadt, Germany), and used as 

received, while ultra-pure water was obtained by a Millipore water purification system (IQ 

7000, Merck Millipore, Burlington, USA). Vials were placed in direct contact with the freeze-

drier shelf, in a honeycomb layout, using a polymeric square frame. This was specifically 

designed for in-line NIRS monitoring (Figure S1 in Supplementary material): a carving on one 

of the sides of the frame was realized to allow NIRS probe to be placed in direct contact with 

the vial to be analyzed in-line. 

For spectra acquisition a Fourier Transform NIR spectrometer (Antaris MX FT-NIR, Thermo 

Fischer Scientific, Waltham, USA), equipped with a halogen NIR source and an InGaAs 

detector, was used. Spectra were recorded in diffuse reflectance mode, in the wavelength range 

10000 - 4000 cm-1, with the following setting: 32 scans, resolution of 8 cm-1, gain of 1, and 3 

minutes is the time interval of acquisition. The NIRS probe was installed in-line, through a 

specifically designed flange of the freeze-dryer door. The probe was placed in contact with the 

monitored sample, that was the vial in the middle of the first raw in the frame (Figure S1 in 

Supplementary material). Therefore, the position of the samples analyzed in-line with respect 

to the freeze-dryer chamber was always the same. This was relevant to eliminate any potential 

effect due to the positioning of the product on the shelf, as the thermal evolution of a vial may 

be strongly affected by vial position[49,50]. Actually, a single vial could be monitored at a time, 

since a single NIR probe could be installed through the freeze-drier door. Previous tests 

evidenced that both temperature and overall heat transfer coefficient in the monitored vial, in 

this arrangement, are included in the range of variability of these parameters in the central vials 

of the batch, those constituting the majority of the batch. 
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Product temperature was monitored in-line by wireless sensors (Tempris GmbH, Holzkirchen, 

Germany). Three sensors were used for each run, placed in the vials just beside and in contact 

with the vial monitored by NIRS. 

Samples were processed in a lab-scale freeze-drier (Lyostar3, SP Scientific, Warminster, USA). 

Samples of type A and B underwent to different process conditions during the secondary drying, 

in order to study the desorption kinetics as a function of temperature, while freezing and primary 

drying were kept unchanged for all the batches. 

Three cycles were initially performed for samples A (Figure S2 in Supplementary material, 

with the following process conditions: 

- freezing up to -45°C, with an annealing step of 2 h at -15°C, for a total time of 8 h; 

- primary drying at -23°C and 5 Pa for 30 h; 

- secondary dying at 20, 30, and 40°C (a different temperature setpoint was used for each 

cycle) and 5 Pa for 40 h. These runs are called in the following A1, A2, and A3, referring 

to the drying temperature at 20, 30, 40°C respectively. 

A further cycle, called A4, was run with product A (Figure S3 in Supplementary material , with 

the same freezing protocol and the following settings for drying: 

- primary drying at -25°C and 5 Pa for about 59 h; 

- secondary drying at 35°C and 5 Pa for about 19 h, with a slower heating rate set at 

+0.1°C/min. 

This test was carried out to validate the kinetic model developed off-line using the results of 

the previous tests. 

Samples B were obtained from two cycles (Figure S4 in Supplementary material): 

- freezing at -45°C, with an annealing step of 2 h at -15°C, for a total time of 8 h; 

- primary drying at -25°C and 5 Pa for 34 h;  

- secondary dying at 20 and 45°C (a different temperature setpoint for each cycle) and 5 

Pa for 40 h. In the following these runs are called B1 and B2, identifying respectively 

the run at 45°C and 20°C. 

Just one of this two tests (B1) was used to estimate the kinetic parameters for the desorption 

reaction, while the other (B2) was needed to validate the model developed with the first one. 

When not specified, the cooling/heating rate of the cycles was set at +/- 1°C/min. 

 

2.2 Water content measurement 

For developing a NIRS application, typically a large number of spectra needs to be collected, 

and each spectrum is made by hundreds of values (one for each wavelength scanned). As a 
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consequence, Multivariate Analysis (MVA) is needed to process NIRS data and extract any 

relevant information. Among the MVA methods, PLS was adopted in this study to get a 

prediction of the RM content. 

Samples of sucrose 6% w/w and of sucrose 6% w/w - arginine 2% w/w were freeze-dried and 

humidified, following the procedure proposed in literature[51]. These samples were scanned by 

NIRS, and KF titration was used as the reference analytical method for calibrating the PLS 

regression. Data were processed according to the method described by Bobba et al.[46]. This 

method was intended to calibrate a robust model. Two different models for estimating the RM 

from NIRS spectra, were developed, one for product A and the other for product B. The 

approach is based on the use of a small wavelength range (5290 - 4785 cm-1 for samples A, and 

5295 - 4745 cm-1 for samples B), very specific for the water signal, in order not to consider 

other product-specific signals, and just two latent variables were used to perform the modeling. 

The models were validated off-line with other samples of the tested product, in the range of RM 

0.36% - 6.35% for samples A, and 0.30% - 3.84% for samples B. The validation resulted in 

very low estimated errors, i.e. the Root Mean Square Error of Prediction and the Root Mean 

Square Error of Cross Validation respectively equal to 0.123 and 0.122, meaning that the model 

could be considered pretty much accurate. 

This model was also applied to the spectra collected in-line, resulting in the prediction of the 

water content of the sample undergoing freeze-drying. Because of the range of RM used for the 

calibration, the model could predict the water content reliably only in the last part of primary 

drying, in particular in the holding step after the completion of ice sublimation, and during the 

entire secondary drying stage. The trends of the water content over the secondary drying in the 

various tests are showed in Figure S2, S3, and S4 in Supplementary material. 

At the end of each run, the RM of the vial monitored by NIRS was assessed by KF titration, as 

a further validation of the predictive ability of the PLS model (Table 1). When the values of 

RM measured and predicted are compared, the large uncertainty related to the KF analytical 

method should be taken into consideration  (up to ± 0.3% w/w)[52,53], which is less accurate than 

the performance of the NIRS model[45]. 

 

2.3 Mathematical modeling 

The goal of the mathematical model of the secondary drying is to describe the evolution of  the 

product temperature (Tp) and of the water content (Cs) vs. time. A lumped model is here 

adopted[28], since radial and axial gradients of temperature may be assumed negligible. 

Therefore, the energy and mass balance for the product being dried in the vial, i.e. the cake, are 
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given by equations (1) and (2): 

 

𝜌𝑐𝑝𝑉
𝑑𝑇𝑃

𝑑𝑡
= 𝐾𝑣𝐴𝑣(𝑇𝑓 − 𝑇𝑃) + 𝑉𝜌 𝑟𝑑  ∆𝐻𝑑 

(1) 

𝑟𝑑 = −
𝑑𝐶𝑠

𝑑𝑡
 

(2) 

 

where ρ and cp
 are the density and the specific heat of the product, V the volume of the cake, Av 

the cross-sectional area of the vial, Tf  the temperature of the heating fluid, and ∆Hd the heat of 

desorption of water. The parameters Kv is an effective heat transfer coefficient, taking into 

account the overall heat transfer mechanisms from the freeze-drier chamber to the product, e.g. 

conduction through the contact points between the vial bottom and the shelf, conduction in the 

gas between the vial bottom and the shelf, radiation from the chamber[9,12,54,55]. The water 

desorption rate (rd) is defined by equation (3), based on the assumption that the rate-determining 

step for secondary drying is water desorption from the solid porous cake. In fact, Pikal et al.[21] 

showed that the vapor transport, i.e. the diffusion, through the dried cake was not rate limiting. 

 

𝑟𝑑 = 𝑎𝑘𝑑(𝐶𝑠 − 𝐶𝑠,𝑒𝑞) (3) 

  

where a is the specific surface of the product[7], kd the kinetic constant and Cs,eq the minimum 

RM at the end of an extended secondary drying. Equation (3) assumes that rd is proportional to 

the difference between the water content and its equilibrium value and, therefore, this is the 

actual driving force of the desorption phenomena. The value of Cs,eq can be eventually equal to 

zero depending on the product characteristics. This model was demonstrated to describe the 

physical phenomenon properly[13] and was verified experimentally. The kinetic constant kd 

exhibits an Arrhenius-type dependence from the product temperature[28,56,57], as described in 

equation (4): 

 

𝑘𝑑 = 𝑘0 𝑒𝑥𝑝 (−
𝐸𝑎

𝑅 𝑇𝑃
) (4) 

 

where k0 and Ea are the kinetic parameters named above and R is the ideal gas constant. 

Additionally, the effect of chamber pressure on the desorption kinetic was assumed 

negligible[21], at least in the range of pressure values typically used for freeze-drying 
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applications. 

 

2.4 Estimation of model parameters 

In order to solve the system of equations (1) and (2) the physical properties of the product 

should be known, and some parameters have to be estimated. 

The value of the overall heat transfer coefficient is mainly a function of the chamber pressure 

and it is specific for the vial-chamber system. The method based on gravimetric tests can be 

used to experimentally estimate its value[55]. Usually, the value of Kv should be already known 

from previous primary drying design. Indeed, when it comes to secondary drying, the primary 

drying is supposed to be already designed, and to do this, Kv is an essential parameter. Actually, 

this was the case: the value of Kv was known as a function of pressure for that specific vial-

chamber system, thanks to previous studies. Three gravimetric tests had been performed at 5, 

10, 15 Pa using 2R format vial, resulting in Kv values ranging between 15 and 33 W m-2 K-1 

accordingly to the position of the vial across the shelf. In particular, the values of Kv concerning 

the test run at 5 Pa, i.e. the pressure that was used in the present work to run the cycles used for 

model developing, ranged between 15 and 23 W m-2 K-1 according to the position of the vials 

on the shelf, being the higher values characteristic of vials in the first row of the shelf. However, 

with the aim to verify the value of Kv for the vial monitored by NIRS, in that specific position 

on the shelf, was similar to that of central vials, representing the majority of the batch,  a single 

gravimetric test was lead at 5 Pa: the Kv resulted to be 25 W K-1m-2 for the vial monitored by 

NIRS, thus comparable with the value found previously for the edge vials. Also, the values of 

Kv of the edge vials found from the gravimetric test lead with the NIRS installed inline was 

equal to about 25 W m-2 K-1, thus almost equal to the Kv of the vial monitored by NIRS. This 

could be another evidence that the NIRS radiation had a minimal effect on the heat exchange 

of the vial, at least with the equipment, experimental set up, and time interval of spectra 

collection adopted in this work. This makes the heating effect due to the NIR beam radiation 

not so significant, as the overall heat transfer appeared not significantly affected. 

The value of Cs,eq
 can be evaluated experimentally or calculated from literature correlations, 

that are estimated empirically for a specific formulation[58,59]. In this case, to get Cs,eq values, 

some preliminary runs were performed at different process conditions, for the products A and 

B. The Cs,eq values found and used in the calculations are summarized in Table 1. They were 

obtained running secondary drying for about 30 h, which is a time duration definitely much 

longer than the necessary, since the trend of Cs reached a clearly defined plateau. 

The water content at the beginning of secondary drying (Cs,0) is provided by NIRS in-line 



 

13 
 

measurements, as well as the Cs at each time step considered in the calculation. 

Aiming to compare the results obtained in the three tests carried out at different temperatures, 

the evolution of Cs versus time cannot be considered, as the value of Cs at the beginning of 

secondary drying (Cs.0) could be different from a batch to another. In fact, the end-point of the 

primary drying might have occurred at different times, thus the water desorption that could have 

taken place during the holding time in the last hours of primary drying may be different. This 

might have caused different Cs.0 between different batches. Therefore, to remove the influence 

of Cs,0, the comparison was performed with the normalized trends of water content, i.e. each 

value of residual water was divided by the value at time zero. Figure 1 (above) shows the 

comparison between the normalized trends of RM for the three runs required when using 

method #1. Here, the effect of temperature on the kinetics and on Cs,eq can be appreciated. The 

higher the product temperature, the faster is the decrease of Cs, and the lower the value of Cs,eq, 

which turned out in a lower RM content, hence, the dependency of the desorption kinetics on 

the temperature is confirmed. 

The kinetic parameters Ea and k0a have to be estimated. Two algorithms were proposed to 

estimate Ea and k0a as described in the following sections. This kinetic parameters were used 

to model the evolution of Cs. In order evaluate the goodness of the fitting and compare the 

performance of the two algorithms, the Root Mean Squared Error (RMSE) was calculated. 

RMSE was obtained as the root mean squared error of the residuals, i.e. of the difference 

between the experimental values of Cs and the calculated ones, at the power of two, divided by 

the number of measurements,.  

 

2.4.1 Arrhenius plot based calculation (method #1) 

Similarly to the algorithm proposed in literature[28], this method is focused on the construction 

of an Arrhenius plot, which takes advantage of the Arrhenius-dependence of kd  from 

temperature. 

Pisano et al.[28] applied the PRT to calculate rd from measured values of pressure rise in the 

secondary drying stage. Following, Cs,0 and kd were obtained from the fitting of the drying rate 

measured by PRT in the secondary drying stage. In this study, the implementation of in-line 

NIRS analysis allowed to get easily the trend of Cs and of Cs,0, that can be used to calculate the 

rd, and following to estimate the value of kd as shown in the following. 

When using this approach it has to be taken into account that product temperature is changing 

at the beginning of the secondary drying and, thus, aiming to indicate one point in the Arrhenius 

plot, i.e. a value of kd for a specific value of product temperature, the attention has to be focused 
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on the portion of the secondary drying stage where an almost steady state value of product 

temperature was obtained. Great care has to be paid when selected the values of Cs to be used 

in the previously described algorithm as not only product temperature has to be reached an 

almost steady-state value, but also a “relevant” decrease of the water content has to be detected, 

to allow calculating the desorption rate. This means that data obtained in the last part of the 

secondary drying, where Cs has reached an almost steady-state value, are useless to calculate 

the desorption rate. The selection of the optimal window for data extraction may be easily done 

off-line, once the curve Cs vs. time has been obtained. The algorithm proposed is thus the 

following: 

 

1. For a given set of operating condition, Cs vs. time was measured through the NIR spectra 

collected in-line, by applying the PLS regression model; 

2. Mathematical manipulations, i.e. smoothing and filtering, of this curve were performed, in 

order to reduce the measurement noise. Filtering was performed by the MATLAB function 

spline, which consisted in a cubic spline interpolation of data. For smoothing another 

MATLAB function was applied, sgolay, which allowed to design a Savitzky-Golay 

polynomial filter; 

3. Data collected when product temperature was almost constant and the decrease of Cs still 

significant were selected; 

4. The value of the drying rate was calculated from the mass balance, as the ratio between the 

difference of two subsequent values of Cs and the time interval between them. Because of 

the filtering algorithm applied to reduce the noise affecting Cs, the time interval between 

two subsequent values was 6 minutes. Since rd is obtained as the derivative of Cs vs time, 

the trend calculated was still quite noisy. Thus, further smoothing was applied to get a 

smoother trend or rd. 

5. The values of rd were plotted against the values of Cs -Cs,eq; 

6. A linear fitting of the rd values vs. Cs -Cs,eq allowed to obtain the value of the kinetic constant 

(kda), taking into account equation (3). 

 

This procedure has to be performed for at least two tests, run at different temperature conditions. 

Nevertheless, aiming to improve the accuracy of the method, three tests are here suggested as 

minimum. In fact, this allows checking if the Arrhenius plot is truly linear. Once the three values 

of kda were obtained, they could be represented in an Arrhenius plot, by applying equation (4) 

in the logarithmic form. Finally, the values of Ea and k0a can be obtained respectively from the 



 

15 
 

slope and the intercept of the linear fitting of these three points. 

This approach was applied to runs A1, A2, and A3, thus, estimating Ea and k0a for sucrose 6% 

w/w. The values estimated were used to calculate the trend of Cs by means of equations (2) and 

(4), over the entire duration of secondary drying. The validation was performed by comparing 

the calculated trend of Cs with the trend obtained experimentally from NIRS, as the transitory 

and final parts of the experimental trend were not used for extrapolating the kinetic parameters. 

Also run A4, carried out with different operating conditions, was used for validation purposes. 

As an alternative, a different approach may be used, based on the fact that equations (2) and (3) 

at constant temperature have an analytical solution describing the evolution of Cs vs. time, and 

a non-linear fitting algorithm could be used to get the kinetic parameter kda. In this study we 

preferred the first approach as it is based on a simpler linear fitting. 

 

2.4.2 Fitting-based calculation (method #2) 

An innovative solution to obtain Ea and k0a directly from just one test, in-line, is based on the 

best fitting of the trend of Cs using the previously presented mathematical model where the only 

unknown parameters are Ea and k0a. The fitting procedure was performed by MATLAB 

functions, implemented in some scripts written ad-hoc. 

Since, from the experimental trends (Figure S2 and S3 in Supplementary material), the most 

significant decrease of the water content was found to occur in the first part of the secondary 

drying, particularly during the heating ramp of the fluid temperature, the first hours of drying 

were actually the most relevant to perform the fitting.  

As for the previous method, the trend of Cs had to be extracted from NIR spectra (step 1-2),  

and that corresponding to the initial part of drying was selected for fitting. The MATLAB 

function fminsearch was adopted to look for the best fitting between the experimental values of 

Cs and the calculated values. The latter was obtained by solving the system of equations (1) and 

(2) with the MATLAB solver for differential equations ode15s, which implemented, at each 

iteration, an optimized value of Ea and k0a. 

This methodology was applied to runs A3 and B1, estimating the kinetic parameters for sucrose 

and sucrose-arginine, respectively. For fitting purposes, the runs with the highest product 

temperature were selected (40°C and 45°C respectively) in order to get the largest variation of 

product temperature, and, thus, of the drying rate. In this way the desorption kinetics was 

studied over a larger range of temperature and, thus, the kinetic parameters estimated could be 

suitable to model the desorption process over a larger set of operating conditions. 

For validation purposes, the kinetic parameters estimated from run A3 were used to calculate 
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the trend of Cs in runs A1, A2 and A4, and compared with the trends obtained experimentally 

from NIRS. The same validation procedure was done with the kinetic parameters estimated for 

run B1, comparing the calculated Cs with the experimental trend of B2. 

 

2.5 Design space calculation 

Once the kinetic parameters are known, they can be used to build a design space to optimize 

the secondary drying. The detailed procedure to calculate a design space was described step by 

step by Pisano et al.[28]. The design space can be used to determine the drying time (td) required 

to get the target residual moisture (Cs,t). 

Some constraints regarding the maximum allowed product temperature can be added to the 

design space. This requires to know the glass transition temperature of the product (Tg) as a 

function of the water content, as a higher Cs reduces Tg. The simplified Gordon-Taylor 

equation[59] may be adopted to estimate the Tg: 

 

𝑇𝑔 =
𝐶𝑠 𝑇𝑔,𝑤 + 𝐾(1 − 𝐶𝑠)𝑇𝑔,𝑠

𝐶𝑠 + 𝐾(1 − 𝐶𝑠)
 (5) 

 

where Tg,w and Tg,s are the glass transition temperature of water and of the solute, and K is a 

constant taking into account the ratio of the free volumes of the components. A simplified 

equation[59] to calculate K from the density of the two components (ρw and ρs) is the following: 

 

𝐾 =
𝜌𝑤 𝑇𝑔,𝑤

𝜌𝑠 𝑇𝑔,𝑠
 (6) 

 

To take into account that product B is a mixture of two solutes, the values of Tg,s and ρs were 

calculated as the mean of the values of sucrose and of arginine, weighted by their solid fraction. 

For water and sucrose the values reported by Hancock and Zografi were used[59], while for 

arginine density was equal to 1.42∙10-3 kg m-3 [60] and the glass transition temperature to 349 K. 

The latter was estimated from its melting point, accordingly to Fukuoka et al.[61]. Finally, in 

order to calculate Tg, the trend of Cs can be obtained from NIRS in-line measurements, or 

calculated by the model presented above, once all the parameters have been estimated. 

Once Tg is estimated for a specific trend of Cs, the corresponding value of the fluid temperature 

(Tf,max)  that would cause a product temperature equal to the maximum one can be obtained 

from equation (1) using Tg instead of TP, and plotted over the design space. The entire profile 
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of TP was taken to calculate Tg, allowing to calculate the design space corresponding also to the 

first hours of secondary drying. In fact, product temperature typically increases suddenly at the 

beginning of the secondary drying, due to the fluid temperature ramp, while the water content 

may be still not very low. For this reason, the initial hours of secondary drying can be critical 

for product quality, and making use of the design space may be beneficial. 

The couple of operating conditions Tf  and td belongs to the design space if that point stays 

below Tf,max, i.e. if the value of TP  is lower than the limit value, which is lastly the Quality-by-

Design concept. Once the design space is known, the optimal operating conditions may be 

easily identified by looking for the values of shelf temperature that allows minimizing the 

duration of this stage, being the duration readily available in the diagram. 

 

 

3. Results and Discussion 

 

3.1 Kinetic parameters estimation using method #1 

The runs A1, A2, A3 at three different temperatures were used to build an Arrhenius plot and 

get the kinetic parameters for sucrose. The time range 5 h - 20 h was selected, as here the 

product temperature was almost constant and a quite significant decrease of Cs could still be 

found. Arrow a points out the range selected in Figure 1 (above). 

For each run, rd was calculated from the smoothed profile of Cs, as described in the procedure 

above at point 4, and plotted against the driving force of the desorption, according to equation 

(3). In Figure 1 (below) the linear dependence of rd on Cs can be inferred, proving the suitability 

of a linear equation like equation (3) to describe the desorption phenomena. The slope of the 

fitting lines was used to get the values of the kinetic constants (k0a), represented in the 

Arrhenius plot in Figure 2. Here, the linear regression resulted in a very accurate fitting of the 

three values of k0a (R2 equal to about 0.96), underlining the suitability of equation (4) for 

describing the desorption process. From the interpolation of data in the Arrhenius plot, k0a and 

Ea resulted equal to about 245 s-1 and 37.27 kJ mol-1. 

These values were used to validate the model and the comparison between the trend of Cs 

predicted by the model and obtained from NIRS measurements can be appreciated in Figure 3. 

The fitting between the experimental and the calculated values of Cs resulted in low values of 

RMSE, ranging between 0.105 and 0.274 (Table 2), pointing out the goodness of the algorithm. 

The model, using the kinetic parameters estimated, allowed to calculate fairly accurate values 

of Cs both at the beginning of the secondary drying stage, where moisture decrease is much 
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more relevant, and the stationary value of Cs reached in the last hours of drying, that represent 

one of the most important final product quality attributes. 

 

3.2 Kinetic parameters estimation using method #2 

 

3.2.1 Product A 

As it was pointed out, the most significant decrease of the water content occurred in the first 

hours of drying: in this case study, by the 6th hour of secondary drying, the decrease of water 

content ranged between the 77% and the 90% of the entire water content decrease occurring in 

the secondary drying. Therefore, data in the time range up to 6 h were taken for estimating the 

kinetic parameters using method #2. Arrow b in Figure 1 (above) points to the range selected. 

The trend of Cs of run A3 was used, as it was performed at the highest temperature between the 

runs performed with product A. 

The values of k0a and Ea, found to give the best fitting, were equal to about 213 s-1 and 36.92 

kJ mol-1. These were very similar to what obtained from the previous procedure, thus the two 

couples of kinetic parameters confirm the values of each other. Moreover, these values are in 

good agreement with what Pisano et al. (2012)[28] found for a similar product, i.e. freeze-dried 

solution of sucrose 5% (w/w), being in that case the kinetic parameters equal to 277 s-1 and 

37.71 kJ mol-1. Figure 4 shows the validation of the optimized kinetic parameters used for 

predicting the trend of Cs of run A1, A2, and A4, as well as the remaining hours of run A3. 

Being similar to the previous values of k0a and Ea, the comparison between the experimental 

and the calculated trend of Cs was again very accurate, both in the initial transient, and in the 

final steady-state values. Also the values of RMSE were found almost equal to the values 

calculated using method #1, or slightly lower. The values of RMSE for each run of product A 

could be seen in Table 2, pointing out that method #2 was as much performing and accurate 

than method #1.   

 

3.2.2 Product B 

In order to validate the method with another product, the method #2 was applied to sample B. 

The run B1, performed at higher temperature, was considered in this framework. As for product 

A,  data in the time range up to 6 h from the beginning of secondary drying were taken, as the 

decrease of water content in these hours was calculated to range between the 79% and the 96% 

of the total decrease of water content during the secondary drying. The optimized k0a and Ea 

for product B were found equal to about 8 s-1 and 27.39 kJ mol-1, which were used to perform 



 

19 
 

the comparison between the experimental and the calculated trends of Cs. Figure 5 highlight the 

agreement between the two trends, both for run B2 and for the hours of drying of run B1 not 

used for the fitting operations. As in paragraph 3.2.1, some aspects of the fitting are remarkable 

and have to be underlined. Firstly, the overall accuracy in predicting the trend of Cs in all its 

parts, both at the beginning and at the end of the secondary drying stage, being the last values 

of Cs equivalent to the RM content in the final product. Also, the kinetic parameters were 

suitable to model test B2, used exclusively for validation purposes, as well as the second part 

of B1, not used for best fitting. In fact, the fitting between the experimental and calculated 

values of Cs resulted in very low values of RMSE, underlining the accuracy of method #2 and 

its suitability for being applied to different products. If compared to the parameters obtained 

for product A, it appears that the pre-exponential factor is lower, but also the activation energy 

is lower, about 30%, that motivates the faster drying kinetics that may be pointed out when 

comparing the trends in Figure 5 and 4 for the two products. 

 

3.3 Design space calculation 

Once the model and the kinetic parameters were obtained and validated, they were used to 

calculate the design space of product B. The maximum product temperature was calculated 

using equations (5) and (6), adapted for the mixture of sucrose - arginine. Some parameters 

were changed, e.g. Cs,0 and the heating rate, to investigate their effect on the design space. 

Figure 6(a) and 6(b) show the design space calculated considering the same heating rate but a 

different Cs,0, equal to 6% and 4% respectively. The dashed line represents Tf,max, i.e. the 

boundary operating conditions that would cause a product temperature equal to the maximum 

allowed one. The curves reported are parametrized according to the target residual moisture. 

For a lower Cs,t, the drying time increases, e.g. in Figure 6(a) about 4.7 h and 7.2 h to get Cs,t 

equal to 1% and 0.5% with Tf sets at 30°C. 

Not surprisingly, when Cs,0 is higher, a longer drying time is needed (about 10.7 h to get Cs,t 

equal to 0.5% setting Tf  at 20°C in Figure 6(a), and 9.5 h in Figure 6(b) in case the residual 

amount of water at the beginning of secondary drying moves from 6% to 4%). In any case, it 

has to be remarked that even if the value of Cs,0 is decreased by one third, the time required to 

get the target value of residual moisture in the final product is decreased only of about 9%. On 

the other hand, the hours of primary drying to be performed to lower the value of Cs,0 may be 

much longer. Therefore, applying an over-extended primary drying and a shorter secondary 

drying to get a certain Cs,t may be not always the best choice. However, it must be considered 

that, during the first hours of drying, in case of a higher Cs,0, the constraint on the Tg is more 
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stringent. In fact, in Figure 6(a) Tf,max at the beginning is about 20°C, while it is more than 10°C 

higher in Figure 6(b). Consequently, a lower heating rate seems advisable in case of higher Cs,0. 

Another observation to be underlined is about the minimum value of Cs,t obtainable. Since the 

desorption kinetic is influenced by the equilibrium value of RM, and Cs,eq reaches lower values 

as the product temperature decreases, some very low values of Cs,t could not be obtained with 

lower fluid temperature. For example, a residual moisture of 0.3% is obtained only if Tf is set 

to a value higher than 35°C. 

Figure 7(a) shows an example of design space for the secondary drying calculated for Cs,0 equal 

to 5% and a heating rate of +1°C/min. Figure 7(b), similarly to Figure 7(a), shows the design 

space for a sample of product B with Cs,0 equal to 5% but dried with a higher heating rate. 

Obviously, the higher the target residual moisture, the lower is td: at Tf equal to 20°C, Cs,t of 2% 

and of 1% are reached respectively, in Figure 7(a), in about 5.3 h and 8.0 h, and, in Figure 7(a), 

in about 3.3 h and 6.0 h. This also means that a shorter drying time may be a consequence of a 

higher heating rate. In fact, with a higher heating rate, the set point value of Tf is reached 

quicker, and the drying is performed to a higher temperature since early. 

It is also interesting to notice that the lower the heating rate, the less relevant is the set point 

value of Tf. Indeed, from a comparison of the curves at Cs,t equal to 2% in  Figure 7(a) and 7(b), 

it appears as a vertical line, meaning that the target residual moisture is reached at the same 

time regardless the set point Tf. This is reasonable as, from the experimental trends (Figures S2 

and S4 in Supplementary material), a major part of the decrease of the water content was 

observed, actually, during the fluid temperature ramp. Therefore, the fact that with a lower 

heating rate the Tf is not relevant to shorten td, just means that Cs,t is reached while the fluid 

temperature is still being increased, i.e. is reached before Tf arrives at the set point value. The 

fact that in both Figure 6(a) and 6(b) the curves corresponding to a higher target residual 

moisture (Cs,t equal to 3%) are basically not affected by Tf is just another aspect of what just 

explained: Cs,t is close to Cs,0 and the decrease of the water content to get Cs,t can be performed 

entirely during the first part of the heating rate. 

A last consideration can be done about how Cs,0 and the heating rate may affect the boundary 

operating conditions, i.e. the value of the glass transition temperature. Comparing the design 

spaces in Figure 6, it appeared that the constraint on the Tg is stronger in case of a higher Cs,0. 

Considering, for example, the curve at Cs,t equal to 2% and 0.5%, the corresponding Tf,max are 

about 38°C and 46°C if Cs,0 is equal to 4% (Figure 6(b)), and about 36°C and 44°C if Cs,0 is 

equal to 6% (Figure 6(a)). Actually, this may be a consequence of Tg being affected by Cs, i.e. 

an higher amount of water content makes the maximum product temperature lower. Concerning 



 

21 
 

the heating rate effect, during the fluid temperature ramp in the first hours of secondary drying, 

it seemed that a lower heating rate would allow higher fluid temperature. For example, the Tf 

associated to Cs,t equal to 2% and to 0.3% is respectively about 42°C and 50°C for a heating 

rate of +1°C/min (Figure 7(a)), but it is decreased to 36°C and 48°C for a higher heating rate 

(Figure 7(b)). This can still be due to the relationship between the water content and Tg. If the 

fluid temperature is increased quickly, a higher product temperature is reached sooner than a 

significant decrease of Cs, i.e. TP reaches a higher value when Cs is still not low enough to allow 

that temperature. In this case, to avoid TP exceeding Tg a lower value of Tf should be set. 

 

 

4. Conclusions 

 

In this work NIRS was used as an in-line tool for freeze-drying monitoring, in order to measure 

the water content in a vial during the secondary drying. The information provided by NIRS 

were used to estimate the kinetic parameters of the water desorption reaction, suitable for 

describing in silico the secondary drying. Two methodologies were presented to estimate the 

kinetic parameters, and both were validated. It has to be underlined that method #2 requires a 

single test, and just measurements in the first part of the process are used. This allowed to 

estimate in-line (i) the drying time required to get a target residual moisture and (ii) the design 

space, thus pointing out if the heating temperature has to be changed and which is the effect of 

this change.  

Although in-line application of NIRS is feasible, even in industrial-scale apparatus, and, thus, 

the proposed approach could be used for in-line development of the design space of the 

secondary drying stage, due to the low computational time, our suggestion is to use it in the 

stage of process development, carried out at lab-scale, where surely the installation of NIRS is 

less problematic.   

An intrinsic limitation of this approach is related to the fact that the NIRS probe tracks the 

residual moisture in just one of the vials of the batch. In this framework it has to be highlighted 

that in the proposed set-up we are measuring not only the desorption rate in one vial, but also 

its temperature (actually, the temperature in a vial close to that monitored through NIRS, but 

we may assume the temperature difference being negligible). Therefore, what we get are the 

kinetic parameters of the desorption process for the specific product being processed. Obviously 

a certain uncertainty about these parameters may exist, and this could be accounted for as for 

the design space calculation of the primary drying stage. This uncertainty may be evaluated in-
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line by using several probes, thus monitoring more than one vials: this could be surely done at 

least at lab scale. 

As the vial monitored by NIRS could be considered an edge vial, it has to be taken into account 

that a design space derived with this approach would be referred to edge vials. By simply 

considering the Kv of central vials all calculations may be repeated for the other group of vials. 

Finally, the effect of different process conditions on the design space were investigated. 

Obviously, the higher the water content at the beginning of secondary drying, the longer the 

drying time required to reach the target residual moisture. However, the drying time saved in 

case Cs,0 was lower might be not so advantageous as a much longer primary drying should be 

performed to lower Cs,0. Concerning the heating rate, when it was higher the maximum allowed 

product temperature appeared to decrease, as a consequence of being the water content decrease 

slower than the product temperature increase. Therefore, for more heat-sensitive products a 

lower heating rate would be advisable. 

Finally, it has to be remarked that in the present study we considered that secondary drying is 

carried at constant temperature, as it is generally done in industrial environment. Obviously, 

once a validated mathematical model is available, and also the kinetic parameters for the 

desorption reaction in the system under investigation are known, it is possible to analyze the 

effect of modifying the heating fluid temperature, thus carrying out the secondary drying in two 

or more steps. This will add a degree of freedom to the analysis, making impossible to obtain a 

simple graphical representations of the design space of the secondary drying, but it could allow 

shortening the duration of this step, in particular when the resulting drying time is considered 

unacceptable for the industrial manufacturing. 
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dependence of desorption rate on the driving force of the desorption process for different 

heating fluid temperatures.  

 

Figure 2. Arrhenius plot for the the desorption process in case of product A. 

 

Figure 3. Comparison between the trends of Cs of samples A measured by NIRS (symbols) and 

predicted by the mathematical model using the kinetic parameters obtained from the Arrhenius 

plot (solid line). Time was set equal to zero at the beginning of the secondary drying. 

 

Figure 4. Comparison between the trends of Cs of samples A measured by NIRS (symbols) and 

predicted by the mathematical model using the optimized kinetic parameters obtained from best 

fitting algorithm (solid line). Time was set equal to zero at the beginning of the secondary 

drying.  

 

Figure 5. Comparison between the trends of Cs of samples B measured by NIRS (symbols) and 

predicted by the mathematical model using the optimized kinetic parameters obtained from best 

fitting algorithm. Time was set equal to zero at the beginning of the secondary drying.  

 

Figure 6. Design space of the secondary drying stage for product B, in case Cs,0 is equal to 6% 

(a) and 4% (b). The limit fluid temperature is shown as a function of the drying time. Curves 

correspond to different Cs,t, ranging from 0.3% to 3% The dashed line represent the boundary 

operating conditions to meet the constraint on the Tg of the product. 

 

Figure 7. Design space of the secondary drying stage for product B, in case Cs,0 is equal to 5% 

and with different heating rates: +1°C/min (a), and +5°C/min (b). Curves correspond to values 

of Cs,t, ranging from 0.3% to 3%. The dashed line represent the boundary operating conditions 

to meet the constraint on the Tg of the product. 
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Table 1. Values of RM (% w/w) measured by KF and predicted by PLS regression applied to 

NIR spectra, and the experimental values of Cs,eq. 

 

Samples KF NIRS Cs,eq 

A1 0.97 1.01 0.98 

A2 0.52 0.57 0.56 

A3 0.42 0.35 0.25 

A4 0.47 0.37 0.28 

B1 0.34 0.33 0.24 

B2 0.27 0.24 0.18 

 

Table 2. Values of RMSE (%w/w) calculated for each run of product A and B and for both 

method #1 and #2. 

Run A1 A2 A3 A4 B1 B2 

method #1 0.274 0.222 0.130 0.105 - - 

method #2 0.270 0.221 0.130 0.100 0.112 0.112 
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Figure 1.  Upper graph: evolution of the normalized Cs for product A in the secondary drying 

stage for different heating fluid temperatures. The arrows indicate the range of data used for 

estimating the kinetic parameters by interpolation of Arrhenius plot (a), and by optimization 

(b). Time was set equal to zero at the beginning of the secondary drying. Lower graph: 

dependence of desorption rate on the driving force of the desorption process for different 

heating fluid temperatures.  
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Figure 2. Arrhenius plot for the desorption process in case of product A. 
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Figure 3. Comparison between the trends of Cs of samples A measured by NIRS (symbols) 

and predicted by the mathematical model using the kinetic parameters obtained from the 

Arrhenius plot (solid line). Time was set equal to zero at the beginning of the secondary 

drying. 
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Figure 4. Comparison between the trends of Cs of samples A measured by NIRS (symbols) 

and predicted by the mathematical model using the optimized kinetic parameters obtained 

from best fitting algorithm (solid line). Time was set equal to zero at the beginning of the 

secondary drying.  
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Figure 5. Comparison between the trends of Cs of samples B measured by NIRS (symbols) 

and predicted by the mathematical model using the optimized kinetic parameters obtained 

from best fitting algorithm. Time was set equal to zero at the beginning of the secondary 

drying.  
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Figure 6. Design space of the secondary drying stage for product B, in case Cs,0 is equal to 

6% (a) and 4% (b). The limit fluid temperature is shown as a function of the drying time. 

Curves correspond to different Cs,t ranging from 0.3% to 3%. The dashed line represent the 

boundary operating conditions to meet the constraint on the Tg of the product. 
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Figure 7. Design space of the secondary drying stage for product B, in case Cs,0 is equal to 

5% and with different heating rates: +1°C/min (a), and +5°C/min (b). Curves correspond to 

values of Cs,t, ranging from 0.3% to 3%. The dashed line represent the boundary operating 

conditions to meet the constraint on the Tg of the product. 
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Figure S1. Above: Experimental setup for NIRS installation in the freeze-drier chamber and 

in-line monitoring. Below: Polymeric frame designed for in-line NIRS monitoring of a freeze-

drying processes. 

  



 

39 
 

Figure S2. Fluid temperature (upper graph, solid lines), product temperature (upper graph, 

dashed lines), and water content (Cs) (bottom graph) in the secondary drying stage for the 

cycles A1 (blue), A2 (orange), A3 (green). Time has been set equal to zero at the beginning of 

secondary drying. 
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Figure S3. Fluid temperature (upper graph, solid line), product temperature (upper graph, 

dashed line), and water content (Cs) (bottom graph) in the secondary drying stage of cycle A4.  
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Figure S4. Fluid temperature (upper graph, solid lines), product temperature (upper graph, 

dashed lines), and water content (Cs) (bottom graph) in the secondary drying stages of cycles 

B1 (orange) and B2 (blue). Time has been set equal to zero at the beginning of secondary 

drying. 

 

 

 

 

 


