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Achieving Digital Wellbeing Through Digital Self-Control
Tools: A Systematic Review and Meta-Analysis

ALBERTO MONGE ROFFARELLO, Politecnico di Torino, Italy
LUIGI DE RUSSIS, Politecnico di Torino, Italy

Public media and researchers in different areas have recently focused on perhaps unexpected problems that
derive from an excessive and frequent use of technology, giving rise to a new kind of psychological “digital”
wellbeing. Such a novel and pressing topic has fostered, both in the academia and in the industry, the emergence
of a variety of digital self-control tools allowing users to self-regulate their technology use through interventions
like timers and lock-out mechanisms. While these emerging technologies for behavior change hold great
promise to support people’s digital wellbeing, we still have a limited understanding of their real effectiveness,
as well as of how to best design and evaluate them. Aiming to guide future research in this important domain,
this article presents a systematic review and a meta-analysis of current work on tools for digital self-control.
We surface motivations, strategies, design choices, and challenges that characterize the design, development,
and evaluation of digital self-control tools. Furthermore, we estimate their overall effect size on reducing
(unwanted) technology use through a meta-analysis. By discussing our findings, we provide insights on how
to (i) overcome a limited perspective that exclusively focuses on technology overuse and self-monitoring tools,
(ii) evaluate digital self-control tools through long-term studies and standardized measures, and (iii) bring
ethics in the digital wellbeing discourse and deal with the business model of contemporary tech companies.

CCS Concepts: • Human-centered computing→ HCI theory, concepts and models.

Additional KeyWords and Phrases: digital self-control tools, digital wellbeing, digital overuse, behavior change,
persuasive technology
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1 INTRODUCTION
A growing — yet debated — discussion around the negative aspects of overusing technology is
nowadays led by both mainstream media [4, 42] and researchers working in different areas, from
addictive behaviors and disorders [17, 119] to psychology [151] and HCI [25, 228]. Despite a large
part of this narrative is often speculative [215], especially when everyday behaviors like smartphone
use are associated to an addiction framing [123, 124], there is an established body of evidence
suggesting that an excessive and frequent use of technological sources like mobile devices [15, 122],
social media [148], and the Internet in general [226] may negatively interfere with daily activities
and ongoing tasks such as studying [15], driving [58], and even sleeping [122], to the point of
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creating problems for people’s mental health [122] and social interactions [66, 216]. It is nowadays
clear that many people feel conflicted about the amount of time they spend on their devices [129],
especially when technological sources are used passively [91, 218]. This body of evidence has
recently prompted researchers to consider a new kind of psychological wellbeing affecting today’s
individuals, the so-called digital wellbeing. Burr et al. [39] defines it as “the impact of digital
technologies on what it means to live a life that is good for a human being in an information
society.” As conceptualized by Cecchinato et al. [41], digital wellbeing can be framed from multiple
points of view, including medical-oriented, user-oriented, and design-oriented perspectives [41],
and even tech giants like Google [5] and Apple [6] have recently embraced, at least in theory, a new
design philosophy “to giving everyone the tools they need to develop their own sense of digital
wellbeing [5].”

With the aim of promoting people’s digital wellbeing, the last few years have seen the flourishing
of Digital Self-Control Tools (DSCTs) both in academia [103, 105] and as off-the-shelf products [87,
201], with some commercial apps, e.g., Forest [201], that have gathered millions of users [143].
DSCTs aim at supporting self-control over technology use by allowing users to track their usage
patterns and to define interventions, e.g., timers and lock-out mechanisms [159], on their different
devices and online services. As they are ideally intended to help users improve their behaviors with
technology, DSCTs can be viewed, from a broader perspective, as a technology for behavior change
and sustainment [77], or, more specifically, as digital interventions for behavior change [178].
Despite the potential opportunities for designing technology that promotes digital wellbeing

for their users, this is an emerging research area, and the development of effective applications in
this field is tied up to several complex and intertwined challenges. While a plethora of DSCTs have
been developed over the past years, in particular, we still have a limited understanding of how to
best design and evaluate them [49, 149], and the real effectiveness of these tools, especially in the
long-term, is yet underexplored [116, 117]. The digital wellbeing context, indeed, is characterized
by specific peculiarities that differentiate it from other behavior change domains like eating and
physical activities, e.g., the fact that technological sources are often, at the same time, the source
of the problem and the platform with which the interventions are delivered to the user [198].
Despite the prevalence of research works investigating problems like technology overuse, and some
insightful recent reviews [144, 159] on the strategies adopted (and not adopted) by commercially
available DSCTs, a comprehensive overview of all the phases that characterize the design process of
DSCTs, from the initial idea to their evaluation, is currently missing. Furthermore, as we consider
the development of these emerging technologies a delicate process that may involve vulnerable
user groups, e.g., minors, and their sensitive information, e.g., device usage data, there is also the
urgent need to understand to what extent ethical considerations and issues are taken into account
in the digital wellbeing context.
To assess the state-of-the-art characterizing the development of DSCTs and to guide future

research in the important and pressing topic of digital wellbeing, this paper reports on the results
of a systematic review from the computing and HCI literature of current work discussing and/or
proposing tools for digital self-control. Table 1 reports the research questions that guide our analysis.
We first analyze the digital wellbeing aspects and the research goals that motivate researchers

to discuss, design, and evaluate DSCTs (RQ1), and we extract the strategies that researchers are
proposing to design interventions for digital self-control (RQ2). At the same time, we also assess
whether the proposed interventions and their evaluations are theoretically grounded, e.g., with
designs that are informed by behavioral theories and/or specific constructs. Then, we report on the
challenges that characterize the field of tools for digital self-control, and we describe the extent
to which the analyzed papers take into account ethical issues and/or discuss ethical implications
(RQ3). We conclude our review by analyzing how researchers evaluate their DSCTs (RQ4). We
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Table 1. The research questions investigated in our work. We explored the field of interventions for digital
self-control by analyzing underlying motivations, adopted strategies, experienced challenges, ethical issues and
implications, and reported evaluations.

# Category Research Question Section
RQ1 Motivations Which research goals guide the discussion and/or the proposal

of digital self-control tools and what aspects of digital wellbeing
are researchers in this field targeting?

Section 3

RQ2 Strategies Which interventions for digital self-control are researcher dis-
cussing and/or proposing, and which behavioral theories and
constructs, if any, are researcher considering?

Section 4

RQ3 Challenges & Ethics Which challenges characterize the field of tools for digital self-
control, and to what extent do researchers describe ethical chal-
lenges or implications when discussing or proposing these tools?

Section 5

RQ4 Evaluation How do researcher evaluate digital self-control tools? Are digi-
tal self-control tools effective in reducing people’s time using
devices and/or applications?

Section 6

extract, in particular, information about participants and recruiting processes, collected measures,
and study designs. We also report on the results of a meta-analysis with which we quantitatively
assess the effectiveness of DSCTs in reducing the time spent by users on target devices, websites,
and/or mobile applications.

Overall, our work shows that DSCTs target different aspects of people’s digital wellbeing, from
reducing digital overuse, distractions, and dark patterns to improving the quality of the interaction,
e.g., in terms of meaningfulness. Our meta-analysis, in particular, demonstrates that DSCTs have a
small to medium effect on reducing the time spent by users on distractive technological sources.
Driven by different underlying research goals, from designing novel interventions to understanding
how users respond to the usage of existing DSCTs, researchers proposed and explored a variety
of intervention strategies to support and continuously improve this promising result, although
with different approaches. Papers describing novel DSCT implementations, indeed, mainly focus
on block/removal strategies, e.g., timers and lockout mechanisms. This confirms previous work
on commercially available DSCTs [144, 159], and, together with the challenges that the same
researchers highlight in their papers, opens the way to investigate more intelligent tools that can
learn from the user and adapt to different devices, usage patterns, and people’s physical capabilities
and technology competences. On the contrary, the papers in our corpus that include more generic
studies, i.e., without any particular DSCT implementation, explicitly call researchers to explore
alternative approaches to blocking interactions, e.g., designing for meaningfulness.
Our work also highlights three main important gaps in the current literature on DSCTs. First,

as in other behavior change domains [155, 156], the research on digital self-control tools suffers
from a “theoretical gap [77],” with the majority of the analyzed papers that do not mention any
behavioral theory, and other works that do not provide sufficient evidence on how the adopted
theories relate to the proposed interventions. Another gap is related to the evaluation of DSCTs,
which is nearly always based on short-term experiments that lack important methodological aspects
like control groups and follow-up assessments, therefore casting doubts on the promising effects
reported in the papers under analysis. Echoing recent reviews in similar domains (e.g., [191, 210]),
the last gap highlights a limited interest in reporting ethical considerations in papers describing
DSCTs. Stemming from the reported findings, our final discussion points to (i) the opportunity
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of overcoming a limited perspective that exclusively focuses on technology overuse and self-
monitoring tools, (ii) the challenge of improving the evaluation of DSCTs through longer-term
studies and standardized measures, and (iii) the need for bringing ethics in the digital wellbeing
discourse. For this last point in particular, we call the HCI community and technology companies to
work together to resolve the inherent contradiction of designing for digital wellbeing in a business
model which currently incentives frequent and continuous usage.
To our knowledge, this is the first systematic literature review of research works on digital

self-control, and the first attempt to estimate the overall effect size of DSCTs. While some of the
findings included in this paper may have been discussed in previous works, our work rigorously
and systematically evidences key gaps and issues in the digital wellbeing literature that otherwise
would have been difficult to reconcile. The paper is organized as follow. Section 2 describes the
methodologies used for our review. Section 3 reports on the digital wellbeing aspects and underlying
research goals (RQ1). Section 4 focuses on adopted strategies and applied theories (RQ2). Section 5
highlights challenges and ethical implications (RQ3). Section 6 focuses on evaluations (RQ4).
Section 7 discusses the implications of our work and possible future directions for the digital
wellbeing research area. Eventually, Section 8 concludes the paper.

2 METHODOLOGY
To identify and select relevant papers for our systematic literature review, we followed the PRISMA
literature review guidelines [130, 158] (see Figure 1 for our procedural flowchart).

Fig. 1. Procedural flowchart following the PRISMA guidelines.
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Table 2. The search queries used to search the electronic database of the ACM Guide to the Computing
Literature. We constrained the all the searches by specifying a custom time range for publication (January
2000 to June 2021) and a specific “content type” for the manuscripts (“Research Article”).

Search Query # Results
“behavior change” OR “self control” OR “self regulation” 4011
“internet addiction” OR “smartphone addiction” OR “social media addiction” OR “technology
addiction” OR “app addiction”

443

“digital intervention*” OR “digital nudge*” 182
“digital break*” OR “digital diet” OR “behavior restriction*” 49
“smartphone overload” OR “smartphone overuse” OR “phone overload” OR “phone overuse” 49
“digital wellbeing” 42
“digital overload” OR “digital overuse” OR “technology overload” OR “technology overuse”
OR “digital distraction*”

41

“digital distraction*” 22
“internet overload” OR “internet overuse” 21
“social media overload” OR “social media overuse” OR “social networks overload” OR “social
networks overuse”

5

2.1 Paper Selection
As in recent literature reviews in the HCI domain (e.g., [210]), we identified relevant papers by
searching the electronic database of the Association for Computing Machinery (ACM) Guide to the
Computing Literature1. According to its specifications, such a database is the most comprehensive
bibliographic source collection in the field of computing and HCI research. It integrates the tradi-
tional ACM Digital Library with conference proceedings, journals, magazines, books, and abstracts
of key publishers like IEEE, Springer, and Elsevier. We explicitly focused on research works, only,
as our aim was to investigate a broad set of research questions specifically targeted to the digital
wellbeing research area, e.g., research challenges and ethical considerations. As reported in the
following sections, however, our review also includes commercially available tools that have been
evaluated and/or discussed in the mentioned research studies.

The final corpus of papers presented in this article is the result of a search conducted on the 18th
of June 2021. We used the work of Lyngs et al. [144] as a reference point to build our search. Such a
paper bases its analysis on “17 HCI papers which have either built novel design intervention or
evaluated existing interventions to support self-control over digital device use” (p. 2). We defined
our search terms (from “behavior change” to “social network overuse”, Table 2) looking at words
in titles, abstracts, and keywords in the 17 papers analyzed by Lyngs et al. [144], and we further
enriched them by using subject terms, e.g., to capture “Internet overload” as well as “Internet
overuse.” Furthermore, we also built a validation set for our search by including the same 17 papers.
Overall, the initial search identified a total of 4,865 records. The extracted records included all the
papers of the validation set, thus confirming the completeness of our search terms. One of the
authors analyzed the retrieved collection by removing 499 duplicates. Other 4,282 records were
excluded through a screening of the titles and the abstracts. Such a screening was performed to
determine whether the collected papers were related to the the fields of digital wellbeing and digital
self-control. Papers were eligible for inclusion if they targeted any aspects related to the digital
wellbeing, e.g., overusing technology or digital distractions, and if they discussed or analyzed, even
just qualitatively, at least an intervention for behavior change. Papers were instead excluded if they
fell into one of these exclusion criteria:
1https://libraries.acm.org/digital-library/acm-guide-to-computing-literature, last visited on July 7, 2021.
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• papers discussing the topic of digital wellbeing in a generic way, without focusing on any
behavior change interventions;

• papers discussing or analyzing behavior change interventions that do not explicitly target
the usage of devices and/or online services, e.g., interventions against sedentary lifestyles;

• papers presenting pure parental-control solutions, with interventions that are not defined by
the users themselves but rather externally imposed, e.g., by parents;

• limited research reports, magazines, and editorials.
At the end of the screening, we further analyzed whether the remaining 82 papers respected

the defined inclusion and exclusion criteria. Through a final full-text assessment, in particular, we
removed another set of papers. The final set of 62 articles2 included in the systematic literature
review (General Corpus) was composed of 51 conference papers (38 full papers, 7 posters, and 6
extended abstracts) and 11 journal papers. We checked all the conference and journal websites to
ensure that all the considered papers, including posters and extended abstracts, had been rigorously
peer-reviewed. The most common conferences were CHI3 (29), UbiComp4 (6), and CSCW5 (2),
while journal articles mostly came from IMWUT6 (5). As reported in Figure 2, our final corpus
shows that the filed of tools for digital self-control is a relatively new research area characterizing
the last 10 years, only.

Fig. 2. Number of publications that fulfill our inclusion/exclusion criteria per year. The graph highlights that
the filed of tools for digital self-control is a relatively new research area.

To conduct additional and specific analysis, we also identified 2 main subsets of contributions in
our General Corpus:
Qualitative Discussions (N=17): papers that analyze some aspects related to the digital wellbeing

context, e.g., the usage of a given device [162] or the motivations for (not) using a social
network [195], to inform a qualitative discussion around possible interventions for digital
self-control that could be implemented in the future.

Implemented Tools (N=45): papers that focus on the implementation of a DSCT. This includes
papers presenting the implementation of novel interventions in a dedicated tool (e.g., [113])
and papers analyzing the usage of existing intervention strategies (e.g., [159]) or commercially
available DSCTs (e.g., [47]).

2The included papers are highlighted in the References list through a check mark (✓).
3https://dl.acm.org/conference/chi, last visited on July 8, 2021
4https://dl.acm.org/conference/UbiComp, last visited on July 8, 2021
5https://dl.acm.org/conference/CSCW, last visited on July 8, 2021
6https://dl.acm.org/journal/imwut, last visited on July 8, 2021. The IMWUT journal publishes the full papers of the UbiComp
conference since 2017.
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In addition, we extracted a further subset of papers from the Implemented Tools corpus:

Evaluated Tools (N=37): a subset of the Implemented Tools corpus that includes papers reporting
on at least an evaluation of the proposed or analyzed DSCT implementation, e.g., an in-the-
wild [149] or an in-the-lab study [161].

2.2 Data Extraction & Coding Process
To systematically extract data from our corpus, we created a data extraction sheet by coding
different aspects of our research questions. We used the first columns of the sheet to characterize the
papers under analysis by their authors, title, abstract, publication type and year, and to summarize
the presented tools. We extracted the motivations guiding the discussion and the analysis of
DSCTs, including the targeted digital wellbeing aspects (RQ1), and we recorded information
about the strategies investigated by researchers in their works, including the applied theories,
if any (RQ2). In analyzing the strategies, in particular, we distinguished between papers that
included an implementation of a DSCT (Implemented Tools) and papers discussing interventions
qualitatively, only (Qualitative Discussions). For the former, we extracted tool-related information
like the delivery platform and the followed design process. For the latter, instead, we coded the
proposed interventions to understand whether there are promising strategies that have not yet
been implemented and tested. For each paper included in our General Corpus, we also noted the
challenges encountered by researchers in studying digital self-control interventions to achieve digital
wellbeing, as well as the described ethical issues or implications, if discussed (RQ3). Regarding the
evaluation of DSCTs (RQ4), we focused on the Evaluated Tools corpus, by extracting information
about the conducted studies. This included general information about the implemented studies (i.e.,
number, duration, number of participants and their demographics), as well as information about
how the studies were conducted (i.e., recruiting processes, collected metrics, study design, usage
of control groups and follow-up sessions). Furthermore, we extracted all the quantitative results
reported in the analyzed papers to run the meta-analysis on DSCTs effectiveness (see Section 6.2).

Besides the described aspects, we also applied two state-of-the-art coding schemes:

• To further investigate the characteristics of the Implemented Tools (RQ2), we applied a coding
scheme resulting from a recent review of commercially available DSCTs [143]. According to
the scheme, block/removal features aim to assist users in avoiding distractions, e.g., through
blocking distracting functionality or by allowing users to set up limits on how much time
can be spent on a given website or mobile application. Self-tracking means tracking user’s
behavior and providing feedback, e.g., through visualisations of the captured data, timers,
and countdowns. Goal advancement allows users to explicitly specify an objective and to
follow its advancement, e.g., through a reminder of a concrete time goal. Reward/punishment
refers to providing some rewards or punishments for the way in which a device or one of its
specific services, e.g., a mobile app, is used.

• To further investigate ethical principles discussed in our General Corpus (RQ4), we applied a
framework of four broad moral principles informed by healthcare ethics [27] and already
adopted in other HCI literature reviews, e.g., [191]. According to the framework, autonomy
refers to the respect for people’s decision-making ability. This is achieved by supporting the
understanding of information, e.g., through informed consent. Non-maleficence is the explicit
intention of not causing harm through the designed intervention. Beneficence means trying
to provide benefits and balancing benefits against risks and costs with the aim of preventing
harm. Justice refers to a fair distribution of the benefits, risks, and costs of an intervention
across different populations, by avoiding any discrimination based on users’ characteristics
like social class, race, and gender.
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Table 3. The digital wellbeing aspects targeted by the research works on digital self-control included in our
General Corpus.

Digital Wellbeing Aspect Description

Digital Overuse (N=34) The abundance of digital information and communication
options, and pressure to use them effectively and constantly.

Distractions & Productivity (N=16) External and self-interruptions (e.g., notifications and checking
emails, respectively), and how these distractions influence users’
productivity.

Digital Use (N=8) How devices, online services, and/or DSCTs are used by people,
and how these usages could be improved to positively influence
users’ digital wellbeing.

Attention-Capture Dark Patterns (N=2) Designs and functionality that make users do things that they did
not mean to, with the final aim of maximizing the time spent by
the same users on mobile apps and websites.

Environmental Footprints (N=2) The impact of Internet and its infrastructure on the environment,
e.g., in terms of global greenhouse gas emissions.

Dangerous Habits (N=1) Behaviors with digital devices in a given contextual situation that
pose a risk to personal safety, e.g., using the smartphone while
driving.

The described extraction sheet template was created by one of the authors by coding ten randomly
selected papers. The sheet was then checked by the second author, who implemented some minor
adjustments. Each paper of the corpus was finally analyzed using the final version of the extraction
sheet template.

3 MOTIVATIONS FOR HAVING DIGITAL-SELF CONTROL TOOLS
This section describes what aspects of digital wellbeing are targeted by the research studies on
digital self-control included in our General Corpus, as well as the underlying research goals guiding
the discussion and/or the design of the proposed interventions (RQ1).

3.1 Targeted Digital Wellbeing Aspects
Table 3 summarizes the digital wellbeing aspects targeted by the research works on digital self-
control included in our General Corpus.
The majority of the analyzed papers (𝑁 = 34, [16, 19, 43, 62, 64, 81, 82, 105, 106, 112, 114, 116–

118, 127, 132, 134, 144, 145, 159, 166, 167, 171–173, 177, 188, 189, 195, 198, 202, 205, 213, 229]) focus
on digital overuse, i.e., “the abundance of digital information and communication options, and
pressure to use them effectively and constantly [36].” While users can benefit from the use of
digital technologies, e.g., through new opportunities for social support [211], an overuse of Internet-
enabled devices and services may however negatively impact subjective wellbeing [71]. Since
the smartphone is often considered as the major source of digital wellbeing problems [159], e.g.,
due to its portable and interactive characteristics [129], the majority of papers targeting digital
overuse (𝑁 = 26) propose digital interventions to assist users in controlling the usage of this kind
of device [16, 19, 62, 64, 105, 112, 114, 127, 144, 159, 171, 172, 177, 213] and/or of specific mobile
applications [81, 82, 106, 115, 116, 134, 139, 159, 166, 167, 188, 202], with the study of Lyngs et
al. [139] that specifically investigates how to redesign the mobile app of YouTube to support users’
sense of agency. Some of the DSCT implementations proposed in these papers, e.g., HabitLab [116]
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and ScreenLife [189], also include a browser extension or an application at the operating system
level to intervene on both smartphones and PCs. Researchers in the digital wellbeing context started
to explore such a multi-device perspective only recently (see the study of Monge Roffarello and
De Russis [160] for instance). As users typically use more than one device at a time [3], however,
DSCTs targeting more than one device are fundamental to capture all the nuances of people’s digital
wellbeing [125], and, at the same time, to avoid “deceptive” behaviors like using the smartphone
to overcome a block on the PC [186]. The remaining 12 papers targeting digital overuse focus on
the PC, only, by allowing users to mitigate the overuse of websites [43, 117, 118, 144, 189, 198],
online gaming [173], and specific social networks like Facebook [116, 145], Twitter [195, 205], and
WeChat [132].

Interestingly, instead of focusing on over-use, 8 papers in our General Corpus [65, 83, 140, 160,
162, 165, 189, 204] propose interventions for digital self-control by focusing on use, i.e., by analyzing
how devices, online services, and/or DSCTs are used, and how these usages could be improved to
positively influence users’ digital wellbeing. In particular, the work by Lukoff et al. [140] distin-
guishes between habitual use and instrumental use. Habitual use is often associated to a meaningless
experience, e.g., browsing social media to pass the time. Instrumental use, instead, often results in
meaningful experiences, e.g., using an app to achieve a specific and well-defined goal. Furthermore,
papers focusing on use are not restricted to single users, only, but they also explore how technology
use influence social situations. As an example, Hiniker et al. [83] discuss possible solutions to
improve mobile phone use by exploring how adults use their smartphones while caring for children
at the playground. Moser et al. [162], instead, base their discussion on interventions for digital
self-control by investigating the users’ attitudes towards the usage of smartphones at mealtimes.
Another large set of papers (𝑁 = 16, [11, 33, 47, 88, 101–104, 108, 113, 133, 149, 150, 186, 214,

223]) describe solutions to assist users in avoiding distractions, with the aim of improving users’
productivity. Digital wellbeing is, indeed, strictly related to productivity [41], with self-interruptions
and external notifications that may impact productive activities like studying and working [160].
Typically, implementations of DSCTs targeting distractions, e.g., Knob [186] and UpTime [214],
are designed to help office workers, therefore it is not surprising that the majority of them focus
on blocking distractive websites on the computer’s browser [11, 47, 104, 108, 133, 149, 186, 214,
223]. Instead of blocking distractive sources, TimeToFocus [33] visualizes, in real time, a browser
notification that shows how long the user switches away from a main task window, while the
tool presented in [88], i.e., Aiki, redirects users to a productive website before letting them to
access a distractive website. Other papers [101–103, 113], instead, describe and propose tools and
solutions that aim at minimizing smartphone distractions, e.g., hrough the block of specific mobile
apps and/or notifications [103]. Some of the aforementioned papers also present DSCTs that are
able to limit distractions coming both from smartphones and PCs [47, 104, 186]. An example is
RecueTime [185] (described in [47]), a commercial DSCT with which users can block distractive
websites on the PC while putting the smartphone in do-not-disturb mode.

With a more focused view on aspects like overuse and distractions, Kollnig et al. [115] and Lukoff
et al. [139] developed and proposed, respectively, digital self-control interventions to alleviate
attention-capture dark patterns [139]. Dark patterns have been originally defined by Brignull [34] as
“tricks used in websites and apps that make you do things that you didn’t mean to, like buying or
signing up for something.” Such malicious patterns take advantage of cognitive biases of end users
and can have detrimental effects on people’s lives [115]. Clearly, dark patters can be specialized
in the digital wellbeing context, too. The work of Kollnig et al. [115], for example, explores how
dark patterns encouraging more user interaction on social network mobile apps, e.g., stories and
notification counters, can be removed. With a similar goal but specifically targeted to the YouTube
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Table 4. The themes extracted in our analysis on the research goals of papers related to the filed of digital
self-control.

General Themes Specific Themes

Designing Novel Interventions (N=29)
New interventions strategies (N=11)
Users’ contexts and activities (N=6)
Generalizable solutions (N=6)

Understanding Interventions (N=14) Existing tools (N= 7)
Reaction to novel strategies (N=8)

Understanding Users & Patterns (N=19) Technology use analysis (N=11)
DSCTs use analysis (N=8)

mobile app, Lukoff et al. [139] defined attention-capture dark patterns as “designs that manipulate
the user into spending time and attention in an app against their best interests” (p. 2).
Another aspect covered by a small but interesting set of papers in the Qualitative Discussions

corpus (𝑁 = 2, [80, 224]) is the need of developing DSCTs that effectively allow users to reduce tech-
usage at a global scale, with the aim of limiting the environmental footprints of the infrastructure
made of Internet and digital devices. As highlighted by Widdicks and Pargman [224], indeed, such
an infrastructure is growing at an increasing and unsustainable rate by following a “Cornucopian
paradigm.” Taking inspiration from the work of Preist et al. [181], Hill et al. [80] explains such
a paradigm in the introduction of their work: “efficiencies in the infrastructure allow for new
data-intensive services to be designed, which drives demand for such services, and ultimately leads
to further growth and required efficiencies in the infrastructure” (p. 204).
Finally, the remaining paper in our General Corpus (Morley et al., [161]) focuses on a specific

aspect of the digital wellbeing. The authors, in particular, developed an immersive user experience
based on virtual reality to teach users how to avoid dangerous habits like using the smartphone
while driving. Behaviors like writing a message while driving, indeed, are often performed without
awareness [26], and they can have serious consequences on people’s safety.

3.2 Research Goals of Studies on Digital Self-Control
Table 4 summarizes the themes that describe the underlying goals of the research studies included
in our General Corpus. We coded goals in terms of designing novel interventions, understanding
interventions, and understanding users & patterns.

3.2.1 Designing Novel Interventions. A common goal that is shared across a large proportion of
the papers in our General Corpus (𝑁 = 29, [11, 64, 80, 82, 88, 102, 103, 105, 106, 113–115, 127,
134, 139, 160, 161, 166, 167, 171–173, 177, 186, 198, 202, 205, 214, 224]) is the need of designing
and evaluating novel interventions that improve people’s digital wellbeing in different contexts.
Since digital wellbeing is a relatively recent topic, researchers are continuously investigating new
strategies to assist users in self-regulating the usage of their devices and services, with the aim of
improving user’s self-discipline and self-improvement [202]. Thirteen papers that propose novel
interventions [11, 82, 88, 105, 106, 134, 139, 171–173, 177, 198, 202], in particular, motivate their
DSCTs as a mean to investigate new intervention strategies. Some of these papers investigate similar
approaches. The “interaction restraint” proposed by Park et al. [172] and Kim et al. [106], for
example, is an intervention mechanism that aims at degrading the interactivity of a device or of a
specific service through an unnecessary task to be performed at the beginning of each usage session.
Other strategies are instead solutions that have been originally applied for other problems, and that
have been transposed to the digital wellbeing context. This is the case of the research of Pinder et
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al. [177], which seeks to understand whether approach biases for smartphone-addicted users can be
reduced through cognitive bias modification, a nonconscious behavior change technology that has
been already applied to other domains like healthy eating [176]. Similarly, Park et al. [173] motivate
their work by questioning the usefulness of a virtual reality therapy in the field of digital wellness.
Interestingly, Lyngs et al. [139] take a step back from what they call “external interventions,” e.g.,
timers and lockout mechanisms, to “shift the focus to how the internal mechanisms of an app can
support user agency” (p. 1): redesigning mechanisms like autoplay features and infinite scrolling
on mobile applications, indeed, might be more effective than any externally-imposed interventions,
according to the authors.

The need of developing novel interventions is also typically associated to a specific user’s context
and/or activity (𝑁 = 6, [102, 103, 113, 114, 161, 214]). Through the Let’s FOCUS tool [103], for
example, Kim et al. explore “how software-based interventions can be designed and deployed in
colleges” (p. 63:2). Lock n’ Lol [113] and NUGU [114], instead, are specifically designed to help
group of students studying together.
Six other papers, instead, focus on developing novel intervention solutions that are generaliz-

able [80, 127, 160, 166, 167, 186]. The work of Hill et al. [80], for example, analyzes contemporary
mobile operating systems to uncover software features that researchers might require to design
interventions for moderate Internet use on smartphones of different vendors. Other similar works
aim at providing holistic approaches for coping with distractions [186] and overcoming limitations
of existing digital wellbeing applications, e.g., excessive “pick & mix” of interventions [166], poor
standardization [167], and single-device conceptualizations [160].

3.2.2 Understanding Interventions. Rather than designing novel interventions, a common goal
for studying and proposing DSCTs is to understand how interventions work (𝑁 = 14, [33, 43, 47,
62, 81, 112, 117, 118, 144, 145, 149, 150, 159, 229]), e.g., to assess their effectiveness on changing
users’ behaviors. Not surprisingly, such a goal derive from papers included in the Implemented Tools
corpus, only. Seven papers [47, 144, 145, 149, 150, 159, 229], in particular, analyze the performances
of commercially available DSCTs. Mark et al. [149, 150] use Freedom [63], a commercial DSCT with
which users can set up blocks on their browser, to understand whether blocking distractions is
an effective method to improve users’ digital wellbeing in real-world settings. Collins et al. [47],
instead, investigate whether RecueTime [185] has an impact on the users’ awareness about their
social network usage. Interestingly, the papers of Monge Roffarello and De Russis [159] and Lyngs et
al. [144] review a large set of commercially available DSCTs for smartphones and PCs, by searching
the Google and Apple app stores, as well as browser extension web stores. Through their first
version of the Socialize tool, in particular, Monge Roffarello and De Russis assess “in-the-wild” the
most popular existing intervention strategies implemented by mobile DSCTs, e.g., timers and lock-
out mechanisms, with the aim of providing “an overall perspective of contemporary mobile apps
for digital wellbeing, and identifying possible issues and opportunities to improve such solutions”
(p. 1). Similarly, another work of Lyngs et al. [145] investigates the effectiveness of two popular
interventions adopted for reducing Facebook usage on the PC, i.e., removing the newsfeed and
goal reminders.
Other papers (𝑁 = 8, [33, 43, 62, 81, 112, 116–118]) of the Implemented Tools corpus present

novel DSCTs, but the underlying research goal is the need of understanding how the implemented
strategies influence users’ behavior. HabitLab by Kovacks et al. [116–118], for instance, has been
described and evaluated in different studies, e.g., to understand whether rotating browser inter-
ventions like timers and persuasive messages increases effectiveness with respect to using static
interventions [117] or to understand whether the time saved on some unwanted apps is (or not)
redirected to other unproductive activities [116]. FamilyLink, instead, has been proposed by Ko et
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al. [112] to investigate “how participatory parental mediation of smartphone usage by adolescents
can overcome restrictive and unilateral mediation approaches” (p. 867). In a similar context, Hiniker
et al. [81] developed their Coco’s Videos platform, thanks to which the same kids can plan their
media consumption, to “investigate one possible alternative to today’s parental controls and move
away from the traditionally authoritarian designs” (p. 10).

3.2.3 Understanding People and Their Usage Patterns. Another common research goal that charac-
terizes the papers included in our General Corpus is to understand how people use their devices
and services, including the same DSCTs (𝑁 = 19, [16, 19, 65, 83, 101, 104, 108, 116, 132, 133, 140,
162, 165, 188, 189, 195, 204, 213, 223]). On the one hand, understanding how users benefit from
using DSCTs and in what ways is fundamental to inspire future research in this field and develop
better solutions for digital wellbeing, e.g., to enhance people’s productivity by means of effective
feedback [108]. On the other hand, delving into how users use technology is a necessary step to lay
the foundation for effective DSCTs.
To investigate how users use DSCTs (𝑁 = 8, [16, 104, 108, 116, 133, 188, 189, 223], Implemented

Tools corpus), researchers adopt novel and/or existing implementations of tools for digital self-
control. Kim et al. [104], for example, evaluate their PomodoroLock tool to explore how office
workers would use the provided coercive strategies to cope with distractions. Similarly, Liu et
al. [133] present an operating system widget to test “whether providing visual feedback regarding
the duration of task suspension can improve primary task resumption” (p. 767). As reported by
Rooksby et al. [189], investigating how users interact with DSCTs is also useful to understand which
usage data might be of personal interest and value to the user. Providing users with better statistics,
in particular, would allow them to gain real-time awareness about how they spend their time
online, thus allowing an efficient logging and quantification of the time that is spent using devices
like smartphones [16]. Stemming from such an assumption, the aim of the study of Whittaker et
al. [223] is to analyze whether real-time awareness provided by the meTime tool improves user
focus. In addition, some of the papers investigating DSCTs use study the influence of these tools on
usage patterns. The work of Kovacs et al. [116], for instance, extends the HabitLab tool through a
mobile application, and it explores whether the time saved thanks to the DSCT is actually saved
or if it is just redirected to other unproductive activities, e.g., usage sessions with mobile apps or
websites that are not subjected to any intervention. Monge Roffarello and De Russis [188], instead,
propose a DSCT targeting smartphone habits, i.e., recurrent usage patterns that are associated with
stable contextual cues. The tool is able to detect such behaviors, and it can assist users to change
the habits that are perceived as meaningless.

Research works that analyze technology use to extract and propose digital self-control interven-
tions (𝑁 = 11, [19, 65, 83, 101, 132, 140, 162, 165, 195, 204, 213], Qualitative Discussions corpus),
instead, are based on quantitative and qualitative studies, from surveys, e.g., [204], to mixed-
method studies composed of semi-structured interviews and log analysis, e.g., [140]. These kind
of analysis can help researchers and practitioners to turn their focus from “an overly-determined
and prescribed view of technology engagement” to digital self-control tools that promote a more
“conscious, mindful, intrinsically-motivated and perhaps even more ethical form of interaction”
(Genova et al. [65], p. 1). With this underlying goal, Tran et al. [213] run their study to examine
how smartphone users make sense of their habitual phone use, with the aim of finding effective
ways to mitigate compulsive smartphone sessions. Similarly, Lukoff et al. [140] conducted their
study to understand the smartphone usage patterns that leave people frustrated, while Aranda and
Baig [19] explore the dynamics of excessive smartphone use. Besides smartphones, another set of
studies explore behaviors change goals (and possible digital interventions) for social media usage,
e.g., by exploring how and why people take breaks from social media [195]. Sleeper et al. [204], for
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example, use behavior-change goals to “explore how people view SNSs as impacting their lives,
and to describe the range of goals participants have” (p. 1058). According to the authors, such an
analysis is fundamental to explore DSCTs for social networks like Facebook, Instagram, and Twitter.
Finally, some papers investigate how people use technology in specific contextual situations, e.g.,
in the presence of others at home [165] or in caregiving contexts [83], to propose solutions for
digital self-control tailored for these specific use cases.

4 INTERVENTIONS FOR DIGITAL SELF-CONTROL AND APPLIED THEORIES
This section reports on the intervention strategies for digital self-control that are proposed and
implemented in the papers under analysis, and it summarizes the behavioral theories and constructs
that researchers have considered in their studies (RQ2). For what concerns strategies, we separately
analyzed the implemented interventions, i.e., those included in the Implemented Tools corpus, and
the proposed interventions, i.e., those discussed in the Qualitative Discussions corpus. For the
theories and constructs, instead, we analyzed all the papers included in the General Corpus.

4.1 Implemented Strategies
Table 5 provides a summary of the tools included in the Implemented Tools corpus. For each paper
in the corpus, in particular, the table reports a summary of the implemented DSCT, which devices
are targeted, and what are the delivery platforms, i.e., the tools with which the DSCTs deliver
their interventions to the users. Overall, the 45 analyzed papers include 41 distinct tools for digital
self-control, with 3 of them, i.e., Freedom [149, 150], Let’s FOCUS [102, 103], and HabitLab (version
1) [117, 118], that are described in different papers. As reported in the table, the majority of these
41 DSCTs (35, 87.50%) use a delivery platform that matches with the target device(s). In particular,
21 DSCTs targeting smartphones [16, 62, 81, 82, 103, 105, 106, 112–114, 127, 134, 159, 166, 167, 171,
172, 188, 202, 223, 229] deliver their interventions through a mobile application, 10 tools targeting
PCs are implemented as a browser extension [33, 43, 88, 117, 145, 149, 198, 214] or an application
at operating system level [108, 133], while 4 “multi-device” DSCTs [47, 104, 116, 189] include
both a mobile app and a computer-based tool, e.g., a browser extension. This means that digital
devices are nearly always considered as a source of problems for the user’s digital wellbeing but, at
the same time, they are also the mean with which the interventions against these problems are
delivered to the user. There are, however, some notable exceptions. The software of Knob [186],
for instance, comes with a tangible object to visualize real-time feedback about user’s current
availability. Similarly, Time Machine [11] has been developed as an ambient display and tangible
interface for time management distinctly separated from the task environment, while Crank That
Way [205] is a tangible system that requires users to continuously turn a hand crank in order to
use Twitter. Pinder et al. [177], instead, use a trial to be performed on a tabletop to teach users
how to reject unconscious and repeated smartphone usage sessions. Morley et al. [161] and Park et
al. [173] developed their interventions against dangerous smartphone behaviors and online gaming
addiction, respectively, in the form of a virtual reality experience. Finally, Kolling et al. [115]
recently developed a community-driven framework, named GreaseDroid, to allow non-expert users
to modify their own mobile apps through customized patches, with the aim of alleviating dark
patterns.
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Table 5. Datasheet excerpt of all 45 papers included in our Implemented Tools corpus including summary,
target, and delivery platform of the implemented DSCTs. Overall, the 45 papers include 41 distinct DSCTs.

Reference Summary Target Delivery
Platform

Riedl et al. [186] Knob, a tangible controller for multiple distraction blocking mechanisms to tackle
social and digital distractions.

PC,
smartphone

Tangible object

Shen et al. [202] APP, a mobile application that provide users with alerting and reminding information
based on device usage statistics.

Smartphone Mobile app

Kim et al. [105] GoalKeeper, a mobile application that locks the user into the self-defined daily use
time limit with restrictive intervention mechanisms.

Smartphone Mobile app

Lyngs et al. [145] Two browser extensions implementing two interventions to Facebook overuse, i.e.,
goal reminders and removing the newsfeed.

Social
networks

Browser
extension

Pinder et al. [177] A novel experiment applying cognitive bias modification (CBM-Ap) techniques on a
Tabletop to counter smartphone overuse.

Smartphone Tabletop

Kim et al. [106] LocknType, a mobile application that make participants complete lockout tasks before
opening distractive applications.

Smartphone Mobile app

Tseng et al. [214] UpTime, a browser extension and chatbot support workers’ transitions from breaks
back to work through time limits and proactive dialogues.

PC Browser
extension,
chatbot

Monge Roffarello et al. [159] Socialize (version 1), a digital wellbeing mobile application integrating self-monitoring
statistics, timers, and lockout mechanisms to counter smartphone overuse.

Smartphone Mobile app

Kovacs et al. [116] HabitLab (version 2), a Chrome extension and a mobile application through which the
user can choose to set up different interventions to specific web sites and/or apps.

PC,
smartphone

Browser
extension,
mobile app

Kovacs et al. [117] HabitLab (version 1), a Chrome extension that let users set up limit goals for specific
websites and then rotate a number of interventions to assist users in fulfilling their
goals while reducing attrition.

PC Browser
extension

Okeke et al. [166] Good Vibrations, a mobile application that combine nudge theory and negative
reinforcement through a repeating phone vibration that spur the user to stop using a
target app.

Smartphone Mobile app

Okeke et al. [167] A framework for conducting behavior change research studies using smartphones
in-the-wild.

Smartphone Mobile app

Mark et al. [149] Freedom, a commercial DSCT that can block access to specific websites or to the
entire Internet.

PC Browser
extension

Kim et al. [104] PomodoLock, a mobile application and a browser extension implementing Pomodoro
sessions during which the user can block the access to specific apps and/or websites.

PC,
smartphone

Browser
extension,
mobile app

Kim et al. [103] Let’s FOCUS, a mobile application with which users can enter a “virtual room” where
specific apps are blocked and notifications are muted.

Smartphone Mobile app

Mark et al.7 [150] Freedom, described above. PC Browser
extension

Kim et al.8 [102] Let’s FOCUS, described above. Smartphone Mobile app

Chisler et al. [43] A browser extension that allow users to set up time limits for online streaming
services like Netflix.

PC Browser
extension

Foulonneau et al. [62] TILT, a mobile application that monitors smartphone usage and delivers persuasive
messages to the user.

Smartphone Mobile app

Andone et al. [16] Menthal, a mobile application that summarizes the overall smartphone usage into a
single number, i.e., the “MScore.”

Smartphone Mobile app

Morley et al. [161] An immersive user experience based on virtual reality with which participants
experience the negative consequences of smartphone use while driving.

Smartphone Virtual Reality

Ko et al. [113] Lock n’ LoL, a mobile application that allows a group of people to mute notifications
and lock the usage of the smartphone to perform a group activity.

Smartphone Mobile app

Kim et al. [108] TimeAware, a widget at operating system level which displays time spent on
“distracting” or “productive” programs.

PC OS widget

Hiniker et al. [82] MyTime, a mobile application that monitors the time spent and number of visits on
specific apps by allowing users to set up daily time limits.

Smartphone Mobile app

Whittaker et al. [223] meTime, a PC application that shows users how they allocated their time across
applications within the last 30 minutes.

Smartphone Mobile app

Rooksby et al. [189] ScreenLife, a multi-device personal tracking system that enables users to collect and
view data about the use of their digital devices.

PC,
smartphone

Mobile app, OS
app, website

Ko et al. [112] FamiLync, a mobile application with which members of a family can monitor
smartphone usage together and set up daily usage limits.

Smartphone Mobile app

7This is a preliminary paper version of [149].
8This is a preliminary paper version of [103].
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Table 5 Continued

Reference Summary Target Delivery
Platform

Collins et al. [47] RescueTime, a commercial DSCT which provides visualisations of how much time is
spent in different mobile applications and websites.

PC,
smartphone

Browser
extension,
mobile app

Ko et al. [114] NUGU, a mobile application that allows users to set up their own goals for limiting
smartphone usage and to share their achievements with friends.

Smartphone Mobile app

Ahmed et al. [11] Time Machine, an ambient display and tangible interface for time management that
uses colored glass marbles to represent units of time and clear cylinders as tasks.

PC Tangible object

Löchtefeld et al. [134] AppDetox, a mobile application with which users can create rules to avoid using
specific apps.

Smartphone Mobile app

Liu et al. [133] Two different visual feedback that indicate how much time the user has been away
from her main task.

PC OS widget

Park et al. [173] A virtual reality therapy for online-gaming addiction consisting of a four-week
treatment period.

Online
gaming

Virtual Reality

Ahn et al. [127] SAMS, a mobile application that allows users to track their smartphone usage and set
up time limits for using specific apps.

Smartphone Mobile app

Park et al. [172] A mobile application that forces users to perform unnecessary cognitive tasks before
opening specific apps.

Smartphone Mobile app

Monge Roffarello et al. [188] Socialize (version 2), a mobile application that detects habitual usage patterns and
allows users to change these behaviors via implementation intentions.

Smartphone Mobile app

Borghouts et al. [33] TimeToFocus, a browser extension that allows users to select a main task window to
focus on and visualizes a notification showing how long on average users switch
away from the task window.

PC Browser
extension

Hiniker et al. [81] Coco’s Videos, a video-viewing platform for preschoolers designed to support them in
learning to self-manage their media consumption through limits and UI’s
modifications.

Smartphone Mobile app

Park et al. [171] GoldenTime, a mobile app that promotes self-regulated usage behavior via
system-driven proactive timeboxing and micro-fnancial incentives framed as gain or
loss for behavioral reinforcement.

Smartphone Mobile app

Schwartz et al. [198] Time Sidekick, a prototype that implements four novel design patterns for reducing
risk of abandonment of DSCTs.

PC Browser
extension

Song et al. [205] Crank That Feed, a system for using Twitter that requires users to continuously turn a
hand crank to power their social media screen.

Social
networks

Tangible object

Zhou et al. [229] A built-in gaming gradual intervention system (G-GIS) designed to help adult gamers
achieve their desired gaming habits in an autonomous and acceptable manner.

Online
gaming

Mobile app

Inie et al. [88] Aiki, a browser extension designed to redirect a user to a learning platform for a fixed
amount of time before accessing distractive websites.

PC Browser
extension

Kovacs et al. [118] HabitLab (version 1), described above. PC Browser
extension

Kollnig et al. [115] GreaseDroid, a community-driven app modification framework enabling non-expert
users to disable dark patterns in mobile apps selectively.

Smartphone Community-
driven
framework

To further dig into the functionality of the analyzed DSCTs, we applied the coding scheme adopted
by Lyings et al. [143] (Figure 3), by classifying the implemented interventions in block/removal,
self-tracking, goal-advancement, and reward/punishment features.
Block/Removal. By analyzing the functionality of the DSCTs included in our corpus, we coded a

block/removal feature 57 times, with each analyzed tool that includes on average 1.43 features
of this kind (𝑆𝐷 = 1.43). The most common features in this group are the possibility of
setting up a time limit on how much time can be spent on a given technological source
(𝑁 = 13, [81, 82, 103, 105, 112, 116–118, 127, 134, 159, 171, 229]), and the possibility of
inserting an access block to a device, an app, and/or a website that is considered as a source of
digital wellbeing problems (𝑁 = 18, [43, 47, 82, 103–105, 112–114, 116–118, 127, 134, 149, 159,
186, 214]). Less used features in this category include, between others, feature minimisation
(𝑁 = 6, [81, 115–118, 145]), e.g., removing the Facebook newsfeed [145] or removing autoplay
features in video-viewing platforms [81] and the proactive insertion of irrelevant effortfull
tasks (𝑁 = 5, [106, 145, 172, 205, 214]), e.g., the “interaction restraint” approach adopted by
Park et al. [172] and Kim et al. [106]. Another small but interesting set of DSCTs can insert a
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Fig. 3. The functionality implemented by the DSCTs under analysis (Implemented Tools corpus) according to
the categorization of Lyngs et al. [143].

time lag for the usage of the involved device and/or service (𝑁 = 4, [116–118, 198]). Such
a strategy does not block the usage of websites or mobile apps, but just makes them load
more slowly to discourage continuous usage. The Time Sidekick browser extension [198],
for example, implements two continuously variable interventions that adds a delay before
the page loads and further delays to dynamically loaded content in the page, respectively.
None of the analyzed DSCTs, instead, adopt a mechanism against the uninstallation of the
tool. This can be explained by the characteristics of the operating systems hosting the
DSCTs, e.g., Android, that typically do not allow these mechanisms unless the user has root
privileges [159].

Self-Tracking. Another prevalent set of features, coded 52 times in total, is the one related to
self-tracking. This confirms the self-monitoring nature of contemporary DSCTs [159], that are
typically designed to track user’s behavior and provide feedback. To this end, 19 DSCTs in our
corpus [16, 33, 47, 62, 88, 103–105, 108, 112–114, 116–118, 159, 171, 198] persistently record
the history of the user with a device and/or a service, e.g., by saving statistical data about
usage sessions, and 22 tools [16, 47, 62, 88, 103–105, 108, 112–114, 116–118, 133, 159, 171, 188,
189, 198, 202, 223] visualize usage data to the user. Visualization may include historical data
as well as real time feedback, e.g., those provided by the Knob tangible device [186] about the
worker’s availability. Usage data is also typically summarized in real time through the usage
of a timer (𝑁 = 11, [33, 43, 62, 82, 103, 105, 116–118, 171, 214]).

Goal-Advancement. Several analyzed DSCTs also include one or more goal-advancement feature
(55 overall mentions), although the most common feature of this category, i.e., the possibility
of setting up a concrete time goal for using a technological source for a given amount of time,
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is present in 14 DSCTs, only [11, 43, 47, 82, 105, 112, 114, 116–118, 166, 167, 202, 229]. Besides
allowing users to set up these goals, the majority of these tools (𝑁 = 11, [43, 47, 82, 105, 113,
114, 116–118, 145, 167]) also employ goal reminders, e.g., by displaying pop-ups when the user
has exceeded a defined time threshold, while 8 tools [43, 47, 103, 113, 114, 116–118] allow
users to compare their actual behavior with their defined goals, e.g., by visualizing usage
statistics. Less used interventions in this category include the possibility of setting up more
generic goals, e.g., related to specific users’ activities (𝑁 = 6, [82, 112, 114, 145, 188, 202]), the
usage of motivational quotes (𝑁 = 8, [47, 62, 113, 116–118, 186]), and automatic redirections
(𝑁 = 6, [82, 88, 116–118, 188]), e.g., to spur the user to use a more productive service or
activity (see the Aiki tool [88], which redirects users to a platform for foreign language
learning before letting them access a distractive website).

Reward/Punishment. Overall, we coded reward/punishment features 22 times. Only a small
portion of the analyzed DSCTs (𝑁 = 4, [103, 112–114]), typically those developed for students,
include the possibility of sharing the own achievements with others (seeNUGU [114] and Lock
n’ Loll [113]). When users reach an achievement (or fail to meet a goal), some DSCTs (𝑁 =

5, [47, 116–118, 166]) can praise (or blame) them for their behavior. Some other tools employ a
gamification approach by allowing their users to gain (𝑁 = 4, [112, 114, 133, 202]) or loose (𝑁 =

1, [133]) points. Such points, sometimes represented through a lifeform metaphor [202], can
also be used to unlock achievements (𝑁 = 4, [116–118, 229]). Interestingly, a small set of DSCTs
(𝑁 = 3, [103, 171, 229]) also adopt real world rewards/punishments. The Gaming Gradual
Intervention System (G-GIS) analyzed by Zhou et al. [229], for example, offers a free audio
book to its users when they take a break from the gaming platform. The GoldenTime mobile
app, instead, promotes self-regulated usage behaviors through micro-financial incentives
framed as gain or loss for behavioral reinforcement.

As the reported classification suggests, the DSCTs included in the Implemented Tools corpus
are (nearly) always “self-programmed” by users, without any particular support by the tool. By
interpreting their usage statistics and/or their usage self-perception, in particular, users had often
to decide which websites or mobile apps need an intervention, as well as how the intervention
should operate, e.g., which is the time limit for a given app. Noteworthily, the second version of
Socialize [188] is the only example of a DSCT that can learn from smartphone user’s data and provide
proactive support to define interventions. The tool constantly monitors the user’s behavior with
their mobile device, and it adopts a machine learning methodology, based on association rule mining,
to detect “smartphone habits,” i.e., recurrent usage patterns associated with stable contextual cues
like locations and time. Stemming from such a monitoring process, Socialize proactively notifies the
detected smartphone habits in real-time, and it allows the activation of personalizable just-in-time
reminders that encourage the user to avoid the identified behaviors when they happen again.

To understand whether our classification is consistent with previous reviews of DSCTs, we also
compared the features of the DSCTs in our corpus (Figure 3) with the features that have been found
by Lyings et al. in their review of 367 DSCTs available on popular app and web stores (see [143],
Figure 3, p. 7). We found that, while the different sizes of the analyzed samples result in some
minor differences within each group of features, the overall distribution is quite similar. As in [143],
for instance, we found that the majority of our DSCTs include interventions to block or remove
distractions, while only a small portion of them reward or punish their users to solidify a behavior
or discouraging it, respectively. This highlights a promising interconnection between the digital
wellbeing seen as a research field and its real-world application. Indeed, some DSCTs that have
been developed as a result of a research study, e.g., HabitLab [116, 117], are also available to the
general public on app and web stores, and they were therefore also included in the study of Lyngs
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et al. [143]. On the contrary, researchers are also using commercial DSCTs to study whether and
how these tools influence people’s behavior (see the work of Collins et al. [47] with RecueTime, and
the two papers of Mark et al. [149, 150] with Freedom).

4.2 Proposed Strategies
We separately analyzed the papers included in the Qualitative Discussions corpus to investigate
what strategies researchers are suggesting, e.g., to inform future works and possibly improve
contemporary DSCT implementations. Figure 4 shows a classification of these proposed strategies
extracted from the 17 papers under analysis.

Fig. 4. The strategies proposed by the research works included in the Qualitative Discussions corpus. The
majority of the 17 analyzed papers include more than one proposed strategy.

As the chart shows, the majority of the proposed strategies focus on either promoting meaningful
interactions (N = 15, [65, 83, 139, 140, 160, 162, 195, 204, 213, 224]) or promoting offline interactions
(N=9, [19, 64, 65, 83, 144, 160, 204]). These proposals deviate significantly from the majority of the
implemented interventions described in Section 4.1, in which the goal is primarily to block (or
mitigate) the usage of a given device, app, or website.

Promoting meaningful interaction, in particular, means moving beyond lock-out mechanisms [160,
213] by guiding users toward (digital) experiences they will find meaningful [213], e.g., increasing
interactions on social networks that users consider beneficial [204]. As suggested by Genova
et al. [65], there is the need to strive for alternatives instead of avoidance, by promoting joyful
opportunities for engagement. In the smartphone context, for example, the work of Lukoff et
al. [140] suggests researchers to explore the design of meaningful experiences, by taking into
account how mobile devices respect users’ autonomy. According to the authors, a DSCT could
detect when the smartphone is/is not being used with intention, and it could dynamically change its
interface accordingly, e.g., to encourage users to move on when their original purpose is achieved.
Similarly, Lukoff et al. [139] call researchers to design DSCTs that support microplanning, e.g., “by
asking the user to review and refect upon their past usage data and develop a plan for their use over
the next month” (p. 13). Tran et al. [213], instead, suggest the exploration of designs and metrics that
are tailored to the current feelings and contextual situations of the user, e.g., moments of downtime
or socially awkward situations. Designing for meaningful use is obviously not straightforward:
it requires researchers to balance users’ desire for free will with the constraints of the involved
app or website [195] and, at the same time, to redefine metrics for users’ satisfaction, e.g., to
detect how meaningful a digital experience is likely to be and how much time the user is going
to spend [213]. Furthermore, interventions should have different levels of control depending on
the underlying usage intention of the user, to encouraging intentional sessions while discouraging
passive use [139].
Instead of promoting meaningful “digital” usages, promoting offline interactions is focused on

facilitating disconnection [19] through the suggestions of possible “offline” alternatives [65]. This
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could be achieved in different ways and through different strategies. Genç and Coskun [64], for
example, envision a DSCT that is able to boost the current conversation of a group of users by
collecting data about their interests and proposing new topics to discuss. The work of Aranda
and Baig [19], instead, proposes several alternative solutions to design interventions that promote
offline interactions, from using media outreach campaigns that increase general awareness of
screen overuse, to DSCTs that allow users to find support partners. Independently of the suggested
strategies, the ultimate goal of these proposals is to help users to practice and form new “healthier”
habits that can replace compulsive and problematic digital behaviors [19, 144].

Other research works in our Qualitative Discussions corpus are more aligned with contemporary
DSCT implementations, and try to propose improvements for a better notification management
(𝑁 = 8, [64, 101, 132, 165]). These proposals include smarter filters able to analyze notifications
content [64, 101, 132], context-aware notification systems [101, 165], and processes to make the
behavior of checking notifications more difficult, e.g., via gamification [64]. Similarly, researchers
also discuss how to make existing interventions for digital self-control more personalized and
adaptable (𝑁 = 4, [160, 165, 195]), e.g., to blend alerts and notifications to the users’ temporal
rhythms and home/work boundaries [165], and propose strategies to target specific theoretical
constructs (𝑁 = 3, [132, 144]) and design novel feedback (𝑁 = 5, [64, 65, 162, 165]). Some of these
novel feedback could be reasonably implemented in contemporary DSCTs without any particular
effort. Genç and Coskun [64], for example, suggest that DSCTs could emphasize the value of time by
informing users about what they can do in real life with the time they spend on their smartphones,
while Moser et al. [162] state that mobile phones should use their notification leds to promote
awareness of social activities, e.g., to indicate the nature of the use to people nearby. Other novel
feedback are instead more futuristic. This is the case, for example, of a smartphone that “changes
its color or heat according to the frequency of its use [64]”, or that “grows old and wrapped by an
ivy as the quality of the interaction increases.”

Finally, researchers (𝑁 = 5, [80, 139, 224] highlight possible ways to change the business model of
tech companies, which nowadays incentivizes continuous and frequent usage in order to optimise
advertising revenue [144]. Lukoff et al. [139], for example, highlight the need of rethinking what
“relevance” means for recommeder systems. They state, in particular, that developers of these
technologies should “first take into account the problem of when to show recommendations, before
moving on to the local problem of which items to recommend” (p. 12). At the same time, the authors
propose to develop a common language of harmful designs that lead to attentional harms, with the
aim of motivating key stakeholders to support designs that promote users’ sense of agency. With
similar goals, Hill et al. [80] ask for mobile operating systems that are more open to the community,
e.g., by improving API transparency and by creating permissions to collect usage data.

4.3 Adopted Behavioral Theories and Constructs
We examined all the 62 papers included in our General Corpus to understand whether they explicitly
based their implemented or proposed interventions on any behavioral theory and/or specific
construct. Within behavioral science, a behavioral theory seeks to systematically understand events
or situations, and can be defined as “a set of concepts, definitions, and propositions that explain
or predict these events or situations by illustrating the relationships between variables” (Glanz
and Rimer [68], p. 4). Constructs, instead, are the fundamental components of a behavioral theory,
and can be defined as “the basic determinants or mechanisms that a theory postulates to influence
behavior” (Hekler et al. [77], p. 3309). Overall, our theoretical analysis, reported in Table 6, aims
to extend the preliminary investigation done by Lyngs et al. [143] over a smaller set of papers
(𝑁 = 17) that “were not collected through a formal systematic review process” (p. 13:3).
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Table 6. The behavioral theories and constructs that the 37 papers under analysis mention when describing
the design and the evaluation of the proposed DSCTs.

Theory Summary Paper/Authors

Dual system theory [93, 207] Dual system theory defines two mental processes that compete to determine
behavior: System 1 processes (fast, nonconscious, associative) and System 2
processes (slower, deliberative, conscious).

Lyngs et al. [145]; Kim et al. [106];
Schwartz et al. [198]; Lyngs et al. [144];

Goal setting theory [135, 136] Goal-setting theory refers to the effects of setting specific and sufficiently
difficult goals that are accepted by individuals on subsequent performance.

Kovacs et al. [117]; Hiniker et al. [82];
Collins et al. [47]; Sleeper et al. [204];

Operant conditioning [206] Operant conditioning refers to the process of learning shaped by rewards and
punishments for a behavior. Through operant conditioning, an association is
made between a behavior and a consequence for that behavior, be it negative or
positive.

Kovacs et al. [117]; Okeke et al. [166];
Liu et al. [133]; Park et al. [171];

Social cognitive theory [21] Social cognitive theory states that the interaction between the environment, the
cognitive and affective characteristics of the individual, and her existing
behaviors, determine how the individual will behave. According to the theory, in
particular, knowledge acquisition can be related to the observation of others
within the context of social interactions, experiences, and external influences.

Ko et al. [112]; Ko et al. [114]; Park et
al. [171];

Transtheoretical model [182] The transtheoretical model identifies six stages characterizing behaviour change,
from precontemplation to active modification, and ten processes targeting
self-efficacy and decisional balance to move between these stages.

Kim et al. [105]; Park et al. [171];

Fogg behaviour model [61] The Fogg behaviour model is a general cross-domain model according to which
motivation, ability, and a trigger must all be present at the same time so that a
particular behavior can be performed. Motivation and ability, in particular,
define a space where both a behavior and the resistance to change it can be
characterized.

Foulonneau et al. [62]; Sleeper et
al. [204];

Self-determination theory [56] The self-determination theory is a macro theory of human motivation and
personality that studies the motivation behind choices people make without
external influence and interference. It focuses on the degree to which human
behavior is self-motivated and self-determined.

Hiniker et al. [81]; Lukoff et al. [139];

Uses and gratification
theory [97]

Uses and gratification theory is a tool to investigate why and how people actively
use specific media to meet their needs. It was originally developed to study the
influence of mass media, e.g., television, but it has been recently applied to
understand the usage of digital media like social networks and smartphones.

Kim et al. [106]; Lukoff et al. [140];

Expectancy-value theory [90] The expectancy-value theory suggests that expectations as well as values or
beliefs affect subsequent behavior. According to the theory, people evaluate their
interest and attainment by considering utility and cost.

Kim et al. [106];

Nudge theory [209] Nudge theory describes interventions that direct people to perform a particular
behavior without eliminating their freedom of making the final choice. It is based
on positive reinforcement as a way to influence behavior and decision making.

Okeke et al. [166];

Theory of planned
behavior [12]

The theory of planned behavior states that intentions drive people’s behaviors.
According to the theory, attitude, subjective norm, and perceived behavioral
control, together shape an individual’s behavioral intention, which in turn
determine the subsequent behavior.

Kim et al. [106];

Theory of reasoned action [14] The theory of reasoned action studies the links between an intention to act in a
certain way, the individual’s attitudes, and subjective norms, by predicting that a
behavioral intent arises from the individual’s evaluation and strength of a belief,
and her motivation to comply the expectations of others.

Kovacs et al. [117];

Theory of distributed
cognition [86]

The distributed cognition theory seeks to understand the organization of
cognitive systems by extending the cognitive concept beyond the individual.
According to the theory, indeed, knowledge is also related to the individual’s
social and physical environment.

Ahmed et al. [11];

Elaborated intrusion theory of
desire [98]

The elaborated intrusion theory of desire focuses on the roles of intrusive
thoughts and elaboration of multisensory imagery. It characterizes the conscious
experience of desiring something as a cycle of mental elaboration that stems
from an initial intrusive thought.

Park et al. [172];

Behavioral economics [95] Behavioral economics studies how different factors, from psychological statuses
to cultural and social factors, affect the decisions made by individuals and
institutions. It provides a framework to dig into when and how people make
systematic errors or biases.

Park et al. [171];

Media effects theory [35] Media effects theory explain how the mass media influence the attitudes and
perceptions of the users.

Schoenebeck [195];

Stimulus-organism-response
model [152]

The stimulus-organism-response model states that environmental stimuli (S)
first evokes an emotional reaction (O) in persons, which in turn leads to either
approach or avoidance behavioral responses (R). It aims at explaining the
consumer decision making process.

Lin et al. [132]

Flow theory [51, 52] The flow theory describes a “state in which people are so involved in an activity
that nothing else seems to matter; the experience is so enjoyable that people will
continue to do it even at great cost, for the sheer sake of doing it [52].”

Lin et al. [132]
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Table 6 Continued

Theory Summary Paper/Authors

Behavior change wheel
taxonomy [157]

The behaviour change wheel is a framework to identify relevant interventions
starting from the description of the target behaviour. It uses the COM-B model,
and it was developed through a systematic review of 19 existing behavior change
frameworks.

Kovacs et al. [116];

Social proof [203] Social proof is is a psychological and social phenomenon that suggests that
people who does not know what the proper behavior for a certain situation is
will look to other people to copy what they are doing in an attempt to undertake
the right behavior.

Kovacs et al. [117];

Self-consistency [126] Self-Consistency focuses on the importance of the self in the regulation of
thoughts and ideas. Self-consistency is a motivational component of the
self-concept that characterize many different theories. It postulates that people
are motivated to act in a way that is congruent with their understanding of
themselves.

Kovacs et al. [117];

Status quo bias [190] The status quo bias is an emotional bias that characterize a preference towards
the current state of affairs, when any change from the current baseline, i.e., the
status quo, is perceived as a loss. Studies demonstrated that decision makers
often exhibit a significant status quo bias.

Kovacs et al. [117];

We found that only 24 papers out of 62 explicitly refer to behavioral theories. As reported
in Table 6, such papers mention 18 behavioral theories (from dual system theory [93, 207] to
the flow theory [51, 52]), 1 framework that includes several theories (the behavior change wheel
taxonomy [157]), and 3 constructs that are key determinants of different theories (social proof [203],
self-consistency [126], and status quo bias [190]). Theories and constructs are used to inform the
proposal and design of novel interventions [11, 62, 82, 106, 112, 114, 117, 133, 166, 171, 172, 198],
to characterize and select existing interventions to be evaluated [47, 81, 116, 118, 144, 145, 229],
to analyze how users use digital devices and services [132, 139, 140, 195, 204], and even to select
participants for evaluating a DSCT (see Kim et al. [105] and Park et al. [171], who used the
transtheoretical model to restrict study participation to users that would like to reduce smartphone
use). The remaining 38 papers do not specify any underlying theory nor construct, but rather propose
interventions or describe DSCTs that have been informed uniquely by empirical evidence, e.g.,
through surveys, interviews, or reviews of existing apps. Only 4 theories are explicitly mentioned
in at least 3 papers: dual system theory, goal setting theory, operant conditioning, and social cognitive
theory.
Dual System Theory. Dual system theory [93, 207] argues that behavior is determined by two

distinct mental processes, i.e., System 1 and System 2. System 1 represents nonconscious,
automatic response heuristics that rapidly emerge as a result of an exposure to a given cue,
e.g., a particular contextual situation. System 2, instead, represents conscious, deliberative
responses that are goal-directed, e.g., via a specific intention of the user. According to
dual system theory, in particular, behavior emerges as the result of an interplay between
System 1 and System 2. Most behavioral reactions, for instance, begin with System 1, e.g.,
when individuals lack cognitive capacity or working memory [212], but can be influenced
by conscious System 2 goals [93]. On the contrary, System 2 processes may also become
controlled by System 1 over time [94]. Dual system theory is mentioned by 4 papers [106,
144, 145, 198] in our General Corpus. Lyngs et al. [145] adopt a dual system model of self-
regulation [143] to categorize and select two different existing interventions against Facebook
overuse to be evaluated. According to the authors, removing the Facebook newsfeed prevents
unconscious behaviors triggered by the newsfeed (System 1), while a goal advancement
intervention enables System 2 control by keeping the goal in the user’s working memory.
Similarly, Schwartz et al. [198] stem from the dual system theory to define their novel design
patterns for reducing risk of abandonment in DSCTs. Kim et al. [106], instead, state that
the “interaction restraint” intervention included in their LockType tool facilitate mindful
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interaction [49], since it is able to create a gulf of execution on gratification seeking that can
encourage users to switch from System 1 to System 2 thinking. Finally, Lyngs et al. [144]
apply a dual systems model of self-regulation to organize and evaluate the design features of
a large set of existing DSCTs.

Goal Setting Theory. Goal setting theory [135, 136] explores how conscious and explicit goals
drive behavioral repetition and support habit formation. To be effective, these goals must be
accepted by the user, and they must be sufficiently specific and hard to be accomplished in
order to influence behavior. Previous work [135], indeed, demonstrates that difficult goals are
more effective than vague objectives, especially when they are self-defined and not externally
imposed [137], e.g., by the DSCT. While 20 DSCTs included in our corpus allow users to
set up goals (see Figure 3), only 4 papers [47, 82, 117, 204] in our General Corpus explicitly
mention the goal setting theory, e.g., as the self-regulation foundation which inspired the
design [82, 117] and the evaluation [47] of interventions. In these papers, goals refer to how
much time a user would like to spend on specific websites (see HabitLab [117]) or mobile
applications (see MyTime [82]), and are always self-defined by the user.

Operant Conditioning. Operant conditioning [206] is part of the behaviourism approach [40],
which postulates that behavior is learned from interacting with the environment through
stimulus–response associations that are learned via repetition. Within such an approach,
operant conditioning characterizes the connection between a stimulus-response link and a
positive reward for a wanted behavior (or a negative outcome for an unwanted behavior).
Rewarding a behavior strengthens the link between the stimulus and the response, thus
increasing the possibility of performing the same behavior in the future. On the contrary,
punishing a behavior aims at reducing the strength of the stimulus-response link. We found
an explicit mention of operant conditioning in 4 papers [117, 133, 166, 171], all of them coming
from the Implemented Tools corpus. In their Good Vibratios tool, Okeke et al. [166] implement
a negative reinforcement strategy, by “punishing” the user through phone vibration when
the usage of a mobile app surpasses a time threshold. Liu et al. [133], instead, evaluate two
persuasion strategies based on punishment, i.e., visualizing a withering flower, and reward,
i.e., visualizing a blooming flower. Similarly, Park et al. [171] explore the effectiveness of
using micro-financial incentives, framed as loss or gain, to reinforce “small changes,” e.g., for
a given hour, use your phone less than 10 minutes. Finally, the first version of the HabitLab
tool [117] includes two interventions that delay or remove a reward, i.e., making the user
wait 10 seconds before visiting Facebook and hiding the Facebook newsfeed, respectively.
While also Lyngs et al. [145] adopt similar interventions for Facebook, they characterize
them through the lens of the dual system theory rather than operant conditioning (see the
next paragraph).

Social Cognitive Theory. Social cognitive theory [21] states that behavior is learned through
the observation of others within the context of social interactions, experiences, and external
influences. A desired behavior, in particular, is determined by the interaction between the
environment, the cognitive and affective characteristics of the individual, and her existing
behaviors, and it is more likely to be performed when environmental barriers are low, and
the user’s self-efficacy is high [20]. Overall, 3 papers [112, 114, 171], all of them in the
Implemented Tools corpus, explicitly mention the social cognitive theory as the theoretical
basis of the proposed interventions. NUGU [114], for example, is designed to promote social
learning and competition between students that can share their limiting practices with others.
FamilyLink [112], instead, allows parents and children to limit device usage together. To this
end, the tool offers a virtual space to foster social awareness and improve self-regulation.
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Table 7. The challenges reported in the 62 papers of our General Corpus that characterize the discussion, the
design, and the evaluation of DSCTs.

General Themes Challenges

Adaptability (N=7)

Adapting the interventions to the target device and/or service, since each device, app, or website has its own type of
usage, e.g., a device can be personal or shared with others.

Adapting the interventions to the current users’ needs, preferences, and usage patterns, e.g., to fit different
interventions to various users in different contexts or to keep users informed of their device usage while minimizing
notification overload.

Adapting the interventions to the different levels of physical capability and technology competence of the users, e.g.,
to take into account differences between parents and children in parental-control DSCTs.

Accuracy (N=20)

Accurately detecting the current contextual situation in which the user is using her devices, as well as the
underlying usage intention and feelings. Devices, for instance, can be used both as entertainment and work tools,
and “work time” and “free time” are not necessarily distinct.

Avoiding intervention bugs and incorrect statistics. An intervention delivered at inappropriate time or a wrong
visualized statistic about device use may lead the user in abandoning and/or mistrust the tool.

Helping users to understand the visualized statistics, e.g., through sufficient and accurate details, as well as
providing information about why an intervention has been delivered. Current visualizations in DSCTs are often
difficult to interpret, since such tools are typically used in a retrospective manner.

Technical (N=18)

Overcoming platforms restrictions to design cross-platforms DSCTs. Some platforms like Apple iOS are more
restrictive than others, e.g., Android, since they do not allow developers to access sensitive information such as
phone usage statistics. Consequently, it is challenging to implement the same intervention strategies across devices
with different operating systems.

Developing DSCTs that target multi-device usage. The majority of contemporary DSCTs target a specif device, e.g.,
the PC. Without taking into account the different devices owned by a user, the same user can easily circumvent a
DSCT by using another device, e.g., the smartphone.

Mitigating software aging and regular updates. DSCTs are particularly vulnerable to software aging, i.e., natural
degradation of software capabilities, and to changes in the platforms that host them, e.g., because they become
intentionally inhospitable.

Attrition (N=6) Motivating the user to to keep using the DSCT in order to change her behavior while minimizing attrition, i.e., the
tendency of users to abandon the tool after having using it for some time.

Evaluation (N=12)

Measuring the effectiveness of DSCTs through long-term evaluations and follow-up periods. This is particularly
required since behavior change is a long and complex process: current short-term studies can only speculate about
the effectiveness of DSCTs over long period of time.

Going beyond self-reported measures to consider more complex measures. Self-report, indeed, often correlates
poorly with actual use of digital devices, while measuring a user’s sense of meaningfulness, for example, is
undoubtedly harder than tracking time spent in an app.

Designing studies that allow to capture the real effect of the evaluated DSCTs. Existing DSCTs, in particular, often
combine a variety of different interventions at the same time, making it difficult to understand what behavioral
theory or technique contributes more to the success of the tool.

Business Model (N=8)
Dealing with the business model of contemporary tech companies, also called the “attention economy,” which
incentivises the design of technology that promotes frequent and continuous usage. The usage of DSCTs, indeed,
may hinder business profitability of key stakeholders.

5 CHALLENGES AND ETHICS IN DEVELOPING FOR DIGITAL SELF-CONTROL
This section delves into the challenges that characterize the proposal, implementation, and/or
evaluation of DSCTs, as well as the extent to which researchers describe ethical challenges or
implications in their works on digital self-control (RQ3). To run this analysis, we analyzed all the
papers included in our General Corpus.

5.1 The Challenges of Developing For Digital Self-Control
Table 7 summarizes the research challenges highlighted by the researchers in their papers. We
coded challenges in terms of interventions adaptation, interventions accuracy, technical constraints,
attrition, evaluation, and business model.

5.1.1 Adapting Interventions to Devices, Users, and Usage Patterns. A challenge that characterizes the
development of DSCTs regards the adaptability of the implemented interventions (𝑁 = 7, [83, 105,

ACM Trans. Comput.-Hum. Interact., Vol. 00, No. 0, Article 000. Publication date: 2020.



000:24 A. Monge Roffarello and L. De Russis

112, 132, 189, 214, 224]). As reported in the following, such an adaptability involves different aspects.
Researchers [132, 189] highlight that interventions should adapt to the target device or service. This
is particularly important since each device has its own type of usage. Differently from personal
devices like smartphones, for instance, tablets can be shared with other members of the family [189].
Even usage sessions are intrinsically different between mobile devices, with smartphones that are
used more often than tablets but with shorter usage sessions [84]. Furthermore, while portable
devices are typically used for a variety of tasks, from chatting to watching films, other devices have
a more specific type of usage, e.g., desktop PCs for working and smartwatches for tracking sport
activities [160]. Besides adapting to different devices, other 4 papers [83, 105, 214, 224] underline
that interventions should adapt to the current users’ needs and usage patterns. Indeed, since different
users have different smartphone usage patterns, “it still remains a challenge how the goals [i.e.,
the interventions] needs to be appropriated to each user” (P03 [105], p. 16:23). Without taking
into account the preferences of the user and their current needs, in particular, finding a trade-off
between helping the user and avoiding unnecessary overloads becomes a challenge [214, 224]:
as reported by Hiniker et al. [83] in their study on smartphone usage while caring for children,
device-resistance is not universal, and some people may not have any desire or intention to limit
their time with mobile devices. Finally, another kind of adaptability regards the user itself [112].
Besides using devices in different ways, indeed, users themselves have different levels of physical
capabilities and technology competences. Ko et al. [112], in particular, highlight this challenge in
the evaluation of FamilyLink, a parental-control DSCT that involves both parents and children.

5.1.2 Implementing Accurate Interventions. A challenge that is strictly related to adaptability is the
need of implementing accurate interventions (𝑁 = 20, [11, 16, 33, 47, 80, 82, 101, 104, 106, 108, 133,
144, 159, 160, 162, 165, 189, 195, 223, 224]). According to the analyzed papers, researchers should
improve the capabilities of DSCTs to detect the contextual situations in which the user is using their
devices, as well as the current usage intentions of the user [33, 80, 82, 101, 104, 108, 133, 144, 160,
162, 165, 195, 223, 224]. People, indeed, often work at irregular hours [223] by using the same device
both for work and leisure [108]. As highlighted by Oduor et al. [165], in particular, “a key design
challenge is that ‘work time’ and ‘home time’ are not necessarily distinct” (p. 1324). At the same time,
the same applications and websites with which users interact daily have often a “neutral” nature
that is difficult to classify [33, 104, 165]. YouTube, for instance, can be used either for entertainment
or for educational purposes. As a result, exactly defining what the user is currently doing with
their devices [160] and what are their current feelings [195] are challenges that need to be solved
in order to deliver the right intervention at the right time, e.g., to avoid “novelty effects” [224].
This is also reflected on the need of avoiding bugs [47, 106, 159, 189]. For example, an intervention
delivered at an inappropriate time, e.g., a lockout task for a “good” or “meaningful” use [106], incurs
considerable inconvenience to users. The same happens for bugs related to erroneous data tracking:
wrong statistics affect the accuracy of the DSCT, which in turns affects usability [159]. While
detecting such kind of bugs may be difficult, it is also an urgent challenge to increase the user’s
trust in the tool [47], thus reducing the risk of tool abandonment [189]. Finally, implementing an
accurate DSCT also means allowing users to understand the visualized statistics and the delivered
interventions [11, 16, 47, 108, 189]. Such a challenge mainly emerges from the complexity of the
current visualizations adopted by DSCTs, which may result difficult to understand by novice users
who are not used to interpreting charts [16]. Moreover, device usage statistics are often used in a
retrospective manner, with users that may experience difficulties in remembering the exact purpose
of their application usage [108]. Consequently, without accompanying statistics with sufficient
details, e.g., contextual information, users cannot gain “a true understanding of their work patters
from the data [47]” (p. 376), and they might not understand why an intervention has been delivered.
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To make judgements about productivity and overuse, users therefore need “the details of what they
were doing with their devices [189]” (p. 292).

5.1.3 Overcoming Technical Constraints. Researchers agree that a challenge to design and imple-
ment adaptable and accurate DSCTs is to overcome technical constraints (𝑁 = 18, [62, 80, 88, 101,
103, 104, 108, 115, 145, 149, 159, 160, 167, 189, 198, 214, 223, 224]). By investigating how to reduce
the environmental impact of Internet through moderate use, for instance, Hill et al. [80] highlight
that manipulating Internet traffic is not straightforward due to the current restrictions imposed
by contemporary operating systems. More specifically, mobile operating systems have several
restraints to preserve energy [224]. There are also differences between the different mobile operat-
ing systems available on today’s market. The majority of DSCTs targeting mobile devices, indeed,
are developed for Android-based smartphones [144], with different papers in our Implemented
Tools corpus [62, 103, 149, 159] that highlight difficulties in developing the iOS counterpart. The
Apple operating system, indeed, is typically more restrictive than Android, since it does not allow
developers to implement fundamental operations that characterize the development of DSCTs,
e.g., accessing sensitive information such as phone usage statistics [159], blocking the usage of
other apps [103], muting notifications [103], launching background operations [103], and tracking
Internet usage [80]. Moreover, even the operating system of Google is characterized by different
versions that are continuously evolving9, with each version that introduces new features and/or
restrictions. DSCTs are particularly vulnerable to regular updates [115] and, at the same time, to
software aging [198], i.e., the natural degradation of software capabilities. As these tools typically
run on the same platforms that they aim to limit [198], indeed, changes in the hosting platforms
may impact their functionality (see also the “hostile designs,” through which the systems under
modification become intentionally inhospitable [2, 59]). Without the possibility of developing
stable and cross-platform solutions, these problems influence the deployment and the evaluation
of DSCTs [62, 189]. Furthermore, technical constraints also hinder the possibility of developing
multi-device DSCTs [88, 145, 160, 223]. As already reported in Section 3.1, targeting single devices
is not sufficient to capture all the nuances of people’s digital wellbeing [125], since many people
work on their PC but spend large parts of their day online using phones and tablets [223].

5.1.4 Reducing Attrition. Minimizing attrition is another fundamental challenge that is mentioned
in the analyzed papers (𝑁 = 6, [47, 82, 117, 118, 171, 198]). Attrition can be defined as the tendency
of users to abandon a given technology after having using it for some time. DSCTs are particularly
affected by this problem, since they “may over-restrict users in attempts to compensate for a lack
of human accountability” (Schwartz et al. [198], p. 1), and, consequently, they may be abandoned
by users because their settings do not match users’ expectations or are too aggressive [118, 198].
Therefore, motivating the user to keep using a DSCT over long period of time is fundamental:
according to numerous behavioral theories [178], indeed, the key aspect to change a behavior
and forming a new habit is repetition, especially at the beginning of the process when the new
behavior is starting to emerge. In the context of DSCTs, motivation is also important since using
devices like smartphones is a socially situated practice, and it is therefore hard for an individual “to
change a behavior when surrounded by social cues that run counter to his or her goals [82]” (p.
4755). Furthermore, as described by Collins et al. [47], motivating users is necessary to avoid an
“acceptance epiphany,” i.e., when users distractedly use the statistics displayed by the DSCT to accept
their current behavior rather than investing effort to change it. Some papers on our Implemented

9The current version of Android, as of July 2021, is Android 11, but the majority of existing smartphones run a older version
of the operating system, from Android 4.0 to Android 10 (see https://developer.android.com/about/dashboards for updated
statistics).
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Tools corpus explicitly try to address the attrition challenge. Schwartz et al. [198] outline “a new
direction of research that is specifically focused on reducing risk of user abandonment of a given
digital self-control tool” (p. 1). Their paper provides, in particular, a theoretical contribution of two
principles that relate risk and efectiveness in DSCTs. Similarly, Kovacs et al. investigate the influence
of periodically changing the intervention [117] and/or its difficulty [118] on users’ attrition rate,
while the Aiki tool of Inie and Lungu [88] has been designed to avoid adverse effects of blocking
potentially necessary breaks.

5.1.5 Conducting Long-Term, Accurate Evaluations. Another challenge that is mentioned in the
analyzed papers is related to the evaluation of DSCTs (𝑁 = 12, [33, 81, 116–118, 140, 145, 166,
167, 171, 198, 224]). Researchers, in particular, are aware that the effectiveness of DSCTs should
be measured through long-term evaluations [81, 116, 117, 171, 198], preferably with follow-up
periods [33, 171], since behavior change is a long and complex process: new habits, for instance,
may take time to become established [178], and experiments [121] demonstrate that a new behavior
needs from a few weeks to almost an year of repetition to become automatic, with substantial
variation at individual level. While researchers are starting to recognize the need of evaluations
that investigate the effectiveness of DSCTs in the long term, Section 6.1 shows that such a challenge
is still underexplored. This may cast doubts on the promising results that typically accompany
the studies included in our corpus (see Section 6.2). According to Kovacs et al. [116], in particular,
while behavior change systems are typically effective during experiments, more effort should be
put into evaluating “whether behavior change systems remain effective outside studies and bring
longitudinal behavioral change” (p. 3). Besides long-term evaluations, researchers also point to the
need of adopting better measures [33, 118, 140, 145, 167]. According to Lyngs et al. [145], for instance,
most studies about Facebook overuse rely on self-reported measures, but prior work [57, 169]
already demonstrated that self-report often does not correspond with actual use of digital devices.
More explicitly, Okeke et al. [167] state that “self-reports capture what people say they do but
not what they actually do, which is a major challenge in behavior change” (p. 1). Furthermore,
the log of simple data like time spent or visits may not be sufficient to measure the effectiveness
of DSCTs [224], but, at the same time, extracting more complex measures, e.g., users’s sense of
meaningfulness, is undoubtedly harder [140]. Finally, 2 papers in our corpus [145, 166] highlight
that a factor that influence the evaluation of DSCTs is the fact that these tools typically combine a
variety of different interventions at the same time, making it difficult to interpret causality [145]
and understand the specific effects of a particular behavioral technique.

5.1.6 Dealing With The Contemporary Business Model. The last challenge that emerges from our
analysis concerns the business model of contemporary tech companies (𝑁 = 8, [19, 139, 140, 144,
160, 204, 224]). In the “attention economy [54]”, indeed, tech companies compete to grab users’
attention and maximize advertisement revenue, by designing technologies that lead users into
continuous and frequent usage. While Section 4.2 shows that researchers already investigated
possible solutions to mitigate this one-sided view, in which technology is primarily designed to
satisfy companies’ revenue, dealing with (and possibly change) this business model is undoubtedly
one of the most critical challenge that characterizes the field of interventions for digital self-control.
DSCTs, indeed, may hinder business profitability. Widdicks and Pargman [224], in particular, pose
the following open question: “how do companies create Internet services that encourage users
to ‘do business’ with them, yet promote moderate Internet use and ensure users’ do not become
’hooked’ on their service?” (p. 6). There is therefore the need of exploring what could potentially
motivate key stakeholders to support DSCTs [139]. While designing for meaningfulness may result
in a lower user engagement in the short term, for example, it could also increase user loyalty in
the long term [140]. All in all, designing technology that is also able to disincentive itself is, at the
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same time, “an open challenge and an ethical responsibility that HCI researcher should explore to
counter problems like technology unwanted (over)use” (Monge Roffarello and De Russis [160], (p.
12).

5.2 Ethical Considerations in Papers on Digital-Self Control
This section investigates how ethics is taken into account in papers targeting digital self-control
tools. We distinguish between a) researchers’ ethics in conducting studies involving human sub-
jects (Section 5.2.1), and b) ethical considerations for designing DSCTs (Section 5.2.2). To further
investigate these two aspects, we applied the framework of Beauchamp and Childress [27] to
understand whether and how the analyzed papers relate to core ethical principles of autonomy,
justice, non-maleficence, and beneficence. As reported in Figure 5, researchers referenced the princi-
ple of autonomy in describing how they conducted their studies, while the principles of justice,
non-maleficence, and beneficence were referenced by researchers when describing the proposed
interventions.

Fig. 5. The number of papers in which we found ethical principles of autonomy, justice, non-maleficence,
and beneficence. We found the principle of autonomy in the description of the conducted user studies, and
principle of justice, and non-maleficence, and beneficence in the proposed interventions. The principles are
described by a state-of-the-art framework informed by healthcare ethics [27].

5.2.1 Ethics in Studies’ Conduct. By analyzing all the research works in our General Corpus, we
found that only 12 papers out of the 51 papers describing studies conducted with human subjects
(23.52%, [64, 83, 139, 140, 161, 162, 165, 171, 173, 189, 198, 204]) mention a report of ethical approval
for the conducted studies, e.g., through a revision of an Institutional Review Board (IRB). It is worth
noting that most universities require IRB protocols as a prerequisite to human subjects works, and
that researchers may use an IRB without explicitly mentioning it in their publications. Given the
sensitive nature of topics like digital wellbeing and DSCTs, however, we believe that this kind of
information should be always included.

Autonomy in Studies on Digital Self-Control. According to Beauchamp and Childress [27], the
principle of autonomy refers to the respect for people’s decision-making ability. A large amount
of papers in our corpus (𝑁 = 41, [33, 47, 62, 65, 80, 81, 88, 103–106, 108, 114, 116, 117, 127, 133,
139, 140, 144, 145, 150, 159–162, 165–167, 167, 171–173, 186, 195, 198, 205, 213, 214, 223, 229])
address autonomy in describing the conducted studies from different perspectives. Overall, 15
papers [33, 116, 117, 127, 133, 149, 150, 161, 162, 171, 173, 186, 198, 213, 214] mention the usage
of an informed consent to be accepted by users before starting the collection of their usage data.
Such informed consents are also used to describe the study protocol [116], e.g., which data are
collected, and to assure users that “their data would be kept anonymous” (P13 [149], p. 4). Other
15 papers take into account users’ autonomy through the application or the discussion of privacy
protecting measures [33, 80, 112, 114, 117, 145, 159, 165–167, 171, 186, 189, 198, 223], e.g., data
anonymization [33, 145, 149, 159, 186, 214, 223], with the aim of “respecting and ensuring confidential
treatment of peoples’ personal information” (Thieme et al. [210], p.34:26). In the Evaluated Tools
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corpus, for instance, we found that Riedl et al. [186] obfuscate usage data that are related to websites
that have not been explicitly added on lists of blocked sites by the user. Similarly, the browser
extension developed by Lyngs et al. [145] collects data by using anonymous identifiers, and it does
not store any “identifying information about the actual content engaged with” (p. 4). Rather than
anonymizing data, Whittaker et al. [223] allow participants to review their collected logfiles before
submitting them, with the possibility of removing entries that they do not wish to share. Similarly,
Borghouts et al. [33] allow participants to delete or adapt “any sensitive or confidential information
in their data, such as application and website names” (p. 32:17). NUGU by Ko et al. [114], instead,
shares data by aggregating usage statistics among groups of people. Finally, 19 papers [47, 62,
81, 88, 104–106, 108, 114, 145, 160, 165, 171–173, 189, 195, 205, 229] describe the adoption of some
inclusion criteria to recruit participants in their studies. Kim et al. [105], for example, evaluated their
GoalKeeper DSCT by recruiting users who “considered themselves as excessive smartphone users
and who were willing to reduce their use” (p. 16:10). Similar criteria are described in several other
papers included in the Evaluated Tools corpus [47, 62, 81, 104, 106, 108, 114, 171–173, 205, 229].

5.2.2 Ethics in Interventions. Only 6 papers out of the 62 included in the General Corpus (0.08%)
explicitly discuss or propose ethical guidelines related to the field of interventions for digital self-
control., e.g., to inform the design of the implemented DSCTs and avoid problems like deception and
lack of transparency [198]. The majority of these papers (N=4, [64, 80, 165, 224]), in particular, are
included in the Qualitative Discussions corpus. In proposing hypothetical interventions to improve
smartphone usage in social contexts, Genç and Coskun [64] acknowledge that the envisioned
solutions may not be welcomed by users, as they may create unintended outcomes or violating
users’ privacy. Consequently, the authors highlight the need of “learningmore about users’ reactions
towards the solutions generated to identify which of these is the most suitable ones for a specific
context and a specific user group” (p. 10). As users perceive privacy as an important aspect to
be considered when using DSCTs [112, 117, 159, 189], Okeke et al. [166] consider privacy while
developing the proposed interventions. Their Good Vibrations tool, in particular, uses low-priority
notifications that are not visible when the phone screen is locked, thus protecting users’ privacy
from prying eyes. Also Oduor et al. [165] elaborate on possible privacy issues that could derive from
their interventions for limiting smartphone use at home, while Hill et al. [80] and Widdicks and
Pargman [224] state that tracking and manipulating Internet access, e.g., to limit its usage, requires
new policies and regulation, e.g., through additions to the European General Data Protection
Regulation (GDPR). Given the importance of reducing Internet usage for environmental reasons, in
particular, Widdicks and Pargman [224] envision an idealised world in which service providers
“design applications and services that help users limit their Internet use [...], and create responsible,
ethical and sustainable designs — utilising these aspects as a deliberative selling point to keep
customers and profit” (p. 4). The same authors highlight the role of new policies as a mean to
convince businessess that may be reluctant to introduce moderate Internet use within the design of
their technologies. As some businesses may be reluctant to introduce moderate Internet use within
the design of their technologies, researchers could engage with policy.

Justice in Digital Self-Control Tools. The ethical principle of justice focuses on the fair distribution
of benefits, risks, and costs [191]. In the context of interventions for digital self-control, the papers
that include such a principle (𝑁 = 20, [19, 81–83, 103, 108, 112, 113, 133, 139, 140, 160, 165, 166, 171,
189, 205, 213, 224, 229]) discuss the need of developing/evaluating DSCTs for/with wide and diverse
populations. The majority of these papers [81, 83, 103, 108, 112, 113, 133, 139, 140, 160, 165, 171, 205,
213, 224, 229] cite such a need as a limitation or a future work to be explored, since the conducted
studies often involve participants from the same geographical area [160, 213], e.g., Korea [113]
or the Seattle metropolitan area [83], and with similar characteristics, e.g., students [112, 171]
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and workers [108]. This limits the generalizability of the retrieved findings [103, 108, 113, 140],
which require additional research to be consolidated. Patterns of phone use, indeed, are likely to
differ between different communities of users [83]. For this reason, in discussing the evaluation
of their FamilyLink tool, Ko et al. [112] state that “additional research in different schools and
cultural environments comprising students and parents from various socio-economic backgrounds
is required” (p. 876). Liu et al. [133], instead, argue that designers should consider gender as a
factor in persuasive design, since it “is important to match individual differences to maximize
the motivation effect” (p. 775). Only 3 papers [19, 82, 166] describe an effort to include different
populations in their studies. Hiniker et al. [82] state that their MyTime tool was evaluated with
participants representing 20 different states and 4 races and ethnicities. Okeke et al. [166] describe
an experiment that was conducted “with a diverse pool of participants, which is an advantage when
compared to traditional non-online behavior change experiments that have been overwhelmingly
conducted with participants fromWestern, Educated, Industrialized, Rich, and Democratic (WEIRD)
societies” (p. 4:9). Finally, the study of Aranda and Baig [19] includes participants coming from
different countries, from Swiss to Argentina.

Beneficence and Non-Maleficence in Digital Self-Control Tools. The underlying motivation of all
the research works included in the papers under analysis is, obviously, to positively contribute
to users’ digital wellbeing. The principle of beneficence, however, is not only related to “doing
good,” but also to “do it well” [23], i.e., to balance benefits against risks and costs with the aim of
preventing harm. In this respect, only 9 papers in our corpus [64, 65, 105, 159, 160, 165, 198, 204, 224]
explicitly declare to pursue a beneficence principle. For what concerns the implemented DSCTs
(Implemented Tools corpus), for example, the Time Sidekick prototype [198] has been designed to
meet principles of voluntariness, privacy, and non-deception, while GoalKeeper [105] focuses on the
formation of “positive-long term goals related to various application domains such as entertainment,
enlightenment, and sociality” (p. 16:5). Similarly, Monge Roffarello and De Russis [159] argue that
DSCTs should promote the formation of new “healthy” habits, e.g., by increasing the usage of
positive reinforcement techniques. Papers in the Qualitative Discussions corpus, instead, suggest
researchers to adopt beneficence principles before designing interventions, e.g., to positively affect
users [224] and to“design from a positive and hopeful perspective on engagement” (Genova et
al. [65], p. 6).

Dually, the principle of non-maleficence can be seen as the explicit intention of not causing harm
through the adopted strategies and in the conducted evaluations. Only a small subset of papers
(𝑁 = 11, [64, 80, 88, 103, 108, 112, 113, 133, 165, 173, 189]) explicitly include such a principle. As
acknowledged by some researchers in our Implemented Tools corpus [103, 133, 173], interventions
adopted by DSCTs may have a negative impact on users’ wellbeing, thus motivating the need of
carefully considering a non-maleficence principle in the design process. This means supporting
more abstract representations that mitigate the privacy problem [112], reducing the frequency of
feedback exposure [108], and avoiding too invasive and distractive reminders [113]. According to
the researchers, in particular, using “punishment” methods has a double-bladed effect, since “it has
higher effectiveness but also creates higher pressure on users” (P32 [133], p. 774). In discussing
their virtual reality therapy for online-gaming addiction, Park et al. [173] argue that there could be
ethical concerns surrounding the use of aversive stimuli, by highlighting the need to discuss the
intensity of these interventions, since they could create “aversive stimuli that have the potential
of provoking anxiety and defensive aggression" (p. 106). Kim et al. [103], instead, state that strict
interventions like locking smartphones may infringe users’ autonomy, i.e., the state of being
independent or self-governing, and argue that a direct social competition may result in a negative
outcome. To mitigate these problems, the authors allow the users of their Let’s FOCUS tool, i.e.,
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a DSCT with which students can share a “virtual room” with specific usage blocks, to leave a
room at any time, and to self-organize social support groups. Furthermore, the authors abstract
limiting records rather than displaying exact limiting records. As reported by some studies in
the Evaluated Tools corpus [88, 189], the principle of non-maleficence can also be pursued while
recruiting participants [88], as well as while collecting and analyzing data [189]. To avoid harm,
in particular, the recruiting process of the study of Park et al. [173] involves the presence of a
trained psychiatrist that screened participants through a structured clinical interview. Regarding
data collection and analysis, instead, only the work of Rooksby et al. [189] report not having logged
a device for ethical reason, since the user was using it while working with data about vulnerable
people. Also some papers in the Qualitative Discussions corpus [64, 80, 165] provide concrete
suggestions to take into account the non-maleficence principle in the digital wellbeing context,
from taking into account possible unintended outcomes of DSCTs [64] to avoiding privacy-critical
designs [165].

6 EVALUATIONS OF DIGITAL SELF-CONTROL TOOLS
This section analyzes the papers included in the Evaluated Tools corpus to investigate how re-
searchers evaluate DSCTs, and to assess whether DSCTs are effective and can positively impact
people’s digital wellbeing (RQ4). We first analyze the procedures and methodologies described
in the papers under analysis, by summarizing the recruiting process and involved participants,
the collected measures (including the exploited tools and scales), and the adopted study designs
(Section 6.1). Then, we report on the results of a meta-analysis that quantitatively investigates the
effectiveness of the evaluated DSCTs (Section 6.2).

6.1 Evaluations of Digital Self-Control Tools
Table 8 provides a summary of all the studies assessing an implemented DSCT included in the
37 papers of the Evaluated Tools corpus. For each study, the table also reports the duration, the
collected measures, the number of participants, and their demographic information, if available.
Overall, we found a total of 43 distinct studies in the analyzed papers. The majority of the analyzed
papers (𝑁 = 32) report on a single study10, 2 papers [33, 223] that includes 2 studies, and 3
papers [47, 117, 118] that include 3 studies.

6.1.1 Recruiting Processes and Participants. Figure 6 summarizes the processes followed by re-
searchers to recruit participants for the 43 studies included in our analysis. The majority of the
studies (𝑁 = 36) include the description of a single procedure to recruit participants, ranging from
campus-wide campaigns to recruiting on Amazon’s Mechanical Turk, while 7 other studies mention
the adoption of 2 of these procedures at the same time.
Table 8. Datasheet excerpt of the evaluations reported in the Evaluated Tools corpus. The 37 papers under
analysis include a total of 43 distinct studies. For each of them, we report a summary, the number of
participants and their demographic information (if available), the duration, and the collected measures.

Reference Summary Participants
[#]

Demographic Duration
[days]

Measures

Riedl et al. [186] Small scale controlled field study.
Within-subject design with 1 week of
baseline and 2 weeks of intervention.

4 Students and office
workers (avg. age:
26)

21 General usage statistics, general
perception, attrition.

Kim et al. [105] Controlled field study. Within-subject
design with 1 week of baseline and 3
weeks of intervention. Interventions
were counterbalanced and rotated
between participants.

36 Students (avg. age:
21.70)

28 General usage statistics, general
perception, attrition, self-efficacy,
self-control, smartphone addiction,
focus, time-spent.

10[149] and [150] describe the same study with a different level of detail. The same happens for [103] and [102].
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Table 8 Continued

Reference Summary Participants
[#]

Demographic Duration
[days]

Measures

Lyngs et al. [145] Controlled field study. Between subject
design with control group and 2 weeks
of baseline, 2 weeks of interventions,
and 2 weeks of withdrawal. Follow-up
survey after 5 months.

58 Students (avg. age:
22.50)

42 General perception, self-esteem, FOMO,
Annoyance, unintended use, overuse,
Facebook addiction, time-spent, number
of visits, visits lenght, online behaviors
(e.g., scrolling).

Pinder et al. [177] Lab study. Pre-test/post-test
between-subject design with control
group.

40 Students (avg. age:
26.90)

1 Smartphone addiction, reaction time.

Kim et al. [106] Controlled field study. Within-subject
design with 1 week of baseline and 2
weeks of intervention.

40 Students (avg. age:
23.00)

21 General usage statistics, general
perception, mental demand, physical
demand, temporal demand, perfomance,
effort, frustration, completion time,
success rate, discouraged rate, time
spent, number of visits.

Tseng et al. [214] Controlled field study. Within-subject
design with 1 week of baseline and 2
weeks of intervention.

15 Students,
researchers, and
office workers (avg.
age: 34.50)

21 General usage statistics, general
perception, productivity, focus, stress,
self-control, time spent, number of
visits.

Monge Roffarello et
al. [159]

Controlled field study. Within-subject
design with 1 week of baseline and 2
weeks of intervention.

38 Students and office
workers (avg. age:
22.50)

21 General usage, statistics, general
perception, smartphone addiction,
self-regulation, time spent, number of
visits.

Kovacs et al. [116] Controlled field study. Within-subject
design with 132 days of intervention.
The frequency of the interventions
varied across participants’ groups.

2654 Not available
(existing users of
the tool)

132 Time-spent.

Kovacs et al. [117] Controlled field study. Within-subject
design with 3 weeks of intervention.
The intervention strategy was rotated
across participants.

217 Not available
(existing users of
the tool)

21 Time-spent, attrition;

Kovacs et al. [117] Controlled field study. Between-subject
design with 10 weeks of intervention.
The number of active interventions
varied across participants’ groups.

409 Not available
(existing users of
the tool)

35 Attrition.

Kovacs et al. [117] Controlled field study. Between-subject
design. The design of the tool varied
varied across participants’ groups.

93 Not available
(existing users of
the tool)

10 Attrition.

Okeke et al. [166] Controlled field study. Between-subject
design with control group. The
intervention strategy varied across
participants’ groups. 1 week of baseline,
1 week of intervention, and 1 week of
withdrawal. Follow-up interview after 1
year.

50 Amazon’s
Mechanical Turk
users (avg. age:
28.80)

21 General perception, time-spent, number
of visits.

Mark et al. [149];
Mark et al. [150]

Controlled field study. Within-subject
design with 1 work-week of baseline
and 1 work-week of intervention.

31 Office workers 10 General usage statistics, general
perception, focus, productivity,
workload, susceptibility to distraction.

Kim et al. [104] Controlled field study. Between-subject
design with control group. The tool was
compared with a state-of-the-art
intervention strategy. 1 week of baseline
and 2 weeks of intervention.

40 Students (avg. age:
26.50)

21 General usage statistics, general
perception, attrition.

Kim et al. [103]; Kim
et al. [102]

Field deployment. Within-subject
design.

379 Students 41 General usage statistics, general
perception, usability.

Foulonneau et
al. [62]

Controlled field study. Between-subject
design with 1 week of baseline and 5
weeks of interventions. The
intervention strategy varied across
participants’ groups.

19 Anonymous users
(avg. age: 32.50)

42 Time-spent.

Morley et al. [161] Lab study. Within-subject design. 23 Students 1 Realism, anxiety.

Ko et al. [113] Field deployment. Within-subject
design.

976 Students (avg. age:
22.59)

25 General usage statistics, general
perception, distraction score.

Kim et al. [108] Controlled field study. Between-subject
design with 2 weeks of baseline, 4
weeks of intervention, and 2 weeks of
withdrawal. The intervention strategy
varied across participants’ groups.

24 Students and office
workers, (avg. age:
27.88)

56 General usage statistics, general
perception, productive rate, attrition,
self-awareness, self-reflection.
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Table 8 Continued

Reference Summary Participants
[#]

Demographic Duration
[days]

Measures

Hiniker et al. [82] Controlled field study. Within-subject
design with 1 week of baseline and 1
week of intervention.

23 Anonymous users
(avg. age: 33.50)

14 General usage statistics, General
perception, time-spent.

Whittaker et
al. [223]

Controlled field study. Within-subject
design with 2 days of baseline and 2
days of intervention.

61 Students and office
workers (avg. age:
29.40)

4 General perception, general usage,
time-spent, number of visits.

Whittaker et
al. [223]

Controlled field study. Between-subject
design with 2 days of baseline and 2
days of intervention. The intervention
strategy varied across participants’
groups.

57 Students (avg. age:
20.80)

4 Focus, university grades, adopted
strategies.

Rooksby et al. [189] Field deployment. Within-subject
design.

21 Students (avg. age:
23.05)

At least
28 days

General usage statistics, general
perception.

Ko et al. [112] Controlled field study. Within-subject
design with 1 week of baseline and 2
weeks of intervention.

35 Parents and
children (avg.age:
32.02)

21 General usage statistics, general
perception, time-spent, number of visits,
permissive style, authoritarian style,
authoritative style.

Collins et al. [47] Controlled field study of a commercial
tool. Between-subject design. The
intervention strategy varied across
participants’ groups.

16 Students (avg. age:
23.75)

10 General usage statistics,
time-management skills, stress,
time-spent.

Collins et al. [47] Controlled field study of a commercial
tool. Between-subject design. The
intervention strategy varied across
participants’ groups.

30 Students (avg. age:
20.33)

10 General usage statistics,
time-management skills, stress,
time-spent.

Collins et al. [47] Field deployment of a commercial tool.
Within-subject design.

7 Students,
researchers, and
office workers (avg.
age: 32.5)

At least
14 days

Utility, attrition.

Ko et al. [114] Controlled field study. Between-subject
design with 1 week of baseline and 2
weeks of intervention.

62 Students (avg. age:
25.74)

21 General usage statistics, general
perception, time-spent, number of visits,
smartphone addiction, attrition,
self-efficacy.

Löchtefeld et
al. [134]

Field deployment. Within-subject
design.

11700 Not available
(existing users of
the tool)

February
to
October,
2013

General usage statistics, general
perception.

Liu et al. [133] Lab study. Between-subject design with
control group. The intervention strategy
varied across participants’ groups.

30 Students 1 Off-task time, voluntary switching,
stress.

Park et al. [173] Prospective trial. Between-subject
design with control group.
Pre-treatment evaluation, active
treatment, and follow-up evaluation.
The treatment was compared with a
state-of-the-art intervention strategy.

36 Students (avg. age:
23.70)

28 Internet addiction, depression, anxiety,
ADHD, amplitude of low-frequency
fluctuation, functional connectivity,
posterior cingulate cortex.

Ahn et al. [127] Field deployment. Within-subject
design.

14 Anonymous users
(avg. age: 26.57)

At least 7
days of
usage

Smartphone addiction, time-spent,
number of visits.

Park et al. [172] Field deployment. Within-subject
design.

7 Students (avg. age:
21.57)

4 General usage statistics, general
perception, attrition, self-reflection.

Borghouts et al. et
al. [33]

Field deployment. Within-subject
design with 1 week of baseline and 1
week of intervention.

9 Office workers 14 General usage statistics, general
perception, off-task time.

Borghouts et al. et
al. [33]

Online experiment. Between-subject
design with control group. The
intervention strategy varied across
participants’ groups.

47 Students, office
workers (avg. age:
29.30)

1 Off-task time,completion time.

Hiniker et al. [81] Controlled field study. Within-subject
design with 1 week for each condition.

24 Parents and
children

21 General usage statistics, general
perception, time-spent,ambient audio.

Park et al. [171] Controlled field study. Between-subject
design with 1 week of baseline and 3
weeks of intervention. The intervention
strategy varied across participants’
groups.

210 Students (avg. age:
24.07)

28 General usage statistics, general
perception, time-spent, success rate.
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Table 8 Continued

Reference Summary Participants
[#]

Demographic Duration
[days]

Measures

Song et al. [205] Controlled field study. Within-subject
design with 1 week of baseline, 1 week
of intervention, and 1 week of
withdrawal.

3 Students, office
workers

21 General usage statistics, general
perception.

Zhou et al. [229] Field deployment. Within-subject
design.

26 Not available
(existing users of
the tool)

244 General usage statistics, general
perception, time-spent.

Inie et al. [88] Field deployment. Within-subject
design.

10 Office workers 14 General usage statistics, general
perception, success rate.

Kovacs et al. [118] Field deployment. Within-subject
design.

1240 Not available
(existing users of
the tool)

Variable
(200
usages
per user)

Preferences on difficulty level.

Kovacs et al. [118] Controlled field study. Between-subject
design. The frequency of the
interventions varied across participants’
groups.

1108 Not available
(existing users of
the tool)

528 Attrition.

Kovacs et al. [118] Field deployment. Within-subject
design.

644 Not available
(existing users of
the tool)

385 Preferences on difficulty level.

Fig. 6. The recruiting methods reported in the studies included in Evaluated Tools corpus. Researchers mainly
recruited participants through posters and announcements in their universities, or by means of mailing lists
and online advertisements.

As Figure 6 shows, the most common recruiting method in DSCTs studies (𝑁 = 12, [102, 103, 106,
108, 113, 145, 161, 173], 2 studies in [223], and 2 studies in [223]) is a campus-wide campaign, e.g., by
means of promotional posters and announcements in the researchers’ universities [47, 103, 113, 161].
Common strategies also include online posts (𝑁 = 10, [33, 47, 88, 104, 105, 108, 114, 145, 171, 229]),
e.g., on social networks [108, 145], the usage of mailing lists (𝑁 = 9, [88, 108, 112, 145, 149, 150, 159]
and 2 studies in [33]), private messages to the researchers’ social circles (𝑁 = 4, [62, 127, 133, 159,
205]), and the recruitment of users that were already using an existing DSCT (𝑁 = 7, [116] and 3
studies included in [117] and [118], respectively).
Overall, the median number of recruited participants is 36, with a minimum of 4 involved

users [186] and a maximum of 11,700 participants of the study of Löchtefeld et al. [134], who
analyze the data of all the users who installed the AppDetox app from February to October, 2013.
By analyzing the 26 studies that report age information, we can see that the users involved in
DSCTs studies are on average 26.23 years old (𝑆𝐷 = 4.14). As shown in Figure 7, they are most often
students (𝑁 = 25, [33, 103–106, 108, 113, 114, 133, 145, 159, 161, 171–173, 177, 186, 189, 205, 214],
the 3 studies in [47], and the 2 studies in [223]). Together with the most common recruiting method
reported above, i.e., campus-wide campaigns, this highlights a strong selection bias towards young
university students. Another recurrent occupation for participants in DSCTs studies is office workers
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Fig. 7. The participants’ occupations reported in the studies included the Evaluated Tools corpus. As reported
in Table 8, 13 studies do not report any participants’ occupation, e.g., because researchers analyze data
of existing users of the tool [116–118, 134]. All in all, the figure shows that there is a strong bias towards
university students and office workers.

(𝑁 = 11, [47, 88, 108, 149, 159, 186, 205, 214, 223] and 2 studies in [33]). Least common occupations
are researchers (𝑁 = 2, [47, 214]) and a generic “parents and children” (𝑁 = 2, [81, 112]). Therefore,
we can identify another selection bias. Our findings, indeed, highlight that DSCTs are nearly always
evaluated with technology savvy users that use devices like PCs and laptops every day for studying
and working.

6.1.2 Measures, Tools, and Scales. To evaluate a DSCT, researchers collect different measures
related to the tool usage, its influence on usage patterns, as well as its influence on users’ character
traits and feelings. Figure 8 shows the measures, i.e., the logged and/or collected data, that are
mentioned in at least 4 of the 43 studies included in our corpus.

Fig. 8. Measures collected in at least 4 of the 43 studies included in our corpus. Collected measures focus on
the usage of the tools under analysis (blue bars), on the influence of the tools on technology use (orange
bars), and on users’ character traits and feelings (green bars).

Tool Usage. For what concerns the measures related to the tool usage (the blue bars of Figure 8),
the majority of the studies in our corpus (𝑁 = 24, [33, 81, 82, 88, 103–106, 108, 112–114, 134,
149, 159, 171, 172, 186, 189, 205, 214, 229] and 2 studies in [47]) include an assessment of the
evaluated DSCTs through a generic analysis of their usage statistics, i.e., to understandwhether
and how participants used the tools during the studies. Such an assessment investigates
different aspects of DSCTs usage, from analyzing how many times a user accessed the tool
to consult her device usage statistics, to extracting information about how many times an
intervention has been delivered and howmany times it has been respected (or not) by the user.
Collins et al. [47], for instance, measure the mean number of days RescueTime was accessed
by participants to control their social networks use. Tseng et al. [214], instead, log all the
participants’ interactions with their UpTime tool, from editing the list of distractive websites
to starting or cancelling a Pomodoro blocking session. Similarly, Monge Roffarello and De
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Russis [159] analyze the number of smartphone usage timers and blockers that have been
respected, snoozed, and deleted by participants, respectively. Stemming from these statistics,
researchers also ask participants their general perception about the usage of the evaluated tools
(𝑁 = 25, [33, 81, 82, 88, 103–106, 108, 112–114, 134, 145, 149, 159, 166, 171, 172, 186, 189, 205,
214, 223, 229]), e.g., by asking participants qualitative questions about their experience with
the software [149] like “what did you think of the app [189]” (p. 288), or by soliciting short
stories about how participants used the DSCT [113]. Another common collected measure that
characterizes the usage of the evaluated tools (𝑁 = 11, [47, 104, 105, 114, 114, 118, 172, 186]
and the 3 studies in [117]) is related to attrition, i.e., the the users’ tendency to stop using the
tool.

Influence on Usage Patterns. Regarding the influence of the evaluated DSCTs on technology use
(the orange bars of Figure 8), the analyzed studies report on 2 main measures, i.e., time-spent
(𝑁 = 19, [62, 81, 82, 105, 106, 112, 114, 116, 117, 127, 145, 159, 166, 171, 214, 223, 229] and
2 studies in [47]) and number of visits (𝑁 = 9, [106, 112, 114, 127, 145, 159, 166, 214, 223]).
By measuring time-spent, researchers analyze the influence of the DSCT on the time the
user is spending over a particular technological source that is subjected to an intervention.
Researchers, in particular, analyze the global time spent by users on a device (see the first
version of Socialize [159], which timers can affect the overall usage of the smartphone), and/or
the time spent on the specific mobile apps (e.g., [82]) or websites (e.g., [117]) on which the
user set up an intervention. Some studies even focus on (and measure) time-spent on specific
services, only, e.g., Facebook [145]. Number of visits are strictly related to time-spent, and
they count how many distinct times the user is accessing a device (e.g., [159]), a mobile app
(e.g., [106]), or a website (e.g., [214]).

Influence on Users’ Character Traits and Feelings. To measure the influence of the evaluated
DSCTs on users’ character traits and feelings (the green bars of Figure 8), researchers mainly
focus on assessing the participants’ self-perception of smartphone addiction (𝑁 = 5 [105,
114, 127, 159, 177]). Kim et al. [105] use such a metric to characterize participants in the
initial meeting of their study [105], while Pinder et al. [177] use it as an independent variable
to evaluate their different groups of participants. Monge Roffarello and De Russis [159]
and Ko et al. [114], instead, collect smartphone addiction perception at the beginning and
end of their studies, with the aim of investigating the influence of Socialize and NUGU,
respectively, on the how participants perceive their problematic smartphone usage. In another
study, Ahn et al. [127] elicit smartphone addiction from their participants to evaluate the
reliability and efficacy of their SAMS system, that has been developed to automatically and
objectively assess users’ smartphone addiction. Besides smartphone addiction, some studies
also measure the influence of the evaluated DSCT on users’ focus (𝑁 = 4, [105, 149, 214, 223])
and stress (𝑁 = 4, [133, 214] and 2 studies in [47]), e.g., to understand whether and how the
tool “support the daily work focus of the user [105]” (p. 16:3), or to investigate “whether
different visualizations or persuasion strategies would cause more psychological effects such
as stress [133]” (p. 770).

To collect the aforementioned measures, researchers adopt several instruments, i.e., state-of-the-
art scales and evaluation tools like questionnaires and interviews. Table 9 reports all the instruments
that are mentioned in the 37 papers of the Evaluated Tools corpus.
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Table 9. The different scales and evaluation tools used in the 37 papers under analysis to evaluate the
characteristics of the studies’ participants as well as their reaction to the usage of the involved DSCTs.

Scale Summary Paper/Authors

Smartphone Addiction Scale
(SAS) [120]

A self-diagnostic scale composed of 33 questions and 6 points from daily-life
disturbance to tolerance to evaluate the smartphone addiction using
self-reporting.

Kim et al. [105]; Pinder et al. [177];
Monge Roffarello et al. [159]; Ko et
al. [114]; Ahn et al. [127];

Nasa-Task Load Index
(NASA-TLX) [76]

A multidimensional assessment tool to evaluate perceived workload of a task or
a system in terms of mental, physical, and temporal demand, performance, effort,
and frustration.

Kim et al. [105]; Kim et al. [106]; Mark
et al. [149]; Mark et al. [150]; Liu et
al. [133];

Cognitive Absorption Scale [9] A scale to measure five states associated with deep engagement with technology,
i.e., temporal dissociation, focused immersion, heightened enjoyment, control,
and curiosity.

Kim et al. [105]; Mark et al. [149]; Mark
et al. [150];

General Self-Efficacy Scale
(GSE) [92]

A 10-item psychometric scale to assess optimistic self-beliefs and perceived
self-efficacy to cope with daily activities and isolated stressful events.

Monge Roffarello et al. [159]; Ko et
al. [114];

UPPS Impulsivity Scale [53, 222] A 59-item self-report to assess five distinct dimensions of impulse behavior in
adolescents and adults, i.e., urgency, premeditation, perseverance, sensation
seeking, and positive urgency.

Mark et al. [149]; Mark et al. [150];

Passive and Active Facebook
Use Measure (PAUM) [67]

A questionnaire to measure the frequency of activities on Facebook according to
the usage dimensions of active social use, e.g., chatting, active non-social use,
e.g., tagging, and passive use, e.g., browsing.

Lyngs et al. [145];

Usefulness, Satisfaction, and
Ease of Use Questionnaire
(USE) [141]

A 30-item survey questionnaire to measure the subjective usability of a product
or service through four dimensions of usability, i.e., usefulness, ease of use, ease
of learning, and satisfaction.

Kim et al. [103];

Parental Authority
Questionnaire (PAQ) [37]

A 30-item questionnaire to measure permissive, authoritarian, and authoritative
parental authority prototypes for both the mother and the father.

Ko et al. [112];

Time Management Behavior
Scale (TMBS) [146]

A 33-items questionnaire to identify and describe factors related to time
management, i.e., goals and priorities, mechanics, preference for organisation,
and perceived control of time.

Collins et al. [47];

Young’s Internet Addiction
Scale (YIAS) [227]

A 20-item questionnaire to evaluate the severity of users’ Internet addiction
according to client motivation, online time management, improved social
relationships, improved sexual functioning, engagement in offline activities, and
ability to abstain from problematic applications.

Park et al. [173];

Multidimensional Facebook
Intensity Scale (MFIS) [170]

A 13-item questionnaire to predict and measure Facebook-related activities like
liking and posting according to four factors, i.e., persistence, boredom, overuse,
and self-expression.

Lyngs et al. [145];

Single-Item Self-Esteem Scale
(SISE) [187]

A single-item questionnaire (“I have high self-esteem”) to measure global
self-esteem.

Lyngs et al. [145];

Smartphone Addiction
Proneness Scale (SAPS) [100]

A 15-item survey to asses the level of addiction towards smartphones according
to disturbance of adaptive functions, virtual life orientation, withdrawal, and
tolerance.

Ko et al. [113];

Parent-Adolescent
Communication Scale
(PACS) [22]

A 20-item questionnaire to measure communication between a parent and an
adolescent with two sub-scales, i.e., openness and problems.

Ko et al. [112];

Perceived Stress Scale (PSS) [46] A 14-item questionnaire to measure the degree to which situations in
individual’s life are appraised as stressful. It asks about feelings and thoughts
during the last month.

Collins et al. [47];

Structured Clinical Interview
for DSM-IV-TR Axis I Disorders
Patient Edition (SCID-I/P) [60]

A diagnostic exam used to determine DSM-IV Axis I disorders (major mental
disorders). SCID-I/P is designed to be administered by a mental health
professional.

Park et al. [173];

Beck’s Depression Inventory
(BDI) [29]

A 21-item multiple-choice self-report inventory for measuring the severity of
depression. It is composed of items ranging from cognition factors, e.g., guilt, to
physical symptoms, e.g., fatigue and weight loss.

Park et al. [173];

Beck’s Anxiety Inventory
(BAI) [28]

A 21-item multiple-choice self-report inventory for measuring the severity of
anxiety in children and adults. It asks about common symptoms of anxiety that
the individual suffered in the last week, e.g., numbness and tingling.

Park et al. [173];

WHO ADHD Self-Report Scale
(ASRS) [99]

A 18-item questionnaire about frequency of recent DSM-IV Criterion A
symptoms of adult ADHD.

Park et al. [173];

The most common instruments, mentioned in at least 2 papers, are the following:
Smartphone Addiction Scale. The Smartphone Addiction Scale (SAS) [120] is a self-diagnostic

scale of 33 questions with a six-point Likert scale. Its aim is to evaluate smartphone addiction
using self-reporting according to 6 factors that can be influenced by smartphone usage:
daily-life disturbance, positive anticipation, withdrawal, cyberspace-oriented relationship,
overuse, and tolerance. Together with its short version for adolescents (SAS-SV [119]), the
Smartphone Addiction Scale was originally developed and validated for use with South
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Korean users. The popularity and the adoption of this scale has rapidly grown, and SAS is
now validated for different countries, ranging from USA [73] to Italy [55] and Spain [138].
The Smartphone Addiction Scale is mentioned in 5 papers [105, 114, 127, 159, 177] in the
Evaluated Tools corpus. In their studies located in Korea, Ko et al. [114] used the original SAS
version, while Lee et al. [127] adopted K-SAS [180], a specialization of SAS for Korean adults.
Other researchers [105, 159, 177], instead, use the short version of the scale for adolescents
(SAS-SV).

NASA-Task Load Index. NASA-Task Load Index (NASA-TLX) [76] is an assessment tool to eval-
uate perceived workload of a task or a system. It incorporates a multi-dimensional rating
procedure that derives an overall workload score based on a weighted average of ratings on
six subscales, i.e., mental demand, physical demand, temporal demand, performance, effort,
and frustration. It was originally developed by the Human Performance Group at NASA’s
Ames Research Center with more than 40 laboratory simulations, and it is now the standard
de facto for measuring perceived workload, especially in human factors research [75]. Overall,
5 papers [105, 106, 133, 149, 150] in the Evaluated Tools corpus use the NASA-TLX tool to
assess the workload needed by the user to use a DSCT, e.g., to complete a lockout task [106],
or to measure how the user’s workload is affected by the adopted DSCT [105, 133, 149, 150],
e.g., during a task on a PC [149, 150].

Cognitive Absorption Scale. Cognitive absorption refers to a situation-specific and individual
state of deep involvement with a technology [10], e.g., a software. According Agarwal et
al. [9], the three fundamental elements that characterize cognitive absorption are the state of
flow [50], i.e., the individual’s experience of complete involvement in an activity, the trait of
absorption [208], i.e., the individual’s experience of being in a state of deep attention, and the
notion of cognitive engagement [221], i.e., a state encompassing individual’s attention focus,
engagement, and interest. The same authors proposed the Cognitive Absorption Scale [9] to
measure five states associated to cognitive absorption, i.e., temporal dissociation, focused
immersion, heightened enjoyment, control, and curiosity. Such a scale is mentioned by 3
papers [105, 149, 150] in the Evaluated Tools corpus, which measure cognitive absorption
during daily [105] or working activities [149, 150].

General Self-Efficacy Scale. General self-efficacy can be defined as “the belief in one’s compe-
tence to cope with a broad range of stressful or challenging demands” [142]. The General
Self-Efficacy Scale (GSE) was originally developed by Jerusalem and Schwarzer [92] as a
10-item psychometric scale to assess optimistic self-beliefs and perceived self-efficacy to cope
with daily activities and isolated stressful events. During the years, it has been revised and
adapted to more than 25 languages, thus becoming a universal construct [196]. Overall, 2
papers [114, 159] in the Evaluated Tools corpus adopt the General Self-Efficacy Scale. Both Ko
et al. [114] and Monge Roffarello and De Russis [159], in particular, customized the Korean
version of the General Self-Efficacy Scale [200] to the context of self-regulation of smartphone
use.

UPPS Impulsivity Scale. The UPPS Impulsivity Scale was originally developed by Whiteside and
Lynam [222] to standardize which traits are measured in the different existing measures
of impulsivity. The original scale assesses, through self-report, 4 traits of impulse behavior
in adolescents and adults: negative urgency, i.e., the tendency to act rashly under extreme
negative emotions, lack of premeditation, i.e., the tendency to act without thinking, lack of
perseverance, i.e., the inability to remain focused on a task, and sensation seeking, i.e., the
tendency to seek out novel and thrilling experiences. Stemming from the original scale,
Cyders et al. [53] developed UPPS-P, a 59-item version that integrates positive urgency, i.e.,
the tendency to act rashly under extreme positive emotions. Also, the UPPS-P has been
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adapted to several languages, from Korean [131] to French [31]. The UPPS Impulsivity Scale
is mentioned in 2 papers [149, 150] in the Evaluated Tools corpus. The scale, in particular, is
used in the study of Mark et al. (described in 2 different papers [149, 150]) to “explore the
role of individual differences when distractions are reduced [149]” (p. 3).

6.1.3 Implemented Designs and Studies Characteristics. The median duration of a study evaluating
a DSCT is 21 days, with a minimum of 1 day and a maximum of 528 days. Only 5 studies have
lasted more than two months: 2 experiments described in [118], and the studies in [116, 134, 229].
All these studies are based on existing DSCTs, be they research artifacts or commercially available
solutions, with researchers that had the opportunity to exploit data coming from users who had
already installed the tool in the past.
Figure 9 summarizes the designs and the main characteristics of the 43 studies included in the

Evaluated Tools corpus. Overall, 26 studies (those included in [33, 47, 81, 82, 88, 103, 105, 106, 112,
113, 116, 117, 127, 134, 149, 159, 161, 172, 186, 189, 205, 214, 223, 229] and 2 experiments in [118])
follow a within-subject design, in which all participants can use all the functionality of the evaluated
DSCTs, i.e., they are exposed to the same interventions. Such evaluations include controlled field
studies [47, 81, 82, 105, 106, 112, 116–118, 149, 159, 186, 205, 214, 223], field deployments [33, 47,
88, 103, 113, 118, 127, 134, 172, 189, 229], and lab studies [161]. During within-subject controlled
field studies, researchers maintain some degree of control over the DSCT. Mainly, this is related to
the possibility of deciding when to activate the provided interventions [33, 81, 82, 105, 106, 112,
149, 159, 186, 205, 214, 223]. This allows researchers to collect baseline data, i.e., how users behave
without the help of the DSCT, and intervention data, i.e., how users interact with their technological
sources when using the DSCT. In some cases, researchers even control the kind of interventions
that are delivered to the user (see the “rotating” interventions of HabitLab [117]), as well as the
frequency of the interventions [47, 116], i.e., how many times on average an intervention like a
persuasive message is delivered to the user. Through within-subject field deployments, instead,
researchers recruit participants to install and freely use a DSCT for a given amount of time, without
enforcing any baseline periods nor changes in the DSCT functioning. Such field deployments are
used to test novel DSCTs [33, 88, 103, 113, 118, 127, 134, 172, 189], as well as to evaluate commercial
DSCTs (see the third study carried out by Collins et al. [47], who interviewed RescueTime users,
and the study of Zhou et al. [229], who evaluated an existing intervention in an online gaming
platform). Only Morley et al. [161] report on a within-subject lab study. The authors present a
design of a virtual reality user experience to evaluate users’ smartphone and driving behaviors.
During the 1-day lab study, participants interact with their smartphones while driving a virtual
car, and they experience (virtual) crash events that should serve as a deterrent for smartphone use
while driving.

Another set of papers include studies that follow a between-subject design (𝑁 = 17, [33, 62, 104,
108, 114, 118, 133, 145, 166, 171, 173, 177, 223], 2 studies in [117], and 2 studies in [47]). Differently
from within-subject studies, between-subject evaluations have two or more groups of subjects
each being tested by a different study condition. While within-subject designs typically require
fewer participants and are cheaper to run, between-subjects reduce learning effects and transfer
of knowledge across the different tested conditions. As reported in Table 8, between-subject
evaluations include controlled field studies [33, 47, 62, 104, 108, 114, 117, 118, 145, 166, 171, 223],
lab studies [133, 177], and prospective trials [173]. Researchers use controlled field studies that
follow a between-subject design to test, in-the-wild, different variations of the implemented DSCTs.
Such variations can be small, e.g., asking users to provide daily retrospective estimations at noon
or midnight [47], or they may involve completely different intervention strategies (see Lyngs
et al. [145], who tested two different intervention strategies against Facebook overuse, i.e., goal

ACM Trans. Comput.-Hum. Interact., Vol. 00, No. 0, Article 000. Publication date: 2020.



Achieving Digital Wellbeing Through Digital Self-Control Tools: A Systematic Review and Meta-Analysis 000:39

advancement and removing the newsfeed). Between-subject lab studies, instead, are used both
to assess intervention variations [133] or to evaluate the effects of an intervention strategy with
respect to a control group [177]. A between-subject design is also followed by Park et al. [173], who
carried out a 4-week prospective trial to compare their virtual reality therapy for online gaming
addiction with a state-of-the-art psychological treatment named cognitive behavior therapy [107].

Fig. 9. A summary of the designs and the main characteristics of the 43 studies under analysis. Researchers
evaluate their DSCTs through both within-subject and between-subject evaluations, but they rarely include
a control group, and even more rarely they study the long-term effectiveness of their solutions through
follow-ups and withdrawal phases.

All in all, Table 8 shows that the most common type of evaluation adopted by researchers is a
21-days controlled field study that follow a within-subject design [81, 106, 112, 159, 186, 205, 214].
During such an evaluation, the DSCT is deployed on participants’ smartphones, PCs, or both, and
usage data are typically collected for 1 initial week of baseline, i.e., 7 days during which the tool
is “transparent” to the participants, and for the subsequent 2 weeks of intervention, i.e., 14 days
during which participants can use all the functionality of the DSCT. By comparing usage statistics
without and with the DSCT, researchers aim at analyzing the influence of the tool on technology
usage. Despite common, we argue that such a design is not sufficient to accurately understand the
effectiveness of DSCTs. The same researchers, indeed, agree on the need of longer-term evaluations,
since behavior change is a long and complex process (see Section 5). Furthermore, despite the
baseline phase, the lack of a “real” control group, i.e., a group of participants who do not receive
the experimental treatment, may result in inaccurate evaluations due to problems like confirmation
biases, i.e., the tendency for experimenters to give their expected outcome too much weight when
measuring results [163]. As shown in Figure 9, the lack of a control group is also common among
between-subject studies. Indeed, only 7 studies out of 35 (20%) compare participants using a DSCT
with a group of people who do not use any interventions [33, 104, 133, 145, 166, 173, 177]. We
can conclude that such a shortcoming profoundly characterizes how contemporary DSCTs are
evaluated.

With a few notable exceptions, e.g., the evaluations of HabitLab [116] and AppDetox [134], Table 8
also demonstrate that short-term studies characterize the majority of the papers included in our
corpus, independently of the adopted study design. A very limited number of researchers try to
overcome such a problem through follow up interviews and surveys [145, 166, 173], e.g., 5 months
after the end of the study [145]. Unfortunately, this does not provide a complete and accurate
assessment of the DSCTs long-term effects, since self-report is typically different than actual use
of digital devices [57, 169]. Moreover, only 4 studies [108, 145, 166, 205] include (and monitor) a
withdrawal phase, i.e., a phase during which the delivered interventions are removed. Consequently,
it is hard to understand whether the effects of a DSCT would survive a break in the use of the tool.

6.2 Meta-Analysis on DSCTs Effectiveness
We run a meta-analysis to quantitatively investigate the effectiveness of the evaluated DSCTs in
reducing people’s time using devices or applications (RQ4).
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6.2.1 Measures and Procedure. We measured the effectiveness of a DSCT by analyzing its influence
on the time spent on a target device, website, or mobile application. While time spent on a given
online or mobile content does not perfectly correspond to attention or engagement behavior [149],
e.g., as users can get distracted by “offline” events, prior work has generally accepted it as an
effective estimation of users’ engagement with technology [223]. Furthermore, time spent is one of
the most common metrics collected during the studies evaluating DSCTs (see Section 6.1.2). For
DSCTs targeting the overall usage of a device, e.g., the first version of Socialize [159], we analyzed
the effectiveness of the tool in reducing the overall time spent by the user with the device. For
DSCTs targeting specific websites or mobile applications, e.g., the Facebook interventions explored
by Lyngs et al. [145], we analyzed the effect of the tool on the overall time spent on the specific
service, e.g., Facebook.
Given this definition of effectiveness, we re-analyzed the Evaluated Tools corpus to select the

papers to be included in our meta-analysis. We applied, in particular, the following additional
criteria:

• papers that study the impact of the proposed DSCTs on a time-spent metric;
• papers that compare usage data between a “baseline phase,” i.e., when there is no support
from the DSCT, and an “intervention phase,” i.e., when the DSCT supports the user11.

Furthermore, we excluded papers that did not report sufficient statistical data, e.g., those reporting
means without standard deviations. From the initial corpus, we selected 9 papers as eligible to be
included in the meta-analysis, each of which included exactly one study investigating whether
the evaluated DSCT reduced the time spent by the user on a given device, web site, or mobile
application. Since only a small portion of these studies reported an explicit effect size, we decided
to run the meta-analysis by leveraging means, standard deviations, and sample sizes. For each of
the 9 studies, in particular, we extracted these information from both the “baseline phase” and
the “intervention phase.” Overall, 6 studies (S1-6) [112, 114, 159, 171, 214, 223] explicitly reported
all the needed information. For two studies (S7-8) [82, 105], instead, we estimated means and
standard deviations from the reported figures, while for another study (S9) [145] we calculated
these information from the provided dataset. When multiple studies were available, e.g., when
a paper compared different configurations of the same interventions, we included data for the
best-performing intervention strategy, only.
To run the meta-analysis, we exploited R [183], a language and environment for statistical

computing. We followed, in particular, the guide “Doing Meta-Analysis in R” by Harrer et al. [72].
Since the analyzed studies involved different types of users, we applied a Random-Effects-Model [32],
by estimating the variance of the distribution of true effect sizes (𝜏2) through the Hartung-Knapp-
Sidik-Jonkman (HKSJ) method [89]. We used Hedges’ g as the primary estimate of effect size
for each DSCT. Hedges’ g is defined as the difference between the two means (for baseline and
intervention phases, respectively) divided by the pooled standard deviation. We used the Cohen’s
guidelines [45] to interpret effect sizes. According to Cohen, 𝑔 = 0.2 suggests a small effect, 𝑔 = 0.5
suggests a medium effect, whereas 𝑔 = 0.8 denotes a large effect.
We assessed heterogeneity, i.e., the extent to which effect sizes vary within our meta-analysis,

by studying Chochran’s 𝑄 [44] and Higgins and Thompson’s 𝐼 2 [78]. The first one represents the
difference between the observed effect sizes and the fixed-effect model estimate of the effect size.
When 𝑄 is statistically significant, it indicates that the effect sizes are heterogeneous. The latter,

11As reported in Section 6.1, a large part of studies included in our corpus followed a within-subject design without a control
group, where users were monitored before and after the DSCT was activated. In studies with a control group, e.g., [145],
we considered the baseline and the intervention phases of the intervention group, only, to be consistent with the other
analyzed papers.
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instead, represents the percentage of variability in the effect sizes which is not caused by sampling
error, and it is not sensitive to changes in the number of studies in the analyses. Furthermore, it can
be interpreted according to specific guidelines. According to Higgins et al. [79], 𝐼 2 = 25% suggests
low heterogeneity, 𝐼 2 = 50% suggests moderate heterogeneity, whereas 𝐼 2 = 75% denotes substantial
heterogeneity. We also analyzed the confidence intervals of the effect sizes of each included study
to spot any extreme effect sizes, i.e., outliers, and we performed an influence analysis by exploiting
the Leave-One-Out method [219] and the Graphic Display of Heterogeneity (GOSH) analysis [168].
Our aim was to detect and remove influential cases, i.e., studies that exert a high influence on the
overall effect size. Finally, we assessed publication bias by investigating small sample biases [32].

6.2.2 Outliers Detection and Influence Analysis. We began our analysis looking for outliers and
influential cases in our sample. Outliers are studies with extreme effect sizes that may distort the
overall effect size. Influential cases, instead, are studies that exert a high influence on the overall
effect size. By detecting and eventually removing these studies, we ought to reduce between-study
heterogeneity, thus retrieving an estimation of the pooled effect size that is robust enough, i.e., that
it does not depend heavily on a small subset of studies.

We defined an outlier as a study whose confidence interval does not overlap with the confidence
interval of the pooled effect size. We therefore conducted a first meta-analysis on all the identified
studies by inspecting the confidence interval of each effect size, looking for studies reporting
extremely small or large effects. Such an analysis identified the study of Foulonneau et al. (S8) [82]
as an outlier with an extremely large effect size. The lower bound of its 95% confidence interval
(𝑔 = 1.9789), indeed, was higher than the upper bound of the confidence interval of the pooled
effect size (𝑔 = 1.3883).
After the outlier detection, we conducted a Leave-One-Out analysis [219] to spot influential

cases. In this case, we recalculated the same meta-analysis 7 times, each time leaving out one of
the 8 studies. Again, we found that the study of Foulonneau et al. (S8) [82] highly influenced the
pooled effect size according to different metrics, e.g., the Cook’s distance and the covariance ratio.
To further explore patterns of heterogeneity in our sample, we also conducted a Graphic Display of
Heterogeneity (GOSH) analysis [168], through which the same meta-analysis model is fitted to all
possible subsets of the included studies. Such an analysis, in particular, uses supervised machine
learning algorithms to detect if the effect sizes in the sample are homogeneous or if there exist
specific patterns, e.g., clusters of studies with different effect sizes. The GOSH analysis identified
another study with an extreme effect size which might potentially contribute to cluster imbalance,
i.e., the study of Park et al. (S6) [171]. The Baujat plot [24] of Figure 10 further confirms the findings
of our outliers detection and influence analysis. The plot shows the contribution of each study to
the overall heterogeneity (as measured by Cochran’s Q) on the horizontal axis, and its influence on
the pooled effect size on the vertical axis. We can see that S8 overly contributes to the heterogeneity
of the meta-analysis, while S6 has an extreme effect size.

We therefore removed S8 and S6 from the corpus of studies included in our final meta-analysis.
The resulting sample (𝑁 = 7, [105, 112, 114, 145, 159, 214, 223]) was characterized by a low
heterogeneity. The Chochran’s 𝑄 value (4.56) was not statistically significant (𝑝 = 0.6017), and the
Higgins and Thompson’s 𝐼 2 was 0.0%, with a 95% confidence interval ranging from 0.0% to 61.6%.

6.2.3 Effect of DSCTs Over Time-spent. Table 10 reports the results of the final meta-analysis
conducted on the 7 identified studies, while Figure 11 visualize these results by means of a forest
plot.
Before analyzing the results, we generated a contour-enhanced funnel plot [175] of the studies

included in our meta-analysis in order to assess publication bias (Figure 12). As the chart shows, the
studies are partly significant and non-significant, and they lie quite symmetrically around the pooled
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Fig. 10. The Baujat Plot [24] of the studies under analysis, showing the contribution of each study to the
overall heterogeneity as measured by Cochran’s Q on the horizontal axis, and its influence on the pooled
effect size on the vertical axis. The chart suggests that S8 and S6 are outliers.

Table 10. Quantitative results of the performed random-effects-model meta-analysis. The output shows that
the estimated effect size of the evaluated DSCTs is 𝑔 = 0.47, and the 95% confidence interval stretches from
𝑔 = 0.27 to 𝑔 = 0.68.

Paper Hedges’ g Participants [#] 95% CI
Okeke et al. (S5) [114] 0.8325 35 [0.3430;1.3221; ]
Whittaker et al. (S3) [223] 0.5863 61 [0.2236;0.9489]
Kim et al. (S7) [105] 0.5340 36 [0.0634; 1.0046]
Ko et al. (S4) [112] 0.4211 27 [-0.1187; 0.9609]
Monge Roffarello et al. (S2) [159] 0.3071 38 [-0.1454;0.7595]
Lyngs et al. (S9) [145] 0.2140 20 [-0.4078; 0.8357 ]
Tseng et al. (S1) [177] 0.1375 15 [-0.5791;0.8542]

Overall Effect Size 0.4734 255 [0.2657; 0.6811]
Prediction Interval [0.0332; 0.9136]

Fig. 11. The forest plot visualizing the effect sizes of the studies included in the meta-analysis, as well as the
overall pooled effect size.
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Fig. 12. The contour-enhanced funnel plot [175] of the studies included in our meta-analysis. The studies
lie quite symmetrically around the pooled effect size, i.e., the striped line, within the form of the funnel.
Furthermore, studies are partly significant (blue backgrounds) and non-significant (white background). We
can therefore exclude the the presence of publication bias.

effect size. The overall pooled effect size across all the studies (Table 10), in particular, is 𝑔 = 0.4734,
with a 95% confidence interval from 0.2657 to 0.6811 and a total of 255 participants. This means
that the evaluated DSCTs had, on average, a small to medium effect on reducing the time spent by
users on devices, web sites, and/or mobile applications, according to the Cohen’s criteria [45]. As
devices such as smartphones and PCs have become an integral part of the daily lives of billions of
people, such a relatively small effect of DSCTs may impact a very large population. Furthermore,
the cost for reaching such an effectiveness incurs with the design and the implementation of the
DSCTs, thereby overcoming the costs associated for delivering individual treatments [1].

Despite the positive aspects, we saw from Section 6.1 that DSCTs are primarily evaluated through
short-term studies. The studies involved in our meta-analysis, for instance, had an average duration
of 22.57 days (𝑆𝐷 = 10.43). Therefore, the effect of DSCTs on users’ behaviors like time spent
on digital devices and services still require a confirmation through longer-term studies, e.g., to
understand whether the effectiveness of DSCTs remains constant or varies over time. Furthermore,
little is known about whether the new behaviors that users learn by using contemporary DSCTs
would survive a break in the use of the tools. A preliminary analysis of the small subset of papers [108,
145, 166] which include a withdrawal phase, i.e., a phase during which interventions are removed,
seems rather to suggest that these behaviors actually do not survive without the help of the
tool. According to these studies, in particular, only some significant effects, mainly related to
self-perception measures like perceived self-control [145], are likely to persist when the DSCT is
removed, at least for the limited amount of time of the withdrawal phase. Quantitatively, instead,
users gradually return to their old habits without interventions, with the time-spent metric that
increases back to nearly the same level of the baseline phase [145, 166]. The reason for this
effectiveness degradation can be found in the self-monitoring nature of contemporary DSCTs [159]:
unless other strategies like habit-formation [143] are applied, a discontinued use of tools based
on self-monitoring strategies like statistics and self-imposed timers makes a changed behavior to
slowly return to its pre-intervention level [110].
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7 IMPLICATIONS AND FUTURE DIRECTIONS
Our systematic review provide a comprehensive overview of the emerging area of research related
to the design of tools for digital self-control and wellbeing. We now discuss the implications of
our work, as well as future directions for the digital wellbeing research area, according to three
key aspects: (i) overcoming a limited perspective that exclusively focuses on technology overuse
and self-monitoring tools, (ii) improving theoretical foundations and evaluations, and (iii) bring
ethics in the digital wellbeing discourse and overcome the business model of contemporary tech
companies.

7.1 Changing Perspective to Go Beyond Technology Overuse
In this section, we revisit our first three research questions, i.e., underlying motivations (RQ1),
adopted strategies (RQ2), and research challenges (RQ3), with the aim of delineating new per-
spectives and promising research directions in the field of designing technologies for the digital
wellbeing. In this context, the negative impact of an excessive technology use on people’s digital
wellbeing has been largely addressed in previous works. Several experiments and studies from
different communities, including HCI, demonstrate that devices and online services like social
networks can even promote behaviors that resembles real addictions, to the point of interfering
with people’s mental health [122] and social interactions [66, 216]. Together with a growing public
debate on mainstream media [4, 42], such an attention to the problem of technology overuse has
undoubtedly contributed to the emergence of the digital wellbeing topic, and, at the same time,
of tools for digital self-control. Our investigation on research goals and targeted digital wellbeing
aspects (Section 3), however, demonstrates that the need of designing interventions for digital
self-control goes beyond technology overuse. From reducing distractions to avoiding dark patterns,
we found a variety of reasons that led researchers to propose and/or design DSCTs. Researchers
even motivate their works to reduce side effects related to technology use, e.g., reducing the envi-
ronmental footprints of the Internet infrastructure. This highlights a very nuanced view of this
recent research area, and opens the way to the investigation of different intervention strategies
and digital wellbeing aspects.

7.1.1 Designing Better Interventions. While the meta-analysis reported in Section 6.2 shows that
implemented DSCTs have a small to medium effect on changing user’s behavior, our work also
highlights several gaps and challenges characterizing the design of the proposed interventions.
Several works included in our analysis, e.g., [19, 159], in particular, relate the ability to exert
control over digital devices to the concepts of self-control and self-regulation [144]. The final
aim of developing a tool for digital self-control is precisely to assist users to take advantage of
(and preferably improve) such an ability. Unfortunately, our analysis on the strategies adopted
by contemporary DSCT implementations (Implemented Tools corpus, Section 4.1) shows that the
way these tools support people’s self-regulation is typically based on self-tracking statistics and
block/removal strategies, e.g., timers and lockout mechanisms. To be effective, these strategies
require the continuous motivation of the user. More importantly, the fact that these interventions
are (nearly) always “self-programmed” means that users alone are forced to understand what the
causes of their digital wellbeing issues, with the sole help of statistics like screen-time. At the
same time, users must also decide what is an appropriate strategy to intervene on their unwanted
behaviors, e.g., by selecting a proper time threshold for a usage timer.
We argue that this kind of self-monitoring approaches are not sufficient to effectively improve

the impact of digital technologies on people’s lives. In this respect, a recent work of Meier and
Reinecke [153] suggests the need of going beyond solutions that use screen time as the sole
indication of use. The authors suggest that researchers should further differentiate the usage of
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technology by taking into account the used device, including its features and the type/brand of the
used applications, as well as the type of the interaction. In the context of digital wellbeing. The
formative study of Monge Roffarello and De Russis [160], for example, demonstrates that users
themselves are aware of the fact that distractions can come from any connected device. Using
more than one device at the same time, in particular, is a common situation that can result in
either positive or negative digital experiences depending on the underlying performed task [160].
Users may indeed have nuanced goals regarding the usage of their devices and services, e.g., to
post more content on social networks rather than using them passively [140], or to avoid using
smartphones during mealtimes [162]. We therefore call researchers to investigate more “intelligent”
DSCTs that are able to analyze and learn from people’s multi-device usage patterns, e.g., through
machine learning algorithms, with the aim of adapting interventions to various contextual aspects,
from the used device to the underlying usage intention [105]. This would enable future DSCTs
to provide a proactive support to define tailored interventions, by helping those users that do
not recognize what are the problems that are negatively influencing their digital wellbeing, e.g.,
when self-perception diverges from actual use of devices [57, 169]. An example of a research-based
tool that has started to pursue such a goal, the only one we found in our analysis on DSCTs
strategies (RQ2, Section 4.1), is the second version of Socialize [188], which is able to detect and
notify context-enriched smartphone habits in real-time, with users that can define personalizable
just-in-time reminders to avoid such behaviors in the future. Section 5.1 highlights that adaptability
could also be useful to reduce attrition. To balance effectiveness and low attrition, in particular,
an interesting research direction proposed by Schwartz et al. [198] could be the investigation of
continuously variable interventions, with DSCTs that are able to progressively increase or decrease
the intervention intensity or change “on-the-fly” the adopted strategy by scaling-down strategies
that seem to be at high risk of abandonment. Taking inspiration from the DSCTs analyzed in
our study, for example, DSCTs could selectively remove parts of the Facebook newsfeed [145],
use increasingly complex “interaction restraint” tasks [106, 172], or implement timers before
instant blocks [159]. We claim that these solutions would also be useful to promote a step-by-step
“learning” processes for their users, a fundamental aspect in the context of behavior change and
digital wellbeing [160]: an adaptable DSCT, in particular, could progressively reduce (or increment)
its degree of support based on user’s achievements, until the user acquires a sufficient level of
independence, i.e., it is able to sustain the new behavior without the help of the tool.

7.1.2 From Designing for Avoidance to Re-Designing Interactions. Interestingly, our analysis on
strategies also reveals that the interventions that researchers are proposing as future works (Sec-
tion 4.2) are significantly different from those that have been implemented in the last years, thus
highlighting a possible new research direction for the field of interventions for digital self-control.
While contemporary DSCTs mainly focuses on blocking and/or mitigating interactions, in particu-
lar, several formative studies in our Qualitative Discussions corpus explicitly call researchers and
developers to explore designs that promote meaningfulness experiences and alternatives, be they
online or offline activities. Some notable exceptions of implemented DSCTs that partially follow
such a principle are those that can spur the user to perform an alternative physical or virtual task
(see Socialize [188] and Aiki [88], respectively), and those that aim at re-designing user interfaces
and features of existing services, e.g., to reduce dark-patterns in mobile apps [115] or remove
“addictive” features like the auto-play of the next video [81].

All in all, focusing on the design of positive and meaningful experiences, e.g., by integrating
well-known principles like Slow Design [70] and Mindfulness Design [230], would surely improve
the effectiveness of interventions for digital self-control. Unfortunately, re-designing interfaces
and features of existing mobile apps or websites is surely more difficult than implementing timers
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and lockout mechanisms, especially due to technical limitations/restrictions imposed by vendors
and providers [80]. While this problem can be circumvented by using alternative approaches (see
the community-driven app modification framework proposed by Kollnig et al. [115], that is based
on third-parties patches), we argue that more effort should be put into designing DSCTs that can
make internal changes to application designs. Furthermore, we envision a future in which digital
services promote users’ digital wellbeing by design, i.e., without the need of an “external” DSCT,
with the aim of overcoming the inherent contradiction of designing for digital wellbeing in a
business model which currently incentivizes frequent and continuous usage (see Section 7.3.2).
This would necessarily require a change in perspective by contemporary tech companies, starting
from providing developers with more transparent APIs [80] to finding alternative business models
(see Section 7.3.2 for further discussions on this topic).

7.2 Improving Theoretical Foundations and Evaluations
Independently of the chosen perspective, be it designing better interventions or re-designing
interactions, the theoretical foundations of the developed solutions and their subsequent evaluations
still play a crucial role. In this section, we stem from our findings on these topics (RQ2, RQ3,
RQ4) to identify gaps in the analyzed papers and determine how researchers could better integrate
theories and effective evaluations in their works.

7.2.1 Mind the Theoretical Gap. Grounding the design of behavior change technologies on well-
established behavioral theories is fundamental to generate long-lasting results [178]. Yet, such
a theoretical-grounded approach still needs to be further established. On the one hand, some
systematic and meta-reviews have identified a general poor use of theory in research investigating
digital interventions for behavior change [155, 156], and other reviews have shown that such a
trend is common in commercially-available apps, too [48]. On the other hand, the number of HCI
researchers that draw on behavioral sciences to inform the design of behavior change technologies
is continuously growing [77, 178]. Such a contamination between HCI and behavioral science
communities characterizes different domains, from supporting healthy diets [184] to promote
physical activity [30]. Yet, the plethora of existing theories makes it difficult for HCI researchers
to disentangle the right behavioral strategy to be pursued [178], and research findings mainly
remain siloed between the two communities [77]. To mitigate such a problem, the paper “Mind the
Theoretical Gap: Interpreting, Using, and Developing Behavioral Theory in HCI Research” by Hekler
et al. [77] provides HCI researchers with guidance on “interpreting, using, and developing behavioral
theories” (p. 3307). In their work, the authors highlight the problems that characterize the use of
behavioral theories during the design and the evaluation of behavior change technologies, e.g., gaps
between theories and concrete designs and lack of large-scale randomized trials. Furthermore, the
authors provide several insightful suggestions to assist HCI researchers to ground their prototypes
on behavioral science.

With the theoretical analysis reported in Section 4.3, we analyzed the extent to which drawing on
behavioral science is common in the context of DSCTs, and, in particular, whether researchers that
are proposing and/or designing tools for digital self-control are taking advantage of the valuable
advice from previous studies connecting HCI and behavioral science, e.g., the work of Hecker et
al. [77]. Our analysis shows that a large quantity of the analyzed papers (38 out of 62) do not mention
any behavioral theory nor construct. Despite not using a theoretical-grounded approach, however,
these works often mix together different strategies that take inspiration from a known theory. For
instance, while several of the DSCTs included in the Implemented Tools corpus allow users to set
up conscious behavioral goals, only 3 papers [47, 82, 117] explicitly ground such an intervention
in the goal setting theory [135, 136]. Besides goal-advancement features, Section 4.1 shows that a
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single DSCT often includes several other features, from block/removal to self-tracking. Picking
and mixing different strategies without a common theoretical grounding is problematic, since it
makes it difficult to understand the effects of particular behavioral theories or techniques [166].
As reported by Hekler et al. [77], moreover, picking only some constructs from a theory makes
researchers loose the potential of the full conceptual framework for designing the system, and may
lead to methodological flaws in interpreting the validity of the proposed DSCT, e.g., when the tool
is inadvertently designed based on constructs that do not work independently but rather relay on
other constructs that are not included in the design process.

Despite the advantages of grounding digital interventions on behavioral science, e.g., for achiev-
ing higher effectiveness [1], how to best utilize behavioral theories is however challenging. As
reported by Hekler et al. [77] and Pindler et al. [178], this is mainly due to the fragmentation
that characterizes behavioral science, with an overabundance of different theories, approaches,
and techniques that result in redundant constructs differently named depending on the domain
of origination [13, 154]. Consequently, many studies in behavior change research that claim to
be based on theory do not provide sufficient evidence on how the theory relates to the proposed
interventions [156]. Such a confusion also emerges from our DSCTs analysis. In Section 5, indeed,
we found that the same intervention, e.g., removing the Facebook newsfeed, is sometimes viewed
under different theoretical lenses, e.g., operant conditioning [206] and dual system theory [93, 207],
thus making it difficult to understand the real effects of the adopted strategies and understand their
long-term impact [178].
All in all, we can conclude that also research on digital self-control tools is subjected to a

“theoretical gap [77]” that makes the selection of relevant strategies difficult [164]. To develop
better DSCTs and overcome such a gap, we suggest a closer collaboration between HCI researchers
and behavioral scientists, as called for by Heckler et al. [77] in the broader context of behavior
change research. At the same time, we argue that an effective way to ground DSCTs into behavioral
theory is to take advantage of the existing explanatory frameworks that aim to close the described
theoretical gap in behavior change research. The Habit Alteration Model (HAM) [178] that has been
recently proposed by Pinder et al. [178] is a prominent example. The framework synthesizes dual
system theory, goal setting theory, and modern habit theory into an integrative model that simplifies
the design of digital behavior change interventions able to form and break habits. Focusing on
breaking unwanted digital habits and/or substituting them with alternative (wanted) behaviors,
in particular, is a promising approach to support behavior change and ensuring its long-term
effects [159]. As reported in our analysis, such an approach has been preliminary investigated in
the context of smartphones (see the second version of the Socialize tool [188]).

7.2.2 The Need of Long-Term Studies With Control Groups and Diverse Populations. Several studies
and experiments have demonstrated that behavior change is a long and complex process. The work
of Lally et al. [121], for instance, shows that a new behavior requires from a few weeks to almost
a year of repetition to become automatic, with substantial variation at individual level. Similarly,
Prochaska and Velicer [182] analyzed previous studies in the context of smoking cessation, showing
that an efficient behavior change process may require several years of efforts. Stemming from such
findings, Klasnja et al. [111] argued that HCI researchers should not use their short-term studies to
make claims about participants changing their habits. Indeed, long-term follow-ups are needed
to speculate on more permanent behavior change. More recently, Pinder et al. [178] stated that
“short-term studies introducing participants to novel behaviours may provide evidence of a strong
intention-behaviour link that does not persist over time” (p. 15:42).
Ideally, the usage of a DSCT gives rise to a behavior change process that should lead people to

improve their relationships with technology. Such a “learning” process will become particularly
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important (and explicit) if researcherswill explore habit formation strategies in their DSCTs, as called
for by recent reviews in the digital wellbeing context [144, 159]. Unfortunately, the papers included
in our Evaluated Tools corpus fail to provide sufficient evidence for the long-term effectiveness
of the evaluated DSCTs. As Section 6.1 shows, indeed, the median duration of a DSCT study is
21 days, only, with a very limited set of papers that include a follow up interview and/or survey.
Consequently, the majority of the small to medium effects reported in the paper under analysis,
e.g., those assessing the influence of DSCTs on time-spent (Section 6.2), should be interpreted as
short-term results, only. Without accompanying short-term studies with long-term follow ups, in
particular, we simply do not know if the described changes in participants’ behavior have become
persistent [111] or if they are simply related to the fact of using a novel tool, with the reported
effects that would therefore not survive a break in the use of the DSCT [145, 166]. As reported in
Section 6.2.3, the small subset of studies [108, 145, 166] that monitor participants’ behavior during
a withdrawal phase, i.e., a phase during which interventions are removed, seem rather to suggest
that the effects of contemporary DSCTs are strongly related to an ongoing use of the tool. As such,
we argue that, in general, researchers evaluating DSCTs should try to adopt long-term studies to
make claims on the real impact of their tools on users’ behavior, preferably by using follow-up
periods. Even some papers in our corpus, indeed, ackwoledge this urgent challenge (see Section 5).
As a reference, researchers might consider the work of Marcus et al. [147] in the context of physical
activity, which suggests to evaluate interventions through year(s)-long follow-ups. However, as not
all the DSCTs are designed to target the same goals (see Section 3.1), also the proper duration of
an evaluation may vary. Indeed, while DSCTs to counter compulsive social network usage should
ideally be used continuously, other DSCTs, e.g., those aiming at reducing distractions, may be
useful in specific periods of the year, only, e.g., during exams periods for students.
Besides duration, another important factor to be considered when evaluating technology for

behavior change is the experimental design [111, 178]. Klasnja et al. [111], for example, state that
control groups and very large population samples are necessary to unambiguously demonstrate
the effect of a technology on behavior change. In this respect, the authors highlight that large
Randomized Control Trials (RCT) could allow researchers to demonstrate whether a technology
effectively promote people’s behavior change. RCTs, i.e., the gold standard of efficacy research in
health sciences, have also been recently used for assessing digital behavior change interventions,
e.g., in the context of promoting physical activity [85].
Unfortunately, the findings reported in Section 6 demonstrate that there is a general lack of

control groups in DSCT studies, with a prevalence of within-subject experiments. While allowing
participants to try all the functionality of a DSCT may be useful at early stages of development, e.g.,
to elicit their qualitative feedback [111], we argue that between-subject experiments with control
groups are fundamental to assess the effectiveness of DSCTs and avoid problems like confirmation
biases [163]. An example of a study included in our corpus that resembles a Randomized Control
Trial is the one reported by Lyngs et al. [145] (see Figure 13 for the adopted procedure). Although
the study involves a limited number of participants, especially if compared with traditional clinical
RCTs, it compares two randomly-selected groups of participants subjected to different Facebook
interventions, i.e., goal reminders and remove newsfeed, with a group of users that receive a “placebo”
intervention, i.e., turning the Facebook background from light grey to white. In line with RCT
guidelines [197], the authors also report on several surveys and interviews that have been conducted
after each phases of the study, including a 5-month follow up that partially addresses the need for
long-term evaluations.
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Fig. 13. An example of a study procedure included in our corpus with a control group and a 5-months follow
up. The figure is adapted from Lyngs et al. [145].

Finally, the relatively low number of participants that characterize the analyzed studies12, includ-
ing the one of Lyngs et al. [145], leads to another important problem characterizing the evaluation
of DSCTs. As reported in Section 6.1.1, we found that the recruiting processes described in the
papers under analysis suffer from a strong selection bias towards young university students, and,
more generally, towards technology savvy users that use devices like PCs and laptops every day,
e.g., for studying or working. While considering these categories of users is reasonable, e.g., because
they are more exposed to experience firsthand problems like technology overuse, excluding vulner-
able categories like teenagers and non-tech savvy users, e.g., middle-aged people that do not use
computers as a working tool, creates a gap in the digital wellbeing research context. The former, in
particular, need to be involved in the digital wellbeing discourse, since their subjective wellbeing is
nowadays undeniably affected, either positively [18] or negatively [220], by the usage of technology.
The latter, instead, may experience the same negative consequences of overusing digital devices, e.g.,
for entertainment purposes, without possessing the necessary skills to proficiently use a DSCT. We
therefore call researchers that are designing DSCTs to invest more effort in diversifying their target
users and/or recruited participants. We argue that such a comprehensive approach is fundamental
to assess whether and how the effects of a DSCT, e.g., those reported in Section 6.2, generalize to
wider and diverse populations.

To conclude, we must acknowledge that conducting long-term evaluations of DSCTs by including
diverse populations and control groups is not an easy task, e.g., because it requires recruiting several
participants that are willing to test (sometimes restrictive) tools for several months. Furthermore,
previous work in the HCI area [111, 191] rightly points out that these types of studies are hard

12As reported in Section 6.1.1, the median number of participants involved in a DSCT study is 36.
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to reconcile with novel and continuously evolving technologies. Apart from requiring a lot of
effort, indeed, they often do not allow researchers to understand why an intervention is effective or
not [111], therefore undermining the iterations that characterize the early stages of design. These
problems apply to DSCTs as well. Digital wellbeing, indeed, is a recent and evolving research topic,
and, as reported in our work, researchers in this area are continuously designing and iterating over
novel and existing interventions, with a lot of effort that goes into overcoming technical constraints
(see Section 5.1).

7.2.3 Standardizing Measures and Rethinking Efficacy. Conducting studies to evaluate the effects
of DSCTs on technology use requires first of all to define what the concept of effectiveness means
in the context of digital wellbeing. As already discussed, the usage of a DSCT should ideally give
rise to a behavior change process leading people to improve their relationships with technology.
Obviously, such an improvement can be interpreted in many different ways, as technology may
influence several aspects of individual’s life. In this respect, Section 6.1.2 shows that researchers
assess DSCTs by collecting a variety of different measures, ranging from direct assessments of
the tools’ characteristics to evaluations on how such tools influence users’ character traits and
feelings, e.g., focus and stress. However, the lack of a standardized definition of effectiveness,
as well as the variety of different adopted measures, makes it difficult to compare the effects of
different DSCTs. Given the heterogeneous set of measures collected by the study analyzed in this
work, for example, the only way to conduct our meta-analysis (Section 6.2) was to focus on the
influence of the analyzed DSCTs on the time spent by the user on a target device, website, or mobile
application. Despite the prevalence of this measure, however, we were only able to include 9 studies
in the analysis, e.g., because several studies did not include sufficient statistical data. This requires
researchers to provide (well-reported) statistics in their papers, thus allowing other researchers to
confirm (or refuse) our findings with larger meta-analysis. To this end, we invite researchers to
follow established guidelines and policies, like the ones proposed by the Transparent Statistics in
Human–Computer Interaction initiative [8].

That being said, using time spent as a measure for people’s digital wellbeing may not be the right
choice, and one of the reasons why effects of digital usage on wellbeing are very controversial [123,
124] is because we lack objective measures to gather strong evidence. As already discussed in the
previous sections measures like screen time are too coarse, and they do not reflect the variety of
goals and different kinds of tech usage of the users. Furthermore, providing users with an indication
of their screen time, e.g., for self-regulation purposes, may in turn produce negative reactions [69],
thus inducing users to stop using the DSCT [160]. Instead of quantifying their overall screen time,
previous work demonstrate that users are more interested in understanding the details of their
usage sessions [189]. Unfortunately, our work shows that time spent is still one of the most used
metric to evaluate people’s digital wellbeing. There is therefore the urgent need for complementary
strategies and tools for measuring people’s digital wellbeing, e.g., through alternative measures,
so that researchers could further explore the relationship between wellbeign and technology use.
In particular, we argue that HCI researchers should rethink the concept of effectiveness when
evaluating their tools for digital self-control. In the broader context of technologies for health
behavior change, Klasnja et al. [111] suggest to carry out studies that investigate “how and why
a technology works or does not work” (p. 3065). To this end, a possibility is to specifically focus
on the constructs that characterize the behavior change strategy implemented by the evaluated
tool [111, 191], e.g., by assessing the key mediator variables of a behavioral theory [109]. For
those DSCTs like NUGU [114] and FamilyLink [112] that are informed by the social cognitive
theory, for instance, an evaluation revealing an improvement on users’ self-efficacy may suggest
that the implemented interventions behave as expected. Such an assessment can be performed by
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measuring the identified construct, e.g., self-efficacy, right before and after a period of time during
which the user adopt the DSCT, e.g., as done by Monge Roffarello and De Russis [159] and Ko et
al. [114] through the General Self-Efficacy Scale [92]. Clearly, before rethinking efficacy in the
digital wellbeing context and assessing the key mediator variables of the implemented DSCTs, HCI
researchers should first focus on closing the theoretical gap discussed in Section 7.2.1.

7.3 Dealing With Ethic and Business Model
Stemming from some interesting strategies proposed in our Qualitative Discussions corpus (RQ2),
and, in particular, taking into account our analysis on challenges and ethical considerations (RQ3),
this last section discusses other two important aspects that should be further considered in the
digital wellbeing context, i.e., the need for ethical guidelines and the role of the HCI community
and tech companies.

7.3.1 Bringing Ethics in the Digital Wellbeing Discourse. According to Pinder et al. [178], researchers
designing digital interventions for behavior change have a “moral duty” to ensure that their
interventions are ethical. Echoing recent reviews in similar domains, e.g., the work of Sanches et
al. [191] on HCI and affective health and the work of Thieme et al. [210] on machine learning and
mental health, we found a very limited interest in reporting ethical considerations in papers on
DSCTs. Section 5.2, in particular, shows that a very limited set of papers explicitly acknowledge
having followed ethical guidelines to propose, design, and/or evaluate their interventions for digital
self-control. Although not reporting ethical considerations does not mean that ethics was not taken
into account, it may however highlight that ethics is sometimes perceived as a secondary aspect.
While digital wellbeing cannot be compared, at least in the first instance, with mental health and
affective problems, this limited emphasis on ethical considerations is anyway problematic. Indeed,
the last few years have seen a growing amount of research attention on the negative aspects of
overusing devices like smartphones [129, 217], showing that technology overuse may be associated
with negative effects on mental health [122] and social interaction [129]. While debate is ongoing
about whether technology overuse should be considered as a real addiction [123], this makes digital
wellbeing, and consequently the design of DSCTs, a sensitive topic that may involve vulnerable
people. Furthermore, DSCTs collect, by nature, sensitive information like visited websites and
contextual information. As reported by Rooksby et al. [189], “data about everyday device use can
reveal much about someone’s life, to the point that it raises privacy concerns” (p. 293). This opens
up new questions related to the ethics of use of DSCTs that are still underexplored in the literature,
e.g., what happens when workplaces add DSCTs to worker devices or when parents or schools
impose DSCTs on children.

All in all, we argue that the first step to bring ethics in the digital wellbeing discourse is therefore
to recognize the fact that developing DSCTs countering problematic technology use is, by its nature,
a delicate operation that may require researchers to engage with vulnerable users and sensitive
information. Recognizing this should encourage designers and researchers to explicitly take into
account ethics in the design of interventions and, at the same time, to follow ethical research
practices when evaluating DSCTs. In our opinion, designing ethical DSCTs requires researchers to
pursue with more effort the core ethical principles of beneficence and non-maleficence, i.e., to balance
benefits against risks and not causing harm. As acknowledged by some papers included in our
corpus, indeed, interventions adopted by DSCTs may sometimes have a negative impact on users’
wellbeing. The high effectiveness of “punishment” methods, for instance, may in turn provoke high
pressure on users [133], since aversive stimuli have the potential of provoking anxiety and defensive
aggression [173]. Furthermore, “strict” interventions like locking smartphones may infringe users’
autonomy [103]. As advocated by Sanches et al. [191] in the context of HCI and affective health,
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we already discussed the need of interventions that go beyond “raw” self-monitoring statistics
and lockout mechanisms, thus highlighting the need of more innovative DSCTs that help users
understand [192] and reflect [193] on their usage patterns to promote positive behavior change (see
Section 7.1). Additionally, we see promise in solutions that try to balance risk of abandonment, i.e.,
attrition, and effectiveness. According to the work of Schwartz et al. [198], “increasing the short-
term efficacy of a DSCT is positively correlated with an increasing risk of DSCT abandonment” (p.
2), e.g., because the tool is perceived as too restrictive. This risk-reward tradeoff, that is considered
to be a mental heuristic [179], needs to be solved in favor of the user, e.g., by selecting the lowest-
risk interventions that still are effective. Furthermore, another important ethical principle that
should be considered when designing DSCTs is to take into account individuals’ differences (justice),
e.g., by designing solutions that can adapt to different users’ needs, as well as to different users’
ages, cultural backgrounds, and educations. DSCTs providing several intervention strategies and
complex visualizations, for instance, may be suitable for a user with a technical background, but
they might result too complex to be used by average users [16]. Furthermore, the ability to detect
the current contextual situations of a user, e.g., to understand if she is currently working or not (see
Section 5, Implementing Accurate Interventions), may depend on cultural differences in technology
adoption [128] and (over)use [225].
As highlighted by our evaluation analysis (Section 6), the need of involving wider and diverse

populations is a research practice that also applies to the evaluation of DSCTs, e.g., to avoid selection
biases. Furthermore, we also argue that researchers should always support users’ anonymity,
consent, and privacy when evaluating DSCTs. As such tools have the potential to collect sensitive
information and to over-restrict users [199], indeed, researchers should use proper informed consent
to make explicit how their interventions work before recruiting participants, especially when the
implemented strategies are based on System 1 processes13 [178], e.g., as in [145]. In addition, we
believe that researchers should always try to follow (and report) explicit ethical guidelines, e.g.,
validated by proper Institutional Review Boards, when evaluating DSCTs. In line with previous
work on technology to counter affective health problems [191] and self-harm [174], this would
require digital wellbeing researchers to take responsibility for recognizing ethical themes before
carrying out their evaluations, e.g., to screen the recruited participants by taking into account
whether and how the implemented DSCTs might provoke excessive harm on some categories of
users.

Finally, some discussions included in a small subset of the analyzed papers (see the introductory
part of Section 5.2) suggest that ethics in digital wellbeing is not only a responsibility of researchers
designing and evaluating DSCTs, but it involves an increasingly important role for policies and
regulations. As DSCTs track their users by collecting sensitive information like device usage,
indeed, the risk that these tools are used against users, e.g., by violating their privacy, cannot be
excluded. As suggested by Widdicks and Pargman [224], this highlights the need of improving and
extending existing regulations to impose well-defined limits to the usage of DSCTs, e.g., through
additions to the European General Data Protection Regulation (GDPR). Furthermore, we also see
the development of new policies in this field as an interesting (and at the same time useful) research
direction. How much data are users willing to share with a DSCT in order to improve their digital
habits? How much control are users willing to give to a DSCT? Developing policies able to answer
these questions would be certainly useful to promote the design of ethical DSCTs that respect users’
needs and preferences.

7.3.2 The Role of the HCI Community and Tech Companies. Research works analyzed in this
systematic review clearly highlight that an important factor that needs to be considered when
13According to the dual system theory [93, 207].
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designing interventions for digital self-control is the business model followed by contemporary tech
companies. This is an important challenge that needs to be addressed in the near future. Indeed, as
reported in Section 5, there is an inherent contradiction between designing interventions to promote
digital wellbeing and a business model that aims at maximizing users’ attention and engagement to
optimize advertising revenue [144], i.e., the so-called Attention Economy [54]. Online services like
social networks and video streaming platforms, in particular, are often intentionally designed to
maximize frequent and extensive use, to the point of cultivating the idea of promoting automatic
and unconscious usage patterns [74, 96], e.g., by exploiting users’ psychological vulnerabilities [38].
Unfortunately, our work highlights that the HCI community has so far had an individualistic

view of the problem: through DSCTs,researchers investigated how to help users change indi-
vidually, without taking into account the larger systemic design factors at work. Only recently,
researchers [139, 215] have started to wonder what the role of tech companies is in the current “race
for digital wellbeing [159].” While tech companies are often blamed for not doing enough against
problems like violence and radicalization on social networks, indeed, avoiding problems related to
an excessive use of technology has been traditionally considered as a responsibility that belongs
solely to the user [215]. As reported in this work, this one-sided view of the digital wellbeing prob-
lem is favored by another underlying contradiction that differentiates the digital wellbeing context
from other behavior change domains, i.e., the fact that digital devices and services are, at the same
time, the source of the problem and the platform with which the interventions are delivered to the
user. This is reflected in the variety of tools for digital self-control that have been recently proposed,
and on the difficulty of developing cross-platform solutions (see Section 5, Overcoming Technical
Constraints). Recently, the rising research [123, 194] and main-stream media attention [4, 42] on
digital wellbeing has finally spurred tech giants like Google and Apple to acknowledge the problem
by introducing self-monitoring usage statistics and tools, as highlighted by the two reviews of
contemporary DSCTs included in our corpus (Monge Roffarello and De Russis [159] and Lyings
et al. [144]). However, we claim that this only the first step towards a real change in the today’s
business model: while usage timers and lockout mechanisms may externally apply to many different
technological sources, indeed, they do not change the internal attention-capture dark patterns [139]
that are often adopted by contemporary websites and mobile applications, e.g., the autoplay of the
next video [81, 139].

Just as we believe that the responsibility for digital wellbeing does not lie entirely with users and
researchers, we must also acknowledge that a narrative depicting tech companies as the primary
source of overuse problems is not useful [215] and mostly speculative [124]. We argue that a
real double-sided view of the digital wellbeing topic, one that includes both users, researchers,
and tech providers at the same time, is fundamental to promote a positive and meaningful use
of technology in the future. Tech companies, for example, could work to minimize the technical
constraints that are nowadays hampering the work of HCI researchers and practitioners, e.g., by
improving API transparency and by creating permissions to collect usage data [80]. The “Digital
Wellbeing Experiments” platform by Google [7] is an example of a promising initiative that goes in
this direction: it includes a showcase of guides and open source experiments to assist designers
to kick start new ideas and tools for digital self-control. Furthermore, the HCI community and
tech providers could work together to find alternative business models that target users’ digital
wellbeing, rather than users’ attention and engagement. A strategy extracted in our review, for
example, is to rethink the concept of “relevance” for recommender systems [139], by taking into
account when recommendations might promote excessive and compulsive usages of the service. As
reported by Lukoff et al. [140] (Qualitative Discussions corpus), designing for users’ digital wellbeing
may initially result in a lower user engagement, thus resulting in a lower business profitability in the
short term, but it could also increase user loyalty in the long term. To motivate key stakeholders to
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support “more responsible and sustainable business [224]”, in particular, researchers could engage
with policies [224] and standardized definitions: according to Lukoff et al. [139], for example, the
design community might encourage tech companies to limit the usage of attention-capture dark
patterns by developing “a common language of attention capture dark patterns that recognizes
designs that lead to attentional harms” (p.13).

7.4 Limitations
Digital wellbeing is a recent and evolving research area, and new work is constantly emerging.
Consequently, we are aware that the corpus of papers included in our systematic literature review
cannot be complete. Furthermore, our corpus included papers targeting adults, mainly. Additional
research and literature reviews are needed to study similar topics, e.g., technology overuse and
related interventions, among children. We also acknowledge that the implications on digital well-
being reported in this work may be limited by our search methodology, which was exclusively
focused on extracting papers proposing or discussing interventions for digital self-control. Finally,
the findings reported in Section 6.2 may have been influenced by the fact that the included DSCTs
target different categories of users, e.g., students and office workers, and results are constrained to
the limited sample size of our meta-analysis and the considered measure, i.e., time-spent. Due to
the heterogeneous set of measures included in the papers under analysis and a general tendency
towards reporting incomplete statistical data, indeed, we were only able to analyze the effects of 9
DSCTs. Hoping for a standardization of the concept of effectiveness in the digital wellbeing context
(see Section 7.2.3), future works would need to confirm (or refuse) our findings on the effects of
DSCTs with larger meta-analysis exploiting different (and perhaps more significative) measures.

8 CONCLUSIONS
The growing attention on topics like technology overuse and mobile devices addiction has led to the
emergence of a new type of psychological wellbeing related to the impact of the today’s information
society on people’s lives, the so-called digital wellbeing. At the same time, HCI researchers and
practitioners are developing and evaluating several tools for digital self-control to help users who
are struggling with technology use. Through interventions like timers and lockout mechanisms,
such tools aim at promoting self-regulation of device and/or specific application use.

In this paper, we have presented the results of the first systematic review of the state-of-the-art
literature on digital self-control tools, by showing how researchers are designing, analyzing, and
evaluating interventions to promote digital wellbeing. While our work identified a small to medium
effect of contemporary digital self-control tools on the time spent by users on technological sources,
we also discovered several gaps undermining this promising result. These gaps include a general
lack of theory, little considerations of ethical issues and implications, and the prevalent preference
towards short-term, within-subject evaluations that unfortunately cannot tell us whether the
implemented interventions effectively promote behavior change in the long-term.

As we consider digital self-control tools as a great opportunity to realign technology with users’
digital wellbeing, we discussed our findings by highlighting a possible research direction to over-
come a limited perspective that exclusively focuses on technology overuse and self-monitoring tools.
Finally, we highlighted the possibility of moving towards more ethical, theoretically-grounded tools,
and we stressed the need of finding ways to deal with the current business model of contemporary
tech-companies, which nowadays incentivizes frequent and continuous usage.
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