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Abstract

In the context of Industry 4.0, a paradigm shift from traditional industrial manipulators to Col-
laborative Robots (CRs) is ongoing, with the latter serving ever more closely humans as auxiliary
tools in many production processes. In this scenario, continuous technological advancements offer
new opportunities for further innovating robotics and other areas of next-generation industry. For
example, 6G could play a prominent role due to its human-centric view of the industrial domains.
In particular, its expected dependability features will pave the way for new applications exploiting
highly effective Digital Twin (DT)- and eXtended Reality (XR)-based telepresence. In this work, a
novel application for the above technologies allowing two distant users to collaborate in the program-
ming of a CR is proposed. The approach encompasses demanding data flows (e.g., point cloud-based
streaming of collaborating users and robotic environment), with network latency and bandwidth con-
straints. Results obtained by analyzing this approach from the viewpoint of network requirements in
a setup designed to emulate 6G connectivity indicate that the expected performance of forthcoming
mobile networks will make it fully feasible in principle.

1 Introduction

In the ongoing industrial revolution, robotics is playing a pivotal role. According to [22], it is possible
to distinguish three major research directions in this field. The first direction is industrial robotics,
which concerns the domain of re-programmable and multi-purpose robotic manipulators [48]. The sec-
ond direction considers service robotics, which encompasses mobile autonomous/semi-autonomous robots
operating in various fields of human activities. Finally, the third direction is represented by collabora-
tive robotics. This direction represents the new stage in the development of industrial robots, in which
Collaborative Robots (CRs), often abbreviated cobots, closely interact with humans.

Our paper focuses on the latter direction, as it is regarded as capable of combining the benefits of
automating repetitive jobs by using cobots with the flexibility deriving from manual labor performed by
a human operator [19] making them work in tandem. In particular, the paper specifically considers a key
task in robotics, that is robot programming.

In traditional industrial robot programming, the human contribution is only provided outside the
production environment: this approach is usually referred to as offline programming. The detachment
between the programming and the production phases may lead to poorly flexible programs. In fact, while
executed, these programs cannot be altered. For instance, considering a pick-and-place task, a small
delay in the pipeline may lead to an offset in the position of the object to be grabbed by the robot. Due
to the fact that it is not possible to modify the program, the task could fail as offline programmed robot’s
movements occur at a predefined pace. Conversely, the humans directly participate in CR programming,
making the resulting programs more flexible and effective [19].

As a matter of example, in the scenario described above, an operator could intervene in the task
and specify the new position to be reached by the robot by grabbing it with the hands, activating its
movements at the correct time using voice commands, and possibly instructing it on the actions to be
executed in case of failures by directly performing them. Considering these possibilities, it is not surprising
that several paradigms have been proposed to let operators create and modify robot programs by using
hand guidance [52], voice and gestures [27], or through learning by demonstration [61]. In general,
it is quite a common practice for a user, when programming a CR, to register the path to follow by

1



MR USER VR USER

WORKPIECE DIGITAL TWIN

VR USER

REAL
VIRTUAL

(RECONSTR.)

DIGITAL TWIN

MR USER

REAL

COBOT

Proposed Methodologies/Approaches

DIGITAL TWIN SYNC

TELEPRESENCE

ROBOT DATA AND COMMANDS

ADDITIONAL SENSORS DATA

VIRTUAL
(RECONSTR.)

LOCAL SPACE REMOTE SPACE

Figure 1: Proposed concept for the novel use of XR and DT technologies for collaborative robotics: A
user, co-located with a CR and endowed with MR capabilities, alternates in the programming of the
robot with a remote user that operates in immersive VR.

manually guiding the robot (i.e., physically manipulating its parts) instead of moving it with classic axial
or Cartesian commands issued by a dedicated control device [8]. However, even considering trivial pick-
and-place operations, there could be some tasks in which hand-guiding the CR to the desired position is
unfeasible (because that position is not physically reachable by the user), dangerous or simply impractical.
In these cases, it is possible to look at the benefits brought by approaches based on telepresence, in which
a remote user is able to remotely control or program the robot without having to co-locate with it.

Furthermore, it is worth observing that a robot program intended to be used in production is not just
made of movements but also of actions the robot should perform (e.g., open/close a gripper tool); in the
case of CRs, there could also be some production cycle tasks where it is necessary to alternate CR’s duties
with actions performed by an operator that share the same working space with the robot. In this respect,
cutting-edge technologies like eXtended Reality (XR) can offer new opportunities to enhance current
programming paradigms. More specifically, XR can provide tools for building digital environments in
which intuitive 3D interaction methods and visual feedbacks can be used to allow one or more users to
collaborate in CR programming.

The term XR is used to refer to environments combining real and virtual elements, which can be
experienced with computing and/or wearable equipment. This sort of “umbrella” term encompasses
technologies like Virtual Reality (VR), Augmented Reality (AR), Mixed Reality (MR), and their over-
lapping fields [59]. Focusing on visualization aspects, VR, AR, and MR belong to what is commonly
referred to as the Reality – Virtuality continuum, a spectrum of approaches that can be pursued to show
virtual and real objects on display [40]. Based on the definitions given in [9], the goal of VR is to let the
users visualize a fully synthetic environment made of digitally reconstructed objects. Instead, with AR,
users have the possibility to visualize the “augmented” real environment with digital contents that are
superimposed on real objects. Finally, according to [55], MR differs from AR in presenting the digital
contents aligned to the real elements.

A system that leverages MR and VR technologies could actually help the users in a CR programming
task. For instance, users co-located with the robot could wear MR Head-Mounted Displays (HMDs)
to visualize information regarding the working area or the robot’s operating conditions (e.g., the status
of components, planned trajectories, etc.) while physically interacting with it. At the same time, users
equipped with a VR HMD could virtually program the robot without the need to share the same physical
space with it.

The real environment, as well as the current robot’s conditions and workpieces, could be recreated
by making use of two approaches: 3D reconstructions and Digital Twin-based (DT) methods. The first
approach relies on virtual models that can be created by using technologies such as graphics software
and 3D scanners. Approaches based on DTs, in turn, encompass virtual representations used as digital
counterparts of physical objects. For instance, the data gathered by sensors embedded in a robot or
placed on the users could be leveraged to update their virtual replicas in real-time [28].

A collaborative approach to CR programming like the one described above, involving users that could
be located on-site or remote and combining MR and VR technologies, would be crucial to the success
of many next-generation robotics scenarios, as it could optimize the use of resources and foster the
development of a sustainable industry. For instance, its application could avoid unnecessary travels of
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human operators. Notwithstanding, to the best of the authors’ knowledge, such a collaborative approach
to CR programming has not been considered in real industrial settings yet. Motivations may be related
to the constraints set by current network technologies. In fact, in order to enable collaboration, the
devised approach would require reliable connections between the users located remotely and those on-site.
However, current networks still present limitations in terms of supported data rates and achievable end-
to-end latencies. These limitations could prevent the deployment of remote-control-based XR applications
like the described one, which imposes strict and highly deterministic constraints [20].

To cope with the limitations set by current network technologies, also considering the forecasts of ini-
tiatives like the European flagship Hexa-X project [17, 58], an increasing number of researchers and prac-
titioners have started analyzing the features of 6G networks to understand their affordances [25, 28, 67].
A particularly interesting aspect is the human-centric vision of 6G [28, 38, 51]. In fact, 5G technology
is already enabling new types of services, like high-definition movie streaming, Internet Protocol TV
broadcasting, and distributed XR applications. However, new needs are emerging concerning the quality
of the physical user experience in such applications [35, 51]. According to this human-centric vision first
formalized in [14], humans and their requirements will shape next-generation networking services and
applications. In the field of industry, one impact of this vision is the possibility to create applications
through 6G, in which the users can benefit from a higher sense of embodiment within the work envi-
ronment thanks to networks characterized by high-capacity and low-latency connections compared to
currently available ones [28].

By building on the above vision and the use cases envisaged for 6G in [25], the present paper proposes
and evaluates the feasibility of a novel XR- and DT-based system for CR programming by analyzing
its bandwidth and latency requirements using a network setup that emulates the characteristic of the
forthcoming 6G networks.

In particular, the paper focuses on a concept scenario supported by XR-based telepresence, in which
distant operators act to set up a collaborative production cycle that includes a pick-and-place task (Fig. 1).
Specifically, two users, a Local User (LU) operating on-site (co-located with the robot) and another one
operating remotely, take turns in programming different parts of the intended cycle. The Remote User
(RU) is equipped with a VR headset that enables a complete immersion in a VR environment containing
a DT of the robot and the workspace. The RU can explore the environment and interact with its virtual
contents through a headset and a pair of hand controllers [60]. Given the fact that the LU and the robot
work in close proximity, the task could present possible harmful conditions for the user; moreover, there
could be areas that can be accessed by the robot but may be dangerous for the human operator. In
these cases, the control can be passed from the RU to the LU, who can safely complete the programming.
Depending on the situation, the robot may be programmed using hand guidance (by the LU) or via VR
interactions (performed by the RU).

The evaluation described in the present paper focused only on aspects regarding network performance;
in the future, however, humans-related aspects like usability, perceived realism or intuitiveness, could be
additionally investigated.

In summary, the main contributions of the paper are:

• The presentation of a novel approach to CR programming that combines MR, VR and DT tech-
nologies to enable distant users’ collaboration;

• The assessment of network requirements of the proposed approach with the aim to check its feasi-
bility with current (4G/5G) and future (6G) mobile networks.

2 Related works

In the context of CRs, technological advancements have made machines capable of new tasks and new
kinds of interactions with humans. The application of CRs to industrial operations expands every day,
encompassing examples from both the industry and research communities. For example, in the automotive
sector, the BMW Group has started to make use of CRs for equipping the inside of car doors with sound
and moisture insulation since 2013 [5]. CRs are used at Audi to apply adhesive labels on cars’ roofs [4].
For what it concerns examples belonging to the academic literature, it is possible to cite the work in [41],
in which CRs are leveraged to hold the components to be polished by human operators (in a so-called
fixture task). In [30], CRs are used for the handover of components at a pace that changes according to the
operators’ readiness to receive the objects. In [33], assembly tasks are accomplished with a collaboration
between CRs and humans depending on the expected workload and consumed energy. The work in [21]
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presents examples of a pick-and-place task in which a CR selects pieces to pick considering their distance,
reachability, and the human operator’s predicted motion plans. Soldering tasks controlled by humans
and practically executed by CRs are reported in [64]. The authors of [18] provide an example of CRs
used to inspect the work made by human operators; in particular, the task requires to check whether all
the holes of a component have been screwed or not. Finally, in [12], CRs are leveraged to tighten the
bolts inserted by a human operator from the other side of a plate.

Despite the widespread use in industrial applications, CRs still face a number of challenges. For
example, safety aspects regarding both the robot and the human operators still present many open issues
[22]. A confirmation of the pivotal role played by these aspects in the CR domain comes, for instance,
from standard ISO/TS 15066:2016, which reports safety requirements for collaborative industrial robot
systems and the work environment [32].

In fact, considering that humans operate close to robots in scenarios involving CRs, it is necessary
to make them feel like they are working without any safety concerns and with well-defined shared areas
[43]. Moreover, in order to foster collaboration, agents should recognize the intention of the counterpart
to adapt their own actions [53].

To this aim, AR and MR appear to be fundamental tools to enhance human-robot interaction [15, 26].
For instance, in [29], MR contents are visualized through both a wearable video-see-through device
(precisely, Microsoft’s HoloLens glasses) or projected onto the real environment in order to provide
operators with a feedback on the safety margins they can operate into. The margins visualized through
the interactive User Interface (UI) mark the human’s and the robot’s virtual zone. The human’s zone
delimits the area where the operator can freely move and the robot cannot enter. The robot’s virtual
zone is an area that dynamically changes according to the task the robot is performing; the introduction
of an object or the entrance of the operator automatically stops the execution of the robot’s activities.

The authors of [50] propose a methodology based on a device similar to that used in the previous
work to let human operators visualize the future movements of a robotic arm from their own viewpoint
overlapped with the real world. The results obtained by the authors show that this approach can increase
safety and efficiency, as the human operators no longer focus on aspects regarding safety and can instead
concentrate on the tasks to be performed. Besides providing visual feedback, the proposed UI also lets
the operators adjust the robot’s goal by making use of hand gesture functionalities of the worn device.
In [11], AR is exploited through the screen of a mobile device to let a remote expert assist an on-site
user on robotics tasks. To this aim, AR contents in the form of spatially anchored and self-explaining
cues (e.g., virtual arrows, 3D cursors, and card-based instructions) are attached by the expert to the real
environment to guide the operations of the on-site user. Results show that using such an AR-powered
remote assistance approach, experts can reduce the time invested in the assistance compared to traditional
methods.

Although, in the works seen so far, some operators can be remote, those who collaborate with the
robot physically share the same working space. In some cases, however, limitations to mobility due to
sustainability constraints [10], hazard conditions [57], etc., could prevent them from being co-located
with the robot [63]. For instance, it is possible to mention limitations related to the current pandemic
conditions [65], the impact of possible natural disasters [47], or the requirements of home assistance
scenarios [39]. In these situations, a DT- and VR-based remotely actionable reconstruction of the robot
and its environment could help. In the context of human-robot collaboration, such virtual reconstructions
could limit possible risks for the users deriving from the massive forces and high-speed movements of CRs
[42]. Even CR programming may take advantage of a digitally separated environment to define robots’
trajectories in a more intuitive and natural way. As a matter of example, the digital environment could be
leveraged to show 3D controls or to enable advanced functionalities. These functionalities could include
the possibility to zoom in and out, navigate the working space, reach unpractical regions (e.g., partially
occluded by some workpieces), etc. [46].

Indeed, in recent years, the helpfulness of systems combining networking and XR has started to be
demonstrated in various fields, as also highlighted in a recent report by Klynveld Peat Marwick Goerdeler
(KPMG) [7]. Although there are still a number of issues mainly regarding network requirements, inter-
esting applications have been presented targeting telesurgery [13], distance training, social interaction
[56], collaborative decision-making [34] and object manipulation [45], etc.

To the best of the authors’ knowledge, however, solutions that enable the collaboration between an
MR-powered operator physically located close to a CR and a remote user that can program or control
the robot at a distance have been scarcely investigated. Possible benefits of this configuration could be
easily observed by analyzing telepresence/teleoperation scenarios, in which the introduction of MR/VR
technologies has proven to be capable of improving remote control capabilities [46]. For instance, in
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[16], a framework for robotic teleoperation based on VR is devised to make operators perform complex
tasks that require accurate control of a robot’s end-effector. The authors of [44] propose an open-source
platform for 3D path planning in VR to control Unmanned Aerial Vehicles (UAVs). In [37], a system
enabling the teleoperation of a tactile military mobile robot in VR is presented, whereas in [23], VR is
used to simulate the behavior of a robotic manipulator in a safe environment for training purposes.

An example of approaches based on the combination of DTs and VR is given in [66], where a human-
in-the-loop adaptive system for controlling a robotic arm in pick-and-place tasks is presented. The DT
is leveraged to replicate physical components of the real world into a realistic environment experienced
through immersive VR. The authors present two control strategies for “procedural” and “declarative”
control. The strategy named procedural allows the operator to directly program the robot’s behavior
through VR interactions, whereas with the alternative strategy, the operator specifies only the final goal,
as the planning of the robot’s actions is demanded by an AI planner. Another example is reported in [46]:
this work proposes an immersive environment representing an industrial facility in which the users can
develop and test robot programs using off-the-shelf VR equipment. The interactive environment provides
realistic simulations of real working conditions. Although interactive simulations could be characterized
by non-negligible costs (e.g., related to software licenses, to the skills required for modeling and program-
ming, and to the hardware needed for running the simulation), they represent an interesting solution
for trainers as they can avoid potential damages to the industrial equipment and limit the risks for the
trainees. In order to reconstruct the 3D environment, the authors of the considered work propose a pro-
cess that encompasses several steps. 3D scans of the real facilities are first realized; after the application
of suitable filters, the point clouds are imported into a graphics suite to realize the 3D models of the
environment and apply animations; finally, the logic of the components is implemented through an inter-
active graphics engine. In [23], a VR-based environment is proposed to simulate the collaboration among
human operators and CRs. Once a particular task has been simulated into the immersive environment
under safe conditions, it can be deployed on real robots. The bidirectional connection between the real
robot and its digital replica proposed by the authors makes it possible to use the robot as an input device
for the simulation environment and, at the same time, lets the operators control the real robot by using
3D interaction devices (like a space mouse). To create the VR-based simulations, a CAD model of the
environment and a hierarchical 3D model of each robot’s part must be available.

All the solutions combining VR and DTs that have been presented above rely on pre-scanned scenes
([23, 46]) or on artificial environments that do not represent the real working space the robot operates
into, thus limiting the effectiveness of such systems [16]. This drawback can be addressed by considering
so-called Enhanced Virtual Reality (EVR) systems that can be exploited to reconstruct in real-time the
robot’s surrounding environment [16, 36, 62]. However, the high amount of data to be transferred to
create EVR environments makes it no surprise that they are not yet adopted in practical use cases. Some
techniques have been proposed to limit the overall amount of data to be streamed. For instance, the
authors of [36] have developed an approach that leverages RGB-D cameras to recognize the objects present
in the environment. Once the objects have been detected, the raw data of these objects are discarded
from the stream and replaced with 3D models. In [16], the frames containing point clouds generated by
two Intel’s RealSense D415 cameras used for reconstructing the robot’s surrounding environment undergo
a three-step process (encompassing compression, frame validation, and decompression) to ensure a data
transmission at the maximum frame rate possible.

Based on the capabilities of current mobile networks, the amount of data to be streamed with EVR
represents a significant limitation for the concept scenario considered in this paper, given its requirements
in terms of bandwidth and latency. According to the forecasts of the Hexa-X project [17, 58], however,
the development of next-generation mobile networks will make fully digital representations of entire en-
vironments a reality. Moreover, among the use cases considered for the industrial context, the project
specifically targets immersive telepresence and advertises the key role that will be played by communica-
tion technologies in the shift from robots to cobots [28], thus overlapping the requirements and needs of
the scenario considered in this paper. According to studies on the performance of the future 6G networks
reported in works such as [25, 28, 67], researchers and developers will be allowed to design applications
that merge, as proposed in this paper, multiple domains like remote control and holographic telepresence,
leveraging the availability of high-capacity and low-latency connections.

3 Materials and methods

This section describes the system developed to implement the devised alternate programming concept.
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Figure 2: High-level interaction protocol of the alternate programming approach.

3.1 Alternate programming concept

In this section, the concept of alternate programming is described in detail, together with its high-level
interaction protocol (Fig. 2).

The LU starts to teach the first part of the production cycle by interacting with the CR in a classic
fashion (hand guidance, tool activation through buttons on the robot’s flange, etc.) and by means of
an additional MR UI. Although hand guidance could show some limitations in certain situations, it is
decided to consider this interaction method since it represents the most used and intuitive way to operate
CRs [52]; in those cases in which hand guidance cannot be used, the proposed programming paradigm
allows the LU to pass the control to the RU, who can interact with the robot via alternative methods.
The MR UI enables the LU to sequentially record the current CR’s status (end-effector position, joints
position, reaching time and speed, tool status, etc.) in the created program and, where needed, insert
in the program a moment in which the robot should wait for an operator’s input before continuing with
the program execution. Then the LU, still using the MR UI, can decide (by choice or by necessity) to
pass the programming token to the RU, who is spectating this process in the VR environment. The RU
acknowledges the acquired control responsibility, and this change is signaled through LED light indicators
on the CR (if present, otherwise via the MR UI). The RU keeps programming the robot using the same
feature set provided to the LU. In VR, the working area can be observed thanks to a 3D reconstruction of
the real environment, whereas the robot can be operated by means of its DT. In particular, by exploiting
additional sensors (i.e., depth cameras), it is possible to implement a form of telepresence between the two
users, allowing the RU to visualize the point cloud of the LU. At the same time, the depth sensors allow
obtaining a reconstruction of the workspace and workpieces that cannot provide a DT by themselves.
To reduce the risk of harming the LU or manipulating the robot in an unsafe manner, the RU is not
entitled to directly control the robot. In other words, the real CR is not moving, and the RU operates
on a duplicate of the CR’s DT. Operating in VR allows the RU to overcome the physical boundaries of
the working space and reach uncomfortable regions more easily by changing the visualization scale of the
reconstructed environment. When done, the RU passes the control back to the LU. The LU double-checks
the validity of the part of the program, later referred to also as program “clip”, made by the RU (e.g.,
the use of safe and feasible trajectories, the avoidance of possible collisions, etc.) by visualizing an MR
preview of the CR executing it. After this check, the LU can decide to accept or discard that clip. If
accepted, it will be eventually executed by the real CR. The alternate programming process continues
until the program is finalized. It should be noted that, during the execution of the program, the CR’s
motion is not under the control of the LU, exposing the latter to possible safety hazards. By design,
CRs can be configured to stop their motion during unexpected collisions with the operator. However,
supplemental safety features could be implemented if additional data are available (e.g., the position of
the LU with respect to the CR) to avoid the risk of collisions.
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Figure 3: Architecture of the proposed concept implementation considered in the experimental evaluation.

3.2 Architecture and network configuration

This paper aims to evaluate the feasibility of the proposed alternate programming concept from the
perspective of network capabilities, with a particular attention to next-generation mobile networks. As
6G connectivity is not available yet, a prototype implementation was set up in a laboratory environment.
The realized architecture is depicted in Fig. 3. The setup exploits currently available Wi-Fi 6E (802.11ax)
technology to enable 5GHz wireless networking and combines it with 100Mbps to 10Gbps Ethernet
connections. Wired networking was used to guarantee the availability of the required bandwidth, whereas
mobile networks were not considered as most of the used devices do not support cellular connectivity.

The KUKA LBR Iiwa 14 R8201 CR platform was used by including it in a workspace volume of 4m ×
4m × 3m. The CR is equipped with a qB SoftHand Industry anthropomorphic robotic hand2 mounted
on its flange (Media flange electric). The workspace is captured by an RGB-D camera connected via
USB-C to an edge node, which is also directly connected to the CR using the Ethernet X66 connector
on the KUKA robot controller, hereafter referred to as the CR node. Two PCs were used to emulate
the network edge nodes responsible to provide each user with the required services, later named LU node
and RU node. They are both equipped with an Intel i7-8700 CPU (6 cores @ 3.2GHz), an Nvidia GTX
1080 GPU, and a two-port 10Gbps-enabled Intel X540-AT2 network card. The LU node is also hosting a
dedicated server, named Intermediary broker, which was implemented using the ZeroMQ (ZMQ) library.
The server is configured as a proxy, tunneling connections from/to the robot to/from the RU node.

To implement the alternate programming paradigm, a custom messaging protocol was defined for ex-
changing the required information (CR’s status, programming commands, etc.) and relying on Google’s
protobuf (v3.10) for the de/serialization. The RU node is responsible for the virtual environment emula-
tion and rendering. In particular, to emulate scenarios envisaged for 6G-based networks in which a client
with limited resources demands intensive work, like graphics computations, to a server (this approach is
commonly referred to as the thin client paradigm), the VR rendering outcome is delivered to a VR HMD
worn by the RU over Wi-Fi via a router directly connected to the RU node. This node is also in charge
of synchronizing the CR’s DT and status with the wireless MR HMD that is worn by the LU connected
as well the Wi-Fi router. The LU and the RU, together with the respective equipment, are placed in two
separate rooms distant 25m apart.

1KUKA LBR Iiwa: https://www.kuka.com/lbr-iiwa
2qB SoftHand Industry: https://qbrobotics.com/products/qb-softhand-industry/
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(a) LU wearing an MR HMD
(HoloLens) in the real workspace
consisting of the CR and a workpiece
(a bottle on a stand).

(b) LU’s viewpoint while interacting with the MR
UI overlapped to the real world.

(c) RU equipped with a wire-
less VR HMD (Quest 2) and
its hand controllers.

(d) LU’s viewpoint while spectating the virtual replica of
the RU that interacts with the virtual CR (superimposed
on the real one).

(e) RU’s viewpoint while observing the DT of the (real) CR,
the virtual CR, and the point cloud of the workpiece and
interacting with the VR UI to create a new program clip.

Figure 4: Some moments of the use of the XR platform during an alternate programming session.

3.3 XR platform

For the development of the XR platform (Fig. 4), Unity 2018.4 was employed. Being conceived as a multi-
player application, the Unity legacy high-level network API (UNET HLAPI) was used to implement the
network code, and a client-server approach was pursued. According to the UNET specifications3, a UNET
server can be either hosted on an UNET client (thus becoming a UNET host) or on a dedicated machine.
For the experiments, it was decided to host it on the VR client running on the RU node. This choice
allowed to avoid the presence of a further desktop workstation (and network node), and to simplify the
development of the XR platform server (by merging it with the VR client) at the cost of a slightly higher,
yet negligible, computational load on the RU node. It should be noted that this simplification could not
be adopted in the case of multiple VR users, which would require a non-authoritative version of the VR
client.

To allow the communication between the XR platform clients and the other components of the system,
NetMQ v4.0.1.6 (native C# port of ZMQ) was used to open various channels between the UNET server
and the intermediary application, being the UNET architecture server-authoritative.

Using the UNET Network Transform component, it was possible to sync the position and orientation
of the various clients up to 60Hz, and hence to visualize a virtual replica of the respective remote user.
Interpolation for transform movements was also employed to achieve a smoother transition between
network updates. The synchronization of statuses was obtained via UNET SyncVars, and UNET Hooks
were adopted to manage events related to SyncVar changes on all the clients (host included). Finally,
a voice communication channel between the various clients was established using the Dissonance VOIP
asset for Unity4, exploiting two additional UNET channels (one reliable and one unreliable).

3UNET:https://docs.unity3d.com/2018.4/Documentation/Manual/UNetOverview.html
4Dissonance Voice Chat: https://assetstore.unity.com/packages/tools/audio/dissonance-voice-chat-70078

8

UNET: https://docs.unity3d.com/2018.4/Documentation/Manual/UNetOverview.html
https://assetstore.unity.com/packages/tools/audio/dissonance-voice-chat-70078


(a) (b) (c)

Figure 5: 3D reconstruction: (a) Intel D435i camera equipped with an ArUco marker; (b, c) examples
of point clouds (telepresent LU interacting with the real CR, workspace and workpiece) visualized in the
VR environment as seen from the RU’s viewpoint; apart from the point cloud, the LU’s head position
and orientation are always displayed by means of a 3D model of the MR HMD.

3.3.1 MR user interface

The MR client, designed as a HoloLens (1st Gen) application, takes advantage of the Mixed Reality
Toolkit (MRTK) for Unity for the basic device functionalities (i.e., simultaneous localization and mapping,
gesture recognition, and ArUco marker detection [24, 49]). The MR client user, once connected to the XR
platform server (the VR remote client), is requested to look for an ArUco marker (6 × 6, 10cm) placed
on the robot’s base to allow the alignment between the real robot and the virtual elements, whereas a
second marker is used to localize the RGB-D camera. Since the UNET Network Transform component
only provides the possibility to synchronize the global transforms over the network, the component has to
be modified to support local transform synchronization too. In this way, it is possible to easily align the
Mixed Reality Playspace to the detected marker and then sync the local coordinates of the MR device
with respect to it.

After the alignment, the MR user can visualize an MR UI displaying information coming from the
robot. For instance, the values regarding the rotation of each joint can be visualized. At the same time,
the MR user can interact with the CR with traditional methods (like hand guidance, control device, and
interactive flange) or with the UI. For instance, by leveraging the UI, the MR user can open or close the
gripper, teach a point, or pass/take control of the programming flow.

As described in Section 3.1, during the alternate programming, the LU can spectate the actions of the
RU, observe a virtual preview of the robot’s trajectory and actions programmed by the RU, and decide
whether to accept or discard them before possibly sending them to the robot for execution. The MR
client running on the HoloLens will be hereafter referred to as ARHMD node.

3.3.2 VR environment

The VR client was designed as a device-agnostic application, supporting any OpenVR-compatible kit
for immersive VR (typically, a combination of headset and controllers). The SteamVR Unity asset was
employed to provide the basic functions (CameraRig, controller input, and teleporting), on top of which
the rest of the application was developed. The VR user who once started the hosting of the multi-player
session automatically tries to connect to the Intermediary application. Once the client is connected,
it starts receiving streams from the other online components of the systems (the CR and the RGB-D
camera). At this stage, the VR user cannot do anything except request control tokens and wait for MR
users to connect. As soon as the MR client connects to the UNET session, both the VR and MR users
are able to see each other. In particular, the MR user sees the visual representation of the VR HMD and
the controllers of the counterpart. The VR user sees the visual representation (3D model) of the MR
HMD (i.e., the HoloLens), along with one or two spherical indicators when and where the user’s hands
are detected by the device (in the future, though, this representation could be made more realistic).

As soon as the MR client grants the control token to the VR user, the latter gains access to a dedicated
UI that can be used to program a virtual replica of the robot and superimposed on the DT of the real
robot. At the same time, the virtual replica is also displayed as an hologram to the MR user. The
VR UI is depicted in Fig. 4(e). Taking inspiration from the world of computer animation, the user
interacting with the VR UI can create a program by inserting and adjusting keyframes on a timeline.
Keyframes are used to associate information about the robot (e.g., the status of the hand, the position
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of the end-effector, etc.) with a specific time instant. Considering the fact that the control token can be
exchanged between the two users, a program could be composed by parts (clips) created by each one of
them. As soon as a clip is ready, the VR user can play it synchronously on all the clients to let the MR
user evaluate its feasibility or spot critical conditions. If the counterpart validates the clip, it will be sent
to the real robot for execution. During the execution of the programmed motion, the synced position of
the LU is continuously checked to detect whether it gets too close to the physical CR. If this happens,
a dedicated message is sent to the CR, triggering a safety stop in advance with respect to the possible
collision. Alternatively, the MR user could decide to simply discard the proposed motion. In both cases,
the control will then be passed to the MR user.

For the considered use case, a Meta Quest 2 was selected as a VR kit. To emulate a remote rendering
scenario, the device was connected to the RU node running the VR client through the official Oculus
Air Link5 functionality. In particular, Air Link allows the use of the standalone device as a tethered
headset, but without the need for a wired USB-C connection. Following the best practices suggested
by the vendor, the Quest 2 was connected to a Wi-Fi 6E 5GHz router (ASUS RT-AX55) and in turn
connected via Ethernet (1GE) to the RU node. The VR rendering client running on the Quest 2 will be
hereafter referred to as the VRHMD node.

Apart from the DT of the robot (obtained through a CAD model) and the virtual replica of the MR
user, the VR user is also provided with a real-time point cloud reconstructed from an RGB-D camera
stream coming from the RU node via the Intermediary application. The device selected for the considered
use case was an Intel’s RealSense D435i6, characterized by a 1920 × 1080 RGB sensor and a 1280 × 720
Depth sensor. The depth accuracy of the considered camera is less than one percent of the distance from
the object [31], with a minimum depth distance of ∼28 cm at the maximum resolution. Considering
that the camera was positioned on a tripod ∼2 m away from the workpiece (within the ideal range of
30 cm to 3 m), the expected depth accuracy in close proximity to the workspace was <2%, theoretically
guaranteeing an appropriate level of realism of the 3D reconstruction for the considered task. Outside the
range of the camera, the virtual replica of the MR user consisted solely in the 3D model of the head-worn
device, which may result in a dramatic loss of perceived realism. However, for the considered task, this
issue was not particularly relevant, as the actions to be performed generally fell within the supported
range.

The camera is pointed toward the robot’s workspace, and its position and orientation are made
available as soon as the ArUco marker associated with it is detected by the MR user (Fig. 5(a)). Once
it receives the camera parameters of the RGB and D (depth) sensors, the VR client on the RU node can
process the RGB-D stream, generating the point cloud and displaying it locally (Fig. 5(b) and Fig. 5(c)).
This setup allows the VR user to visualize, in the working space, those elements for which it is not
possible to reconstruct a DT since not equipped with sensors. As a matter of example, by leveraging
this point cloud-based approach, the VR user shown in Fig. 5(b) can visualize the workpiece (a bottle)
handled by the other user, who is physically located in the working space.

3.4 Cobot application

The robot application was written in Java (v.1.7) for the Kuka Sunrise OS (v.1.16.2) using the proprietary
SDK modules. In particular, the SmartServoMotion (v1.16) and the HandGuidance (v1.0) were used
respectively to control the movement of the CR (when a piece of the program, including robot motion,
is executed) and dis/enable the hand guidance control. For the networking layer, the ZMQ native Java
implementation (JeroMQ v.0.4.3) was used. The CR node exchanges messages with the LU node using the
already mentioned custom messaging protocol and digests it using a Finite State Machine (FSM) that
implements the alternate programming behavior. An anthropomorphic hand is attached to the CR’s
flange and set up in software using the KUKA I/O Configurator provided by the KUKA WorkVisual
(v5.0.5); thus, it can be accessed, and its status changes are controlled by the FSM.

3.5 RGB-D camera client

The RGB-D camera client was implemented using the librealsense2 (v2.49.0) SDK and the relative C#
wrappers. In particular, the application connects to the Intermediary application on the RU node,
accesses the device connected via USB-C, retrieves the relative parameters (e.g., intrinsic and extrinsic
parameters of the sensors, framerate, and depth scale), polls the sensors for frames, and then streams

5https://support.oculus.com/airlink/
6https://www.intelrealsense.com/depth-camera-d435i/
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Figure 6: Conceptual architecture of the system leveraging the 6G network.

the data to the Intermediary application. Parameters are sent at the beginning of the stream, and a
newly connected client asks for them every time. The size of an RGB-D frame and one second of stream
generated by the RealSense D435i are reported in Table 1.

The table shows that one second of raw RGB-D data approximately requires a throughput of 2Gbps.
Although the theoretical uplink limit of 5G networks being deployed is 10Gbps [2], real-world performance
will unlikely reach that value [6]. For this purpose, the advent of 6G may play a fundamental role due to
the 1Tbps theoretical bandwidth limit. Hence, to emulate the availability of a 6G network, a wired 10
Gbps network was employed to connect the RGB-D camera client, the Intermediary application, and the
VR client. In particular, the Intermediary application and the RGB-D camera client were executed on
the LU node, which was connected to the LU node running the VR client with a 30m CAT-6a Ethernet
cable. Upon reception of an RGB-D message, the XR platform takes advantage of an external C++
dll to generate the point cloud and the relative UV map, implementing the generation algorithm openly
available in the librealsense2 SDK. To speed up the process, the XR platform uses a multi-threaded
approach, subdividing the frame into eight sub-frames processed in parallel.

3.6 Deploying the concept on a 6G network

The architecture described in Fig. 3 could be adjusted to consider the characteristics of a 6G network
as shown in Fig. 6. Differently than in the architecture presented in Fig. 3, the various components are
directly connected to the mobile network through dedicated adapters. Moreover, the network capabilities
make it possible to deploy services, such as the remote rendering and safety checks, onto remote machines.

4 Results

In this section, the results obtained from the execution of a use case task based on the proposed concept
in the described laboratory setup are reported. The aim was to estimate the network requirements of
the considered use case in order to assess its feasibility with current mobile network technologies (or
discover that next-generation networks are instead required). Thus, the following research hypotheses
are formulated:

• H1 : 4G/5G networks are not able to provide the bandwidth required by the considered use case;

• H2 : The latency of 4G/5G networks is not acceptable for the considered use case.
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Table 1: Size of the color and depth channels, for one frame and for one second, of the Intel D435i data
stream (1920 × 1080 RGB, 1280 × 720 Depth, 30 fps).

D435i R G B D Total
1 channel 8 bits 8 bits 8 bits 16 bits 40 bits
1 frame 15.82 Mb 15.82 Mb 15.82 Mb 14.06 Mb 61.52 Mb
1 second 474.60 Mb 474.60 Mb 474.60 Mb 421.87 Mb 1.80 Gb
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{Grant token}

MRHMD nodeLU nodeIntermediaryVRHMD node RU node
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{Controller status}

same 
machine
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Figure 7: Example of messages exchanged among the various hops.

The task was performed by two users skilled in CR programming and the use of the devised system.
The evaluation considered only aspects regarding networking, as this is the main goal of this paper. In
the future, however, human factors could be included in the evaluation to widen its scope.

The task was repeated 10 times (the number was chosen arbitrarily) in order to account for possible
variability in network conditions. Duration of a trial was about 15 minutes. In each trial, the users
exchanged the token at least two times in order to test the system under realistic operational conditions.
The task regards the programming of a fictional pick-and-place operation. To emulate a region in the
workspace volume in which the LU cannot perform a hand-guided teaching, the workpiece is placed on a
3D-printed support representing, e.g., a danger zone in the range of the CR. The users are requested to
collaboratively produce the following program:

1. The robot starts with the tool and the anthropomorphic hand in a safe position;

2. The hand must open;

3. The hand has to be moved to pick the workpiece;

4. The hand must close (i.e., perform the grab action);

5. The workpiece must be moved outside the danger zone to a safe and cozy region reachable by the
LU;

6. The workpiece has to be released (mid-air) when the CR receives an input by the LU (a light slap
on the flange);

7. The LU provides the input again and the production cycle loops from step 1 (unless it is finished).

The collaboration between the two users is supported by the 3D reconstructed environment displayed
in VR, which is obtained by combining the information about the CR’s status and the RGB-D camera
flow. More specifically, the RGB-D camera was positioned so that it always frames the workpiece during
the execution of the whole program. The RU can observe in real-time the robot’s surrounding and
the current status of the workpiece without the need to rely on pre-scanned scenes or tracking all the
workspace elements. Messages exchanged during the execution of the task are exemplified in Fig. 7.

For the VR rendering, an average bandwidth between the VRHMD and the RU nodes of 72Mbps was
measured, with a motion-to-photon latency (delay between a movement of the HMD and the visualization
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(a) Outbound node bandwidth (MRHMD–RU) for the UNET network layer (µMR = 50.03Kbps, σMR = 24.14Kbps,
µRU = 50.47Kbps, σRU = 23.05Kbps, µTot = 100.51Kbps, σTot = 37.28Kbps).

(b) Message bandwidth for the ZMQ network layer (LU–RU), considering only the depth data streaming (µ = 1.18Gbps,
σ = 0.26Gbps).

(c) Message bandwidth for the entire ZMQ network layer traffic (CR–RU), excluding the depth data streaming (µ =
18.55Kbps, σ = 3.20Kbps)

Figure 8: Networking results regarding bandwidth (plots for one trial created using a moving average
window of 60s).

update) of LV RHMD−RU = 57ms (min 55ms and max 69ms). This outcome is in line with the Air Link
configured parameters and the expected reference performance provided by Meta.
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(a) ZMQ Latency (CR–
RU).

(b) UNET Latency (MR

HMD–RU).

Figure 9: Networking results regarding latency (all trials).

The overall bandwidth occupations during one trial are depicted in Fig. 8, whereas other latencies are
reported in Fig. 9. Considering the UNET layer, the end-to-end latency between the MR visualization
and the VR UNET synchronization on the RU node was on average equal to LMRHMD−RU = 31.4ms
(min 23.5ms and max 84ms), with limited bandwidth requirements (BWMRHMD−RU = 100.8Kbps, min
1.9Kbps and max 228.8Kbps). It is worth considering that, in order to obtain the CR’s DT visualization
latency as observed by the LU in MR, the above delay should be added up to that required for a joints
status message to reach the RU node. In the experiments, this latency was measured, on average, as
equal to LCR−RU = 66.7ms (min 23.3ms and max 148.3ms). A comparable amount of time was also
required for a given command triggered through the MR UI to reach the CR node.

5 Discussion

In this section, previously reported results of the experimental activity are discussed on a per-requirement
basis considering the formulated hypotheses.

5.1 Bandwidth

The plots in Fig. 8 represent networking results in terms of bandwidth. It can be observed that bandwidth
usage varies largely among the different connections. More specifically, the following three cases can be
distinguished:

• Regarding the LU-RU connection, implemented through the UNET library within the XR platform,
results showed very low but fluctuating total bandwidth values (∼100Kbps). This result is mainly
related to the presence of the VOIP channel and to the client-server synchronization of the XR
devices.

• For the CR-RU connection, the bandwidth usage resulted in even lower values. This is due to the
fact that this connection is simply used for frequent but small messages communicating the robot’s
status (joints and tool) to the XR platform and, sporadically, for other messages such as commands
or program clips sent to the CR.

• Considering the connection between the depth camera client (running on the LU node) and the
RU, the bandwidth usage peaked at around 2Gbps. This value is related to the RGB-D stream
required to generate the point cloud inside the VR client running on the RU node.

The obtained results suggest that the current generation of mobile networks would not be capable of
supporting the required bit rates, which reach peaks of 2Gbps in the worst case. This observation
confirms H1. In fact, looking at performance data available for 4G networks, it can be noted that they
can provide up to 150Mbps [1]. Instead, considering 5G networks, they rarely reach 1Gbps [6] (far
below the theoretical limit of 10Gbps [2]). In this scenario, 6G appears to be a game-changer for the
feasibility of the analyzed use case, as its expected bandwidth limit of the order of 1Tbps [3] would
support the 3D reconstruction of the workspace (for telepresence and/or DT realization). Moreover, such
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bandwidth availability would theoretically enable the combined use of more than one RGB-D camera
without requiring additional processing time for compression and decompression.

5.2 Latency

Also, in the case of latency, the obtained results are characterized by high inhomogeneity.

• The latency between the MRHMD and the RU nodes (related to the UNET network layer) was about
30ms, mainly attributable to the use of a Wi-Fi connection, the only network interface available on
the HoloLens. It should be noted that to obtain the total latency between the MRHMD and VRHMD

nodes, the LV RHMD−RU delay of ∼60ms related to the remote rendering has to be considered too.

• As for the latency between the CR and RU nodes, results showed non-intuitive and numerically
worse values. Despite the use of a wired Ethernet connection, the measured delay ranged between
23ms and 150ms. Further investigations showed that these performance issues were not related to
the network configuration but to some limitations of the CR’s Java Sunrise system.

• Due to the above performance issues, the overall latency between the MRHMD and CR nodes
(obtained by summing up the previous two delays) stood at rather high average values (∼100ms).
However, despite these values, the overall network performance allowed the proper functioning
of the latency-dependent safety stop feature mentioned earlier (considering the relatively low CR
movement speeds involved in the considered use case).

The use of mobile networks in place of Wi-Fi may already lead to the lowering of most of the latency
values, in particular between the LU and RU nodes. Indeed, leveraging current 4G networks could
yield even worse overall performance due to latency values around 50ms [1]. This consideration partially
confirms H2. Nevertheless, 5G networks guarantee latency values around 10ms [1], and 6G is expected
to bring these values down to 1ms [3]. Hence, with 5G and, in the future, with 6G, it will be possible
to reduce also the delay between the MRHMD and CR nodes, leaving as an open issue only the latency
between the RU and CR nodes and permitting to set higher velocities for the CR movements with the
safety stop feature properly functioning.

6 Conclusions

This paper describes a new approach for CR programming that allows two distant users to collaborate
by leveraging XR technologies, a paradigm that would be key in the development of a next-generation
sustainable industry. In particular, a user equipped with an MR headset and working close to the robot,
and a remote user immersed in a VR environment representing the workspace in which the other user is
operating, can alternate in the programming task. CR sensors and RGB-D camera data are leveraged
to create DTs and 3D reconstructions that allow the remote user to visualize in real-time the robot’s
surrounding environment together with the actual conditions of the workpieces and safely operate onto
them.

The devised approach imposes strict requirements in terms of the amount of data to be transferred
and end-to-end latency, which may not be satisfied by current mobile networks. These requirements
are mainly associated with the use of XR technologies in terms of 3D reconstructions and DTs synchro-
nization. To cope with this limitation, the reported study looks at the benefits expected from the shift
to 6G technology. In order to quantify the network requirements of this novel approach, a prototype
implementation obtained by emulating 6G using currently available network technologies is described.

Results in terms of bandwidth and latency observed in the experimental setup confirmed the partial
impossibility of realizing the proposed approach with current wireless technologies. Specifically, replacing
a 6G connection with Wi-Fi incurs limitations due to the lack of traffic scheduling, advanced MIMO
and beamforming capabilities, as well as wider channel bandwidths. Even considering the performance
of 5G networks, the analyzed scenario appears to be not fully implementable, especially considering the
bandwidth requirements. These limitations, once identified, however point to the theoretical feasibility
of forthcoming 6G networks.

It is also worth observing that, although the used setup did not strive to be energy-efficient, the
availability of 6G with its advanced solutions like AI-powered air interfaces [54] is expected to lead to a
50% reduction in transmit power over existing mobile networks for the same bandwidth and data rate.
Together with other technological advances, such as enhanced semiconductor manufacturing techniques,
the carbon footprint of the envisaged system will be reasonably low.
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Experiments suggested that a lightweight version of the proposed scenario (in terms of network re-
quirements) that may be supported by 5G could be obtained by applying compression algorithms to
RGB-D camera frames and reducing the speed of the CR’s movements (to make the latency required to
support safety checks negligible). Although these solutions could reduce the requirements in terms of
bandwidth and latency, respectively, they would introduce new issues, like new delays associated with
RGB-D frames compression/decompression, and the slowdown of the production cycle.

Future works will focus on extending the evaluation concerning networking aspects by analyzing
different setups. For instance, alternative tethering tools could be considered for extending wireless
connectivity. Moreover, the availability of 6G networks could enable the shift towards the thin client
paradigm, where all the computations (e.g., regarding emulation or rendering aspects) are demanded
to different network nodes that produce the results to be visualized by the MR/VR users); in order to
support this paradigm, further analyses would be needed to estimate the additional network requirements.

Lastly, it is worth remarking that the present study did not consider human factors. Future efforts will
be devoted to investigating user experience with the system from many perspectives, including usability,
intuitiveness, ease of use, physical effort (e.g., due to the prolonged use of VR/MR), perceived quality and
sense of immersion in the virtual environment, etc. In particular, in order to improve the realism of the
experience, floating 3D models representing the headset and hands of the remote user could be replaced
with a full-body avatar. Moreover, realism could also be enhanced by acting on the 3D reconstruction
process. As a matter of example, by combining the depth stream of a different, yet compatible, RGB-D
camera like the Intel SR300, it may be possible to increase the depth accuracy at a short range (from
2% of the distance from the object of the D415i to 1 mm of the SR300 [31]), hence improving the
3D reconstruction of the workpiece without impairing that regarding the telepresence of the MR user.
Besides introducing interesting XR-related challenges in terms of user experience, these changes may also
bring new requirements. For instance, transmitting more complex geometries could have a huge impact
on the required bandwidth, whereas latency could be influenced by the need to synchronize 3D objects’
movements.
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