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Summary

This thesis aims at studying the spiral jet milling process of active pharma-
ceutical ingredients (APIs) and the polyolefins polymerization process by means
of Eulerian-Eulerian simulations.

The micronization of pharmaceutical powders via spiral jet milling is an industrial
process that uses high-energy gas to realize collisions between particles, which
eventually break down into smaller size components.
The physics behind the process is complex and its understanding is not trivial.
Particles are moved by a high-velocity compressible gas flow and impacts force
powders to undergo a fragmentation process that reduces the particle size by or-
der of magnitudes, making the spiral jet milling description really challenging.
A well-known problem of the APIs processing is the formation of large solid aggre-
gates that stick on the spiral jet mill walls and reduce the micronization chamber
volume, compromising the process effectiveness and taking the final size of particles
out of target. This phenomenon, called caking, requires the apparatus stoppage
to mechanically remove the formed crusts that have to be wasted. The large cost
associated to many pharmaceutical powders and the time needed to clean the sys-
tem cause a huge economic loss.
This work is focused at numerically studying the caking mechanism to understand
the effect that the chamber diameter reduction has on the gas velocity fields for
standard operating conditions of the spiral jet mill. A simple mimic strategy is
proposed to emulate the chamber volume reduction due to crusts formation and
the system fluid dynamics is studied by means of single-phase CFD simulations to
determine the causes that take the final particles size out of specific.
Simulations show that caking causes the deterioration of the classification capa-
bilities of the system if the gas mass-flow rate is kept constant, especially near
the spiral jet mill upper and lower walls, allowing larger particles to escape the
micronization chamber. In order to avoid the forced transport of massive particles
towards the system outlet, the nozzle absolute pressure has to remain constant
to keep the fluid spin ratio and the classification characteristics unchanged while
caking is building up.
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Spiral jet milling still lacks of a solid theoretical ground able to properly describe
the physics behind the process and the determination of substance-specific oper-
ating conditions is usually based on expensive experimental campaigns driven by
the technicians’ experience. This, together with the impossibility of experimen-
tally characterize the system to avoid the multiphase flow field corruption, put big
constraints on the experimental study of the process and problems that may affect
it, such as caking, are not studied in detail.
In this framework, the work reported in this thesis also describes the construction
of a novel uncoupled quasi-3D model able to study the spiral jet milling at process
scales and times.
The gas velocity fields computed through 3D single-phase CFD simulations are
provided as input in a 1D compartmentalized model to calculate solid velocities
along the micronization chamber radial direction. Mass and momentum balance
equations are used to build a computational model in which the solids velocities
are calculated availing of simple algebraic relationships developed for pneumatic
transport. The particles size reduction is taken into account through a breakage
kernel that is function of gas energy and solid holdup. A set of parameters is tuned
through ad hoc experiments to consider the substance-specific breakage behaviour
and the characteristics of the inlet particle size distribution.
The model performance are evaluated for lactose and paracetamol by validating
the predictions for D10, D50 and D90 against design of experiments data taken as
reference.
In good agreement with the assumptions made at the beginning of the derivation,
model predictions are better if an high-specific energy process is considered, i.e.,
high pressure and low solid feed-rate (dilute flow conditions). The best results
are obtained if small particles are processed (low Stokes number) and if the inlet
particle size distribution is narrow.
It is shown that simulation predictions can be improved if a specific-pressure pa-
rameters set is calculated, especially when treating fragile materials with wide inlet
distributions.
Finally, suggestions on some possible model formulation enhancements and future
works are given.

The second topic studied in this thesis is the simulation of polydisperse Eulerian-
Eulerian gas-solid flows for analyzing the polymerization process of polyolefins in
fluidized bed reactors (FBRs).
In order to study such a process, modelling tools represents a valid and necessary
option to design the operating conditions and ensure the desired product quality
in terms of final particle size and molecular properties.
Two modelling approaches are usually employed to this end, multiscale kinetic

v



models and detailed CFD-based models. The first type of framework, usually
involving compartmentalized models, has the major advantage to be computa-
tionally affordable, offering the possibility of implementing detailed single particle
models. On the other hand, the reactor fluid dynamics is usually described through
semi-empirical relationships that makes them suitable for a narrow range of appli-
cations.
CFD models, instead, provide the fully detailed calculation of the multiphase flow
field but at computational cost that is not always affordable, especially if applied
to real-scale systems.
This study focuses on the calculation of the fluidization properties of FBRs by
comparing the results obtained through a simplified 1D compartmentalized model
and those coming from detailed 2D multiphase CFD model with the kinetic theory
of granular flows to account for the granular nature of solid particles.
The behaviour of a bed composed by Geldart A-B type particles is analyzed for
different operating conditions in a system without reaction and solid injection or
withdrawal, focusing on the steady-state fluid dynamics behaviour of monodis-
perse and polydisperse particles populations.
Results show that the simplified compartmentalized approach is capable to predict
the solid mixing in the bubbling fluidization regime for high-density polyethylene
particles. Average volume fractions are close to the values predicted by the CFD
model along the whole cylindrical part of the reactor, especially for monodisperse
particles. Predictions are in good agreement also for broad size distributions, espe-
cially in terms of average diameters. Considering the negligible computational cost
associated to compartmentalized models if compared to CFD and their versatility
to implement complex kinetic schemes, such multiscale approaches represent an
effective tool for industrial process design.
Anyway, the detailed description of the polymerization process during time can
be extremely helpful in predicting the flow rates and the particle size of the final
product.
In this context, CFD approaches constitute a reliable tool for determining the op-
erating conditions needed to obtain given output particles properties.
The scientific literature does not offer any mature modelling set-up able to study
FBRs in the continuous operating mode since large production plants require a
huge computational effort to correctly discretize the system in space and time.
The last part of the thesis aims, therefore, at understanding if a 2D scaled ge-
ometry can effectively describe the continuous polymerization process by correctly
predicting average particles size and solid holdups.
Starting from a desired particles residence time and typical operating conditions,
simple material balances are used to calculate the scaled-down reactor volume and

vi



a CFD-PBM model is implemented to simulate the multiphase fluid dynamics in-
side the reactor. The polymerization process is modeled through the DQMOM
approach and a simple particle growth model is validated against an analytical
solution. Different solid withdrawal positions along the reactor axis and inlet flow
rates are studied to determine their influence on the final solid holdup and average
particle sizes within the reactor.
The results show that the solid holdup does not change remarkably if the outlet
position is varied along the reactor height but it increases if the catalyst feed-rate
is increased. The reactor is well-mixed at any location and, as for the non-reactive
cases, the particles average size does not change remarkably along the reactor axis.
Large particles are found only in the very bottom part of the reactor.
Calculations show that the computational approach proposed allows the descrip-
tion of a steady-state operation by simulating a limited physical time (order of 102

s). On the other hand, it is not possible to correctly calculate the reactor holdup
since the system tends to empty itself for every condition and solid outlet topology
tested.
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Chapter 1

Introduction

1.1 Current Challenges in Multiphase CFD Sim-
ulations for Gas Solid-solid Flows

Multiphase modeling for computational fluid dynamics is still a challenging task
and the construction of reliable and general computational frameworks is difficult
because models are derived for specific applications and they usually cannot be
extended to other fields without modifying them.
This study is focused on two particular applications involving gas-solid mixtures:
the spiral jet milling (SJM) for pharmaceutical active ingredients (APIs) mi-
cronization and the polyolefins polymerization in fluidized bed reactors (FBRs).
While the multiphase flow-fields description in FBRs is a mature argument is sci-
entific research and the tematic has been extensively studied in the past, SJM
and related particle-particle interactions constitute a florid research field since the
physics behind the process is complex and the current understading is still based
on a practical know-how which lack of a solid theoretical ground.
Both the processes need investigations to evaluate the current modeling capabil-
ities or propose approaches able to describe the whole process in an affordable
computational time, providing particle information at quasi-steady state regime,
overcoming the current limitations due to model complexity or excessive compu-
tational domain size.

The next sections aim at motivating this work without entering the argument in
detail because a complete description of the current modelling frontiers is given in
the applications chapters.
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Introduction

1.1.1 A Brief Introduction to Spiral Jet Milling Problems
and Simulation

Spiral jet milling is an industrial process used to micronize active pharmaceuti-
cal ingredients. Although it is mainly used to treat medical substances, some of
which are expensive such as steroids and anti-tumor drugs, the spiral jet miling
and the apparatus in which the process is carried out are little studies and much
of the technical knowledge about operating parameters comes from expensive and
time-consuming experiments.
A well-know problem of the process is caking. It consists in the formation of rigid
aggregates that stick on the micronization chamber walls and reduce its useful
volume, deteriorating the performance of the system and taking the finish product
particle size distribution (PSD) out of specific. In order to eliminate or mitigate
the problems induced by caking, which often ends in the apparatus stoppage for
cleaning purposes and the waste of the crusts formed by APIs, the understand-
ing of the gas flow corruption due to the aggregates formation and subsequent
chamber reduction is of paramount importance. In this framework, CFD simula-
tions constitute an interesting tool to investigate the flow-field properies without
strumenting the micronization chamber, to avoid problems related to the usage of
probes in high-velocity and highly-loaded gas-solid flows.
Among the different approaches that can be adopted, Eulerian-Lagrangian simu-
lations are usually employed to study the flow established inside spiral jet mills.
CFD-DEM models give detailed information on the particles dynamics but they
are computationally intensive and currently do not allow for the simulation of
industrial-scale processes in a reasonable time. In addition, the inclusion of ap-
propriate constitutive laws describing particle breakage provides further modeling
and numerical challenges (Higashitani et al. [1]).
It was however proven in different works that precious information on the fate of
the solid particles can be gained by simpler single-phase approaches (Boccardo et
al. [2–5]; Crevacore et al. [6, 7]; Icardi et al. [8]) in which the focus is on the
continuous fluid (gaseous in this case) phase.
The simulation of particle-particle and particle-wall interactions for a fully coupled
CFD-DEM solution is still far from describing the whole process and current pub-
lished works can provide information on the first few instants of the micronization
process only [9–13].
In this scenario, a novel modeling structure able to provide process-scale infor-
mation such as the particle size distribution of substances at the end of the mi-
cronization at reasonable computational cost would constitute an undoubted help
in defining the best operating conditions for milling a given API, reducing the
expensive experiments nowadays used to gather this information.
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1.1 – Current Challenges in Multiphase CFD Simulations for Gas Solid-solid Flows

1.1.2 A Brief Introduction to Fluidized Bed Reactors Sim-
ulation

The polyolefins polymerization process is carried out in apparatus called fluidized
bed reactors. In this kind of systems, an ethylene mixture is passed through a
granular material consisting in catalyst or pre-polymerized particles. The gas flow
fluidizes the solid that works as active sites to initiate the poymerization reaction
at pressures ranging between 20 and 40 MPa and temperatures around 100 ◦C.
The pressure exerted by the polymer growing within the catalyst pores breaks the
particles into small pieces that remain inglobed inside the polymer formed in parts
per million. Once the polymer particles weight is large enough to win the drag
exerted by the ascending gas flow, the solid starts to fall down due to gravity and
it is gathered at the bottom of the reactor. At this position, the particles can be
discharged through the withdrawal outlet.
The operation of FBRs has been simulated with different approaches for many
years and it still constitutes a florid research field.
Among the computational tools available, multi-scale kinetic models such as com-
partmentalized approaches are very popular because they offer the possibility of
implementing complex single-particle models at a reasonable computational cost.
Their major drawback consists in the simplified fluid dynamics description used
to calculate the phases motion.
On the other hand, CFD multiphase models allows for the detailed description of
the interplay between the gas and solid phases in geometries close to the real-plant
ones but they requires a much more demanding computational effort. Moreover,
the implementation of complex polymerization kinetics is not trivial and an in-
crease in the model complexity usually results in a deterioration of the tool stabil-
ity.
Even though the fluidized beds CFD multiphase features have been extensively
studied in the past, to the best of the author knowledge, no attempts of describing
the continuous operation of FBRs have been made.
Indeed, this type of simulations are usually ran in batch mode without any solid
injection or withdrawal location. CFD models are exploited to develop hydro-
dynamic and drag laws [14–16], formalize new numerical methods [17] or assess
existing ones [18, 19], derive and implement physical models [20–22] or investigate
the bubbles dynamics [23–25], always operated in batch.
In this scenario, the assessment of the volume fraction and average size distri-
bution predictions obtained through computationally-efficient compartmentalized
approaches by comparison with detailed CFD models would give important in-
formation about the affidability of such a simplified fluid dynamics description.
Moreover, the evaluation of the possibility of simulating the FBRs continuous op-
eration availing of CFD multiphase models would help in the enhancement of this
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Introduction

kind of predictive tools.

1.2 Objectives
According to the motivation given in the above section, the objectives of this work
consist in studying the caking mechanism, proposing a simple strategy to mimic the
chamber volume reduction due to aggregates formation and to study the influence
that crusts have on the velocity fields, by means of single-phase CFD simulations.
The work is completed by the construction of a novel computationally-efficient
model for the description of spiral jet milling at process-times and scales.

Alongside to the main research line constituted by the micronization process, the
particle distribution inside fluidized bed reactors has been anayzed to asses if a
simplified approach based upon standard three-phase compartmentalized models
can be effectively used for predicting the solid volume fractions and particle average
size distribution inside the reactor. To this end, compartment-based model results
are compared to detailed CFD simulations. In addition, a strategy to scale down
the reactor geometry and to simulate the polymerization process through parti-
cle growth modeling has been developed and tested to understand if the FBRs
continuous operation mode can be simulated in a reasonable computational time.

1.3 Thesis Outline
Chapter 2 is intended to introduce the CFD approaches usually adopted to model
multiphase flows with particular focus on gas-solid mixtures. A short descrip-
tion of multiphase regimes and classification, along with relevant non-dimensional
numbers, is given to provide the basic knowledge needed to understand the cur-
rent computational approaches used to model multiphase mixtures, namely the
Eulerian-Lagrangian and the Eulerian-Eulerian methods. The latter is described
in detail and a motivation about the numerical model chosen is given.
Chapter 3 introduces the population balance equations for describing the polydis-
persity of real populations of particles and the computational methods available
to solve them numerically. The description concludes with the solution method
selection.
Chapter 4 describes the spiral jet milling process and the simple methodology
adopted to simulate the effect that caking has on the gas flow-fields inside the
system. A novel model for the prediction of the particle size distribution at the
end of the micronization is presented and validated against experimental results.
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1.3 – Thesis Outline

Chapter 5 focuses on the analysis of the polyolefins polymerization process and,
more in detail, on the comparison between solid distribution results obtained
through a detailed CFD multiphase model and a 1D-cost effective compartment-
based model to assess if the simplified approach proposed by the latter can be used
for predictions purposes. The last part of the work deals with the derivation of a
procedure to scale-down the reactor geometry to propose a computational frame-
work for simulating the polymerization process in continuous operation mode.
Eventually, Chapter 6 concludes the thesis by summarizing the work carried out
and underlying the major findings. A perspective on the needed next steps and
further models improvments is also given.

The work described in this thesis is based upon the following journal
pubblications:

• C. Sabia, G. Frigerio, T. Casalini, L. Cornolti, L. Martinoli, A. Buffo, D.L.
Marchisio & M.C. Barbato, "A detailed CFD analysis of flow patterns and
single-phase velocity variations in spiral jet mills affected by caking phenom-
ena". Chem. Eng. Res. Des. 174 (2021) 254-253.

• C. Sabia, T. Casalini, M. Spaggiari, L. Cornolti, G. Frigerio, L. Martinoli,
A. Martinoli, A. Buffo, D.L. Marchisio & M.C. Barbato, "A novel uncou-
pled quasi-3D Euler-Euler model to study the spiral jet mill micronization
of phar,maceutical substances at process scale: model development and val-
idation". Submitted to Powder Technol.

• C. Sabia, A. Buffo, T. Casalini, D.L. Marchisio, M.C. Barbato & G. Storti,
"FBR for polyolefin production in gas phase: validation of a two-phase com-
partmentalized model by comparison with CFD". Macromol. React. Eng.
2100058.

This Ph.D. thesis is written in the framework of a larger project called MACH
(Modeling and Amelioration of micronization process in spiral jet mills control-
ling the Caking pHenomenon - grant nr. 37766.1 IP-ENG) funded by the Swiss
Innovation Agency (Innosuisse) along with Jetpharma SA, under the scientific su-
pervision of Politecnico di Torino.

The arguments presented in the above pubblications along with the material writ-
ten in this document are the output of the work performed by the writer and his
supervisors.
Note that the material reported in the listed sections comes from the collaboration
with other people:
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Introduction

i. Chapter 4, Section 4.2, Sub-section 4.2.2 - Experimental Activities. The
Ph.D. candidate, along with Mr. Frigerio (CTO of Jetpharma SA), designed
the experimental campaign, defined the micronization operating conditions
and supervised part of the experiments. The Design of Experiment was
produced by Mr. Spaggiari (SUPSI, now FHNW Brugg-Windisch) while
micronization experiments were carried out in Jetpharma production plants
in Balerna (CH) by specialized technicians.

ii. Chapter 4, Section 4.4, Sub-section 4.4.3 - 1D Compartmentalized Model.
The Ph.D. candidate worked on the compartmentalized model development
and testing with Dr. Casalini (SUPSI, now AstraZeneca Sweden) and Dr.
Cornolti (SUPSI).

iii. Chapter 5, Section 5.3 - Two-phase Compartmentalized Model. The Ph.D.
student conducted the research on fluidized bed reactors under the guidance
of Prof. Storti (ETH Zurich, now Politecnico di Milano). Prof. Storti’s major
contribution was in the two-phase compartmentalized model derivation.
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Chapter 2

CFD Simulation of Gas-Solid
Flows

This chapter is intended to briefly describe the most important features of
multiphase flows and their classification according to the level of coupling between
phases. The two main CFD approaches used to treat multiphase flows, namely the
Eulerian-Lagrangian and the Eulerian-Eulerian approaches, are presented. More
information about Eulerian-Eulerian models is given because they are the most
common option to simulate industrial processes at real-scale. The research work
reported in this thesis is mainly based on this latter category of computational
methods.

2.1 A Brief Introduction to Multiphase FlowMod-
eling

A phase is a region of space with uniform properties (density, concentration, ...)
that can exists in different forms, i.e., gas, liquid and solid states.
Two or more phases coexisting at the same time form a multiphase flow. Along
with the concept of multiphase flow, the notion of volume fraction has to be defined
as:

αi = Vi

V (2.1)

where Vi indicates the volume occupied by a generic phase i and V stands for
the total volume. The volume fraction can vary from 0 to 1.
Moreover, a phase is called primary if it occupies the largest volume and its motion
governs the multiphase mixture, while a phase is called secondary if it occupies a
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smaller volume into the domain and it is transported by the primary phase.
From a modeling point of view, besides the classification done on thermodynamic
basis, a futher separation can be determined according to particular physical prop-
erties that cause a given material to behave differently to an external stress.
For example, let us assume to have a gas-solid mixture in which a wide distribu-
tion of particles is moved by a fluid flow in a reactor. The solid particles are all
made by the same material with the same physical properties (density and shape
factor) but their entrainment and velocity depends on their size. Small particles,
indeed, will follow strictly the gas stream while larger ones will move with a certain
detachment from the carrier phase that depends on their own inertia.
This suggests that an important distinction can be done accordingly to the parti-
cles mass and therefore volume, and different solid phases can be defined to model
the behaviour of differently-sized objects.

Another important multiphase flow classification is given by the relative distribu-
tion of phases. A flow can be separated, if the phases exhibit a sharp interface, or
dispersed, if the secondary transported phase is homogeneously distribuited within
the carrier one.
Figure 2.1 depicts a sketch representing two typologies of separated flows and two
different disperse flows examples.
To the first category belong multiphase flows showing a sharp interface and a well
defined relative position, such as a water river moving below a gas atmosphere (b),
or mixed bulks of different liquids occupying the same volume (c).
The second category, instead, incorporates homogeneously distributed mixtures
where a secondary phase is evenly dispersed into the carrier one, such as solids in
a fluidized bed, gas bubbles in a liquid flow (d) or water droplets moving in an air
duct (e).
In many applications the two flow typologies may be simultaneously present (e.g.
boiling flows) - (a) and, in addition, it may happen that along with the transition,
the primary and secondary phase invert one with the other (e.g. bubble risers).

Multiphase flows move with different properties according to the so-called flow
regime or maps. These maps help in having an overview on overall mixture prop-
erties for given operative conditions (flow rates) in some particular regimes. In the
case of gas-solid flows, for example, the conventional fluidization of solid particles
may occur in steps called fixed bed, minimum fluidization, bubbling fluidization,
slugging fluidization and turbulent (or dilute-phase flow) fluidization [26].
The gas velocity that moves particles increases passing from the fixed bed opera-
tion mode, where the fluid that laps the solid has a velocity that it is not sufficient
to sustain the particles, to the turbulent fluidization, where the gas has a velocity
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so high that the solid is moved in a pure pneumatic transport mode.
These flow maps are useful in designing industrial system such as fluidized bed
that usually operates in the bubbling fluidization regimes.

(a) transient two-phase flow

(b) stratified flow (c) separated bulk flow

(d) bubbles in a liquid (e) droplets in a gas

Figure 2.1: Schematization of a transitional flow with the simultaneous presence of
dispersed and separated phases (a), of separated flows composed by a liquid flowing
below a gas phase (b) and two mixed bulks of fluids (c) exhibiting a sharp interface.
Sketch of two dispersed flows composed by gas bubbles in a liquid (d) and liquid droplets
in a gas (e). Taken from Marchisio, 2021 [27].

Relevant Dimensionless Numbers

Multiphase flows can be categorized using a large quantity of non-dimensional
groups. The majority of them, listed in Table 2.1, characterizes dispersed flows
whose this tractation is limited to. All the relationships reported refer to the dis-
persed phase through the subscript d and to the continuous/carrier one availing
of the subscript g.
The first two groups, called phase-density ratio and phase-mass ratio, both make
use of phases densities to give information on the importance of inertial effects
(φρ) or to understand if a flow is dilute or dense, through the usage of volume
fractions (φm).
The disperse-phase Reynolds number, better known as particle Reynolds number
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if it is used for gas-solid flows, describes the relative importance of the inertial
effects of disperse objects with a given diameter with respect to the continuous
phase. It can be used to identify the typology of the phases interactions.
Some of the numbers listed in Table 2.1 apply only to fluid-fluid disperse multi-
phase flow, such as the phase-viscosity ratio φµ, or are mainly used for gas-liquid
applications, such as the Eötvös number or the Morton Number. These, in fact,
are usually employed to characterize the shape of bubbles moving in a fluid since
an increase of them corresponds to the generation of ellipsoidal, wobbling, dim-
pled ellipsoidal-cup, skirted and spherical-cap bubbles [27]. The capillary number
is used to determine if a bubble can break-up when subjected to a certain shear
rate γ̇.

Table 2.1: Non-dimensional groups used to characterize multiphase flows. Subscript
d indicates the dispersed/secondary phase while subscript c indicates the continu-
ous/primary phase. ρ identifies the mass density, µ stands for the molecular dynamic
viscosity, α is used to describe the volume fraction while σ and γ̇ are the interfacial
tensione between the disperse and the continuous phase and the shear-rate associated
to the primary phase. τc identifies the characteristic time scale of the carrier phase.
u is the velocity vector, d identifies the diameter of the disperse element and g is the
acceleration due to gravity. Taken from Marchisio, 2021 [27].

Definition Formula

phase-density ratio φρ = ρd
ρc

phase-mass ratio φm = αdρd
αcρc

phase-viscosity ratio φµ = µd
µc

disperse-phase Reynold number Red = ρd|ud−uc|d
µc

Eötvös number Eo = d2g|ρc−ρd|d
σ

Morton number M = gµ4
c |ρc−ρd|d
ρ3

cσ
3

Capillary number Ca = µcγ̇d
2σ

Stokes number St = ρdd2

18µcτc

One of the most important and used non-dimensional groups in multiphase flow
modeling is the Stokes number that is obtained by formalizing a simple force
balance acting on a spherical object, either a bubble, a droplet or a solid particle.
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It describes the time required by the disperse phase to adapt to a continuous phase
velocity variation. If St<< 1 the disperse phase moves closely to the continuous
phase while a condition with St≥ 1 corresponds to have a particle that moves with
its own velocity field, decoupled to the continuous phase.

Phase Coupling

The mutual influence that one phase exterts on the other strongly depends on
their volume fractions. The continuous phase mainly governs the mixture motion
and for this reason it is called primary phase. The other transported or adiacent
phases, present in lower quantity, are called secondary phases and the coupling
level is defined accordingly to their volume fractions.
Figure 2.2 depicts a simple representation of three different coupling levels. The
sketch shows small solid particles immersed in a surrounding continuous fluid.

(a) one-way coupling
αs ≤ 10−3

(b) two-way coupling
10−3 < αs ≤ 10−2

(c) four-way coupling
10−2 < αs ≤ 100

Figure 2.2: Schematic representing the fluid-particle interactions for different levels of
coupling between phases.

The two phases are said to be one-way coupled if the continuous phase determines
the motion of the disperse phase but the latter is so dilute that it can not affect
the carrier. This condition is usual when the disperse volume fraction is below
0.001.
When the volume fraction of the secondary phase increases such that 10−3 < αs ≤
10−2, the phases motion is mutually coupled and one phase influences the other
and viceversa. This condition is known as two-way coupling.
If the phsysics evolves towards a dense regime, then the disperse phase objects
interact through collisions may resulting in coalescence (for bubbles and droplets),
aggregation (particles), agglomeration (particles) and breakage (particles, bubbles
and droplets) in the so-called four-way coupling regime.
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2.2 Computational Models for Multiphase Flows
Multiphase flows can be investigated via computational models which can be di-
vided into two categories, namely:

• the Eulerian-Lagrangian formulation;

• the Eulerian-Eulerian formulation.

The Eulerian-Lagrangian computational models describe the primary phase as a
continuum while the secondary phase is treated as an ensemble of discrete objects,
whose motion is governed by the Newton second law of motion and the momentum
exchange with the primary phase.

The Eulerian-Eulerian formulation, instead, considers all the simulated phases as
continuous mediums but the level of detail of the flow solution can be different,
according to the approach chosen for describing the interface between the phases.
If the phases interface is explicity tracked, the detailed motion of the thin region
separating the two phases is characterized availing of the popular volume-of-fluid
(VOF) or level-set method (LSM). These two approaches are direct numerical sim-
ulation (DNS) models because they provide information on the phases presence
availing of an indicator function that directly solves the volume fractions equa-
tions, by accurately describing the space presence of one or the other phase.
Becuase of the explicit tracking of the interface, these fluid-fluid methods are com-
putationally intensive and cannot be used to model large domains.
In order to reduce the computational cost associated to the simulation of large
multiphase systems, another approach called two-fluid model (TFM) or, if more
than two phases are simulated, multi-fluid model (MFM) can be used to compute
average fields of polydisperse fluid-fluid and fluid-solid flows (Marchisio [27]). De-
pending on the secondary phase flow characteristics, usually considered through
the Stokes number, the multi-fluid model can be implemented with or without the
solution of momentum balance equations for the disperse phase and the velocity is
computed only at mixture level. This particular approach is called Mixture model
(MiM) and allows for retrieving the single-phase velocity field by availing of the
instantaneous equilibrium hypothesis by solving an algebraic equation [27] or, in
a later evolution of the approach, by solving an alternative velocity formulation
obtained exploiting the mixture and relative velocities.

Because of the affordable computational cost and the possibility of modeling poly-
disperse multiphase flows, multi-fluid models are preferreded to Lagrangian ap-
proaches in many engineering applications.
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This tractation is limited to gas-solid flows and the description that follows is
aimed at reporting relationships holding for a gas phase (subscript g) and for a
particulate disperse phase (subscript p), underlying the hypothesis at the base of
each model and its applicability.

2.3 The Eulerian-Lagrangian Approach
In the Eulerian-Lagrangian approach the secondary phase, where secondary phase
means solid particles, is tracked resolving transport equations for each phase in-
volved in the simulation as shown by the following relationhip [28]:

dup

dt = FD

mp
+ g

ρp − ρg

ρp
+ A (2.2)

where A is an acceleration force per unit mass and up is the disperse particle
velocity vector. ρp is the particle density and ρg is the primary phase density. The
relation considers gravity effects through the gravitational acceleration vector g.

As shown by Equation (2.2), a force balance is solved to compute the particle
velocity and, therefore, the trajectory.

The drag force FD per unit particle mass mp (N/kg) is written as:

FD

mp
= 18µg

ρpdp
2 ·

CDRep

24 |up − ug|. (2.3)

CD is the drag coefficient, ug is the carrier phase velocity vector, µg is the dynamic
viscosity of the primary phase, dp is the particles diameter or their characteris-
tic length while Rep is the relative or particle Reynolds number (with the same
definition of the disperse-phase Reynolds number), defined as:

Rep ≡
ρgdp|up − ug|

µg
. (2.4)

The motion of the primary continuous phase is, instead, described by the following
equation written in Eulerian framework:

∂αgρg

∂t
+∇ · (αgρgug) = Smass; (2.5)

∂αgρg

∂t
+∇ · (αgρgugug) = αg∇p− αg∇ · τ g − Sg + αgρgg + F (2.6)

where α represents the volume fraction, ρ is the density, Smass is the mass source
term that is present when there is exchange of mass between the phases, Sg is the
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momentum source terms due to exchange of momentum between phases, while F
represents generic volume forces.
Subscripts g and p refer to the carrier phase and particulate disperse phase, re-
spectively.
Depending on flow characteristics and the problem nature, different forces can be
included in the model. The drag force is usually always present, while others such
as lift or virtual mass force have to be taken into account depending on the phases
coupling, which is a property usually defined by the particle loading, and the dis-
perse phase physical characteristics.
Since each particle is tracked and the simulation resolves the motion for each one
of them (including discrete events such as collisions,...), a large computational ef-
fort is needed and only very dilute flows can be treated with this approach. The
rigorous calculation of the entire particles population makes the description of
polydispersity a straightforward task, allowing the motion of each discrete entity
with its own velocity field.

2.4 The Eulerian-Eulerian Approach
In Eulerian-Eulerian models all phases are treated as continuum media. The full
Eulerian approach is well suited to treat separated flows, availing of the VOF or
the LSM models by directly tracking the phases interface, or to study dispersed
flows, either with low or high particulate loading [29], when the analysis focuses
on the distribution and the overall behavior of the secondary phases rather then
the detailed motion of single particles.
Since the main assumption of the model consists in considering all the phases as
continuum media, this approach works better when the volume fraction of the dis-
perse phase is quite large, making this method particularly suited for dense flows.
It is possible to simulate also dilute flows (αp/αg ≤ 0.01) with an acceptable de-
scription of the mixture properties.

The full Eulerian formulation solves a variable number of equations, depending on
the velocity formulation chosen for each component present in the computational
domain. Coupling between phases is achieved through a shared pressure equation
while inter-phase exchange coefficients (e.g., drag force) are modeled to consider
the mutual influence that one phase exerts on the other.
The distribution of phases is computed by means of transport equations for volume
fractions written for each phase minus one, exploiting the continuity constraint
that volume fractions sum to unity.
Within the Eulerian-Eulerian approach, two different models can be identified,
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according to the disperse phase velocity formulation:

• Mixture formulation;

• Two-fluid/Multifluid formulation.

Besides the Mixture and the Multifluid formulations, the VOF approach [27, 28]
was also proposed as a method to effectively treat flows in which phases exhibit a
sharp interface.
The latter solves transport equations for the mixture only, without any slip velocity
formulation, meaning that all the field variables are shared by phases. An indicator
function is solved to track the interface position and the volume fraction equation
is calculated for the primary phase only. The volume fraction of the secondary
phase is computed by means of an algebraic equation based upon the continuity
constraint.
Interface-capturing models are suitable for studying well-separated flows, such as
external flows (e.g. air-water interface of rivers) or the detailed bubbles dynamics.
Since phenomena here described involve interpenetrating media, these approaches
are not considered as an option and they are not described in the following pages.

The Mixture Model

The Mixture model is used to describe well-mixed or homogeneous flows with
strong coupling between phases, advected by the same velocity field. It is usually
recommended for dilute flows with small particles because the volume fraction of
the dispersed phase is so low that the forces exerted on the primary phase are neg-
ligible and the system is supposed to be dominated by one-way coupling. Small
and low-density particles move with small Stokes numbers, without requiring the
solution of a separated momentum equation for the secondary phase in order to
consider its own particles motion.
The Mixture model applied to a N-phases system (either fluid or particulate)
solves the momentum, continuity and energy equation for the mixture, the volume
fraction equation for the primary phase only and, in its simplest formulation, an
algebraic expression for the relative motion, based upon the slip velocity concept.
In general, this approach is reccomended when the particulate loading is so low
that the secondary phase motion is not of interest and the dispersed phase can be
assumed as totally driven by the primary one, neglecting any particular behavior
that may have relevance for the particles distribution.

Depending on the hypothesis at the base of its derivation, the Mixture model can
be categorized into three sub-models which basically differ because of the coupling
level assumed for the turbulent interaction terms.
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The simpler mixture model, called Algebraic Slip Mixture Model (ASMM), imple-
ments an algebraic velocity formulation for computing a slip between the primary
and the secondary phase. If constant-density phases are assumed to have a strictly
coupled motion, then the Drift-Flux Model (DFM) can be formalized, serving as
the most popular and diffused formulation of the Mixture model family. This
work is intended to briefly describe the newly proposed Diffusion Mixture Model
(DMM), which represents the most sofisticated and complete model of this typol-
ogy, consisting in a generalization of the DFM able to calculate the motion of small
Stokes number objects such as bubbles in water columns. A precise and rigorous
descripton of the mathematical derivation of it is given by the work of Tronci et
al. [30] and this elaboration is based upon its manuscript.

DMM solves the multiphase system as a pseudo-single phase system by writing
governing equations for average quantities.
The concept of averaging the mixture properties, which is at the base of the model,
comes out if the single-component transport equations for continuity and momen-
tum balances for a generic phase i are written:

∂αiρi
∂t

+∇ · (αiρiui) = Γi; (2.7)

∂αiρiui
∂t

+∇ · (αiρiuiui) = −αi∇pi−∇ · [αi(τi + τti)]

+αiρig + Mi.
(2.8)

If we sum over the N phases that compose the multiphase system, we have:

∂

∂t

N∑
i=1

(αiρi)︸ ︷︷ ︸
ρm

+∇ ·
N∑
i=1

(αiρiui)︸ ︷︷ ︸
ρmum

= 0. (2.9)

Eq. 2.9 incorporates two new variables, namely the mixture density ρm and the
mixture velocity um:

ρm =
N∑
i=1

(αiρi) ; um = 1
ρm

N∑
i=1

(αiρiui). (2.10)

Exploiting the fact that the sum over all the volume fractions has to give the unity
and introducing a new term uMi = ui − um called diffusion velocity, the DMM
equations become:

∂ρm

∂t
+∇ · (ρmum) = 0; (2.11)
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∂ρmum

∂t
+∇ · (ρmumum) = −∇pm −∇ · (τeff) + ρmg (2.12)

where:

τeff = τm + τTm + τDm (2.13)
and:

τm = −µm

N∑
i=1

[
∇ui + (ui)T −∇ · 2

3Iui
]

; (2.14)

τTm = −µTm

N∑
i=1

[
∇ui + (ui)T −∇ · 2

3Iui
]
− 2

3ρmkmI; (2.15)

τDm = −∇
N∑
i=1

(αiρiuMiuMi) ; (2.16)

µm =
N∑
i=1

αiµi; (2.17)

µTm =
N∑
i=1

αiµTi. (2.18)

The term τm is the viscous stress related to the molecular viscosity defined for the
mixture while τTm is the turbulent stress tensor linked to the turbulent viscosity.
Eventually, τDm is used to consider the stresses generated by the interaction of the
phases composing the multiphase mixture.

The DMM formulation is based on the definition of the diffusion velocity uMi.
In order to compute it, a new variable called relative velocity (ur) has to be
introduced. If, for sake of semplicity, the tractation is restricted to two phases
only in which the subscript 1 refers to the primary continuous phase and the
subscript 2 refers to the secondary disperse phase, the relative velocity is linked to
the diffusive velocities as follows:

uM1 = u1 − um = α2ρ2

ρm
ur; (2.19)

uM2 = u2 − um = α1ρ1

ρm
ur. (2.20)

The relative velocity can be formulated as an algebraic slip relationship or as a
full differential equation, depending on the characteristics of the disperse phase
motion or the level of detail that has to be achieved.
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The two-fluid/multifluid model

The two-fluid model (TFM) is a pure Eulerian formulation that allows to study
the motion of many phases that interact and exchange momentum. Types of mix-
tures that can be treated with this approach are solid/liquid, liquid/liquid and
gas/liquid.
If more than two phases are considered, then the multifluid model (MFM) can be
used as extension of the TFM. It is based upon a formalism that is in complete
analogy to the two-phase model, allowing the solution of polydisperse multiphase
systems with wide size distributions.

TFM and, more in general, MFM differ and extend the Mixture model since they
account for the detailed motion of the secondary phases by solving a momentum
transport equation for each mixture component, making the approach suitable to
treat also multiphase systems in which the instantaneous equilibrium assumption
is not feasible. In this cases, typical for large St numbers, the motion of the dis-
perse phases is governed by both the continuous phase and their own inertia, and
the solution of the phase-dependent velocity field is required to model segregation
or other phenomena related to dimensions of the disperse phase sizes.

The multifluid model does not prescribe any limitation about the maximum num-
ber of coexisting phases that can be simulated, but constraints are put by modern
computer architectures. Large systems with more than three secondary phases
require an important computational effort which is, in many cases, not affordable
for real-scale industrial applications. The convergence behavior can be affected
from the number of phases also, since increasing them usually corresponds to an
increase in the problem complexity.
TFM and MFM solve a number of equations that is a function of the number
of phases considered and, while the pressure equations is shared, momentum and
continuity equations are computed separately for each phase.

The continuity equations of a two-phase granular model with no temperature
changes written for a continuos (Equation 2.24, generic fluid phase g) and a dis-
persed phase (Equation 2.25, generic solid phase θ) can be written as [31]:

∂αgρg

∂t
+∇ · (αgρgug) =

N∑
θ=1

(ṁθg − ṁgθ); (2.21)

∂αθρθ
∂t

+∇ · (αθρθuθ) =
N∑
θ=1

(ṁgθ − ṁθg) (2.22)

where αg and αθ are the gas and solid phase volume fractions, ρg and ρθ the
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gas and solid density, respectively, ug the velocity vector for the gas phase, and uθ
the solid phase velocity vector.

Note that θ serves as index for the secondary N solid phases and the sum of all the
related volume fractions gives the total solid quantity, labeled with the subscript
s. The sum of the whole solids and the continuous phase has to give the total
volume of the multiphase mixture:

N∑
θ=1

αθ = αs; αs + αg = 1. (2.23)

In the case of no mass transfer mechanisms, the momentum balances have the
form:

∂αgρgug

∂t
+∇ · (αgρgugug) = −αg∇p+∇ · τ g + αgρgg +

N∑
θ=1

Rθg; (2.24)

∂αθρθuθ
∂t

+∇ · (αθρθuθuθ) = −αθ∇p−∇pθ +∇ · τ θ + αθρθg

−Rθg +
N∑

ϑ=1;ϑ/=θ
Rϑθ

(2.25)

where p is the pressure shared by phases, τ g and τ θ are the gas and solid stress-
strain tensor, respectively:

τ g = αgµg
[
∇ug +∇(ug)T

]
−
(2

3αgµg

)
(∇ · ug) I; (2.26)

τ θ = αθµθ
[
∇uθ +∇(uθ)T

]
+ αθ

(
λθ −

2
3µθ

)
(∇ · uθ) I. (2.27)

Equation 2.26 and 2.27 share the same structure but the latter considers the ex-
change of momentum induced by particles translations and collsions through the
solids shear viscosty µθ and the solids bulk viscosity λθ, accounting for the resis-
tance of the granular particles to expansion and compression.

2.4.1 Granular Flows
Granular flows are defined as fluid-particle mixtures in which particle-particle in-
teractions have an important role, together with the shear-induced stress due to
the flow motion, in the momentum exchange mechanism [32]. These flows are
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composed by a primary carrier phase and a disperse one, namely a granular mate-
rial, which consists of a large collection of solid particles, big enough to make the
Brownian motions irrelevant [33].
Granular flows are, therefore, dominated by particle-particle collisions; this means
that the volume fraction has to be large enough to induce interactions between
discrete entities. Examples of this kind of flows are quite various, ranging from
fluidized beds to mining and milling operations, from ploughing to abrasive water
jet or machining, food processing and debris flows.

It is known that the mechanics governing granular flows and, more in general,
multiphase flows can present big differences with respect to single-phase systems,
especially if high-loading (dense flows) is considered. The motion of the primary
phase, at certain volume fractions, can be strongly influenced by the particles
physics and momentum exchange between phases can not be neglected. Early
studies on rapid granular flows usually consider particle-particle interactions as
simple binary collisions employing the so-called hard particle model, where most
of the real behavior of the solid phase is neglected or simplified. In contrast to
the previous approach, the soft particle model firstly proposed in late seventies is
aimed at taking into account the rheology of the solid phase and its elastic behav-
ior when collisions take place.

Depending on the flow pattern, that is, the typology of the flow studied, granular
flows can be classified according to their inertia:

• slow granular flows: simplified flows where the random kinetic energy is
neglected and quantities related to it, such as the granular temperature, are
not modeled;

• rapid granular flows: particle-particle and particle-wall interactions have
major effects on the mixture hydrodynamics and their effects can not be
neglected.

This sub-chapter is aimed at introducing physical principles that govern the mo-
tion of rapid granular flows.

At high shear rates, indeed, the collisionless behavior assumed for slow, dilute
fluid-solid flows does not hold anymore and impacts often results in dilation that
make the granular material behave like a molecular gas [32]. In this kind of flows,
the kinetic energy associated to particles velocity can be decomposed into averaged
and fluctuation components. The energy contribution due to random motion is
treated in analogy to the concept of thermodynamic temperature, introducing the
concept of granular temperature, whose basic translational definition reads as [28]:
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Θs = 1
3 |u
′
s|2 (2.28)

where u′s represents the fluctuating velocity of the solid phase in the Euclidean
space.

2.4.2 The Kinetic Theory of Granular Gases
Modeling approaches for multiphase flows here presented are largely based upon
the so-called kinetic theory of granular gases [33].
The expression granular gas is referred to the existing analogy between the be-
havior observed for granular mixtures and classic gases, where the molecules are
massively spaced and interacts through collisions.
The main difference between molecular and granular gases consists in considering
granular particles as inelastic entities, that is, each collision is a dissipative event
and some of the energy is converted irreversibly into heat. Due to this reason, it
is necessary to inject energy into the system to keep it in motion.
Moreover, particles are usually carried by lighter fluids, for example air or water,
and they are subject to aggregation and breakage, attrition or coagulation (e.g.
colloidal mixtures). All these phenomena make the analysis of granular flows dif-
ficult.

Granular gases can be characterized by macroscopic fields such as granular tem-
perature, velocity or density.
A gas, for example, moves at a velocity whose macroscopic definition is obtained
by averaging the single molecule velocity. The random motion of the gas particles
can be obtained by subtracting the macroscopic velocity to the instantaneous one
and the local thermodynamic temperature of the gas is related to the average of
the square of the fluctuating velocity components. This is the definition of tem-
perature that comes from statistical mechanics and it is similar to the definition
of granular temperature, being defined as described by Equation 2.28, where the
mean square of velocity components are those of grains fluctuations.

Kinetic theories are used to describe the dynamics of granular flows and they all
assume that particles are able to interact through dissipative collisions only [33].

Some Notes about the Standard Kinetic Theory

The standard kinetic theory, or kinetic theory of gases, states that a gas is an
ensemble of microscopic entities which randomly moves and exchange momentum
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through particle-particle and particle-wall (if confined) collisions. These molecules
are supposed to have large inter-particle spaces, meaning that most of the volume
that they occupy is empty, with the following assumptions and hypotheses:

• molecules size is small compared to the volume that they occupy;

• molecules are in constant (random) motion;

• the number of molecules is large enough to make a statistical treatment
applicable;

• the interaction between molecules is limited to collisions;

• the average kinetic theory of gas particles depends on the absolute temper-
ature of the gas only.

The kinetic theory explains macroscopic properties of gases, such as temperature,
pressure or viscosity, as a result of interactions that the fluid exhibits at molecular
level, obtaining these fields by averaging microscopic properties.

Collisions are supposed to be always inelastic since part of the kinetic energy is
dissipated and lost during impacts. Grains are assumed to be rigid and collisions
instantaneous. Particles velocity before and after the collisions are related via the
coefficient of restitution e which describes the effectiveness of the impact and the
quantity of energy lost.

Collisions can be studied by introducing the concept of friction or not. If im-
pacts are supposed to be frictionless, then the velocity of the colliding particles
does admit only normal components while when the friction is taken into account,
collisions are charachterized by an impulse having a normal and tangential com-
ponents.
According to Vescovi [33], two approaches have been proposed to account for the
friction behavior of particles.

The first one introduces the angular momentum and the spin of each molecule as
key quantities, and relations accounting for the spin energy and the angular mo-
mentum conservation have to be included in the granular temperature definition.

The second model applies when friction has a minor role (small values of the
friction coefficient µ) and the effect of tangential contacts can be included in a
global restitution coefficient. This approach is less rigorous than the one cited
before but it has been proven to well perform when included in the hydrodynamic
equation.
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Some Notes about the Extended Kinetic Theory

The Extended kinetic theory is derived from the standard kinetic theory in order
to improve the prediction capability for the rate of collisional dissipation when
repeated collisions drive the motion of granular flows [33].
The basic idea behind the revised theory is that enduring impacts between granu-
lar flow particles reduce the collisional dissipation even though the momentum is
still exchanged. Due to this phenomenon, the dissipation rate is actually reduced
by the stresses caused.

It is worth to underline that the extended kinetic theory is based upon phenomena
observation and it is intended to extend the standard kinetic theory incorporating
the pre-collisional velocity correlation.

2.4.3 Turbulence Modelling
Turbulence modelling for multiphase flows is still a challenging and unresolved
task for the scientific community since the construction of reliable models with a
solid theoretical ground is still far from being achieved. The inclusion of interphase
effects and phases interactions still need the usage of semi-empirical laws based
upon experimental data that make the models case-sensitive, restricting their ap-
plicability to the narrow set of applications which they are written for. Available
models are usually obtained by extending single-phase ones considering a proper
formulation able to compute fields for a given multiphase regime.

Due to the modelling strategies adopted, two different turbulence formulations
have been used:

i single-phase turbulence modelling, through the k − ε realizable model, for
spiral jet milling;

ii Euler-Euler multiphase turbulence modelling, through the k−ε RNG model
(disperse formulation), for calculating the fluidization behaviour in fluidized
bed reactors.

The detailed description of the two multiphase models is given in the related
application sub-sections.

2.4.4 Polydispersity
Real populations of particles usually show a various range of different sizes known
as polydispersity. In many cases, the distribution of diameters is so wide that it
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is not possible to approximate the whole population with one class only, making
the monodisperse assumption unfeasible.
Moreover, common mechanisms in gas-solid flows such as aggregation, breakage
and growth change considerably the particles size during the process, requiring
a computational framework able to work with polydisperse distributions. The
precise description of each possible particle dimension, theoretically available in
Lagrangian methods, is not mathematically (because two-fluid methods work with
average properties) and computationally possible, since the addition of many par-
ticles classes in a fully coupled solution would require a huge computational power.
In this framework, population balance modelling (PBM) constitutes a powerful and
affordable method to track in time and space the evolution of a large collection of
polydisperse particles through population balance equations (PBE).

2.5 Interfacial forces
If spherical particles with large inertia are considered, that is particles of hundreds
of micron diameter, drag is the largely dominant body force and other contri-
butions, such lift, can be safely neglected. This work is specifically written for
providing the notions necessary to study the motion of gas-solid particles with
the particular application of polyolefins polymerization and spiral jet milling and
therefore, besides drag, only turbulent dispersion effects are described.

The interaction between the gas and the disperse phases can be effectively modeled
as the product of a coefficient K by the relative velocity between the gas and the
solid phases and adding its contribution to the momentum equation:

N∑
θ=1

Rθg =
N∑
θ=1

Rgθ =
N∑
θ=1

Kθg (uθ − ug) . (2.29)

The same equation structure can be used to consider the interactions between
disperse phases:

N∑
ϑ=1

Rϑθ =
N∑
ϑ=1

Rθϑ =
N∑
ϑ=1

Kϑθ (uϑ− uθ) . (2.30)

Kθg and Kϑθ indicate the gas-solid and solid-solid exchange coefficients, respec-
tively.

The detailed description of the models used to account for body forces is given in
the applications sections.
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2.6 Definition of the Numerical Approach
Despite the enormous technological progress of modern computers, the computa-
tional cost associated to Eulerian-Lagrangian simulations makes them often unaf-
fordable.
Let us take the example of spiral jet milling. The solid holdup inside a typical
system is usually between 5 g and 30 g and the average particle size may vary from
less than 1 µm (micronized powders) to more than 300 µm (raw powders) [34].
Assuming that a mass of 20 g of a powder with density ρs = 1300 g/m3 and an
average diameter of 50 µm is contained in a given instant within the micronization
chamber of the spiral jet mill, it is possible to estimate that 2.35 · 108 particles are
present inside the system. The size reduction mechanism inside these apparatus
is based upon particle-particle and particle-wall collisions which need, according
to Bná et al. [9], a time-step down to 10−8-10−10s to be correctly described in a
Lagrangian framework.
These data clarify that this physics makes the aforementioned approach not suit-
able to model the motion and interactions (e.g., collisions) between particles in
spiral jet milling or for fluidized bed reactors applications.

The Lagrangian tracking of non-interacting particles constitutes a valid option to
investigate the distribution of particles of different diameters within the grinding
chamber with a limited computational cost, especially if they are transported over
a frozen flow-field, assuming a negligible coupling between the phases at the ini-
tial stages of the process (i.e., very low volume fraction). Fluidized beds imply a
strong coupling between phases, while the spiral jet milling analysis, in this work,
is aimed at developing a method to study particles motion and breakage at process
time-scales. Both phenomena cannot be, therefore, studied availing of Lagrangian
transport.

According to Krishnan [29], the choice of the right model has to be done considering
the level of coupling between phases, their volume fractions and the interface
typology, as shown by Table 2.2.
While the multiphase flow field inside fluidized bed reactors can be considered
fully mixed and strongly coupled, spiral jet milling is supposed to have two major
functioning regimes:

1. dilute or very dilute regime at initial stages of the process, when the solid
phase is being injected in the grinding chamber;

2. dilute to dense regime with localized regions of high loading, depending on the
position within the milling chamber. The average solid volume fraction inside
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Table 2.2: Models applicability. ITM stands for the interface tracking methods, MiM
indicates the mixture model while TFM/MFM stand for the two-fluid/multifluid models.

ITM MiM TFM/MFM

stratified/free-sur. slurry slurry and FBR

Flow Regime slug flows bubbly flows bubbly/droplet flows

droplet flows particle-laden flows

Particle load - dilute to mod. dense dilute to dense

Phase coupling weak to moderate weak weak to strong

Stokes Number all ranges St<< 1 all ranges

the spiral jet mill when the micronization starts is estimated to be 5 ·10−3 to
10−2[34]. It is known that large particles tend to move towards the periphery
of the grinding chamber while smaller ones progressively move towards the
classificator to leave the system. This classification phenomenon reasonably
induces local concentration of solids in the outer part of the chamber, making
the flow moderately dense or dense just in these regions.

In this framework, two different Eulerian-Eulerian approaches are chosen for the
studied applications:

1. the polymerization process and the polyethylene particles distribution within
fluidized bed reactors are modeled through a CFD Eulerian-Eulerian Multi-
fluid model;

2. the spiral jet milling process is studied through i) single-phase CFD simula-
tions to understand the influence that the caking mechanism has on the gas
velocity field and ii) by building a simpflied and decoupled Eulerian model
to exploit the gas velocity fields computed through CFD for calculating the
solids distribution and breakage kinetics.

The detailed description of the approaches and models used is reported in the
following chapters.
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Chapter 3

Population Balance Modelling

As described in the previous chapter, Eulerian-Eulerian methods do not triv-
ially model polydispersity such as, for example, Lagrangian approaches and ac-
counting for changes in the particle size due to collisions or growth requires a
proper modeling strategy. To this end, population balance modeling definitely
constitutes a valid option to track in space and time the particle size distribution
(PSD).

The following chapter is aimed at giving an insight on the theory and the mathe-
matical description of population balance equations, as well as the solution meth-
ods usually employed to solve them numerically.
Infomation given is strongly based upon the work of Marchisio & Fox, reported
in the book "Computational models for polydisperse particulate and multiphase
systems" [35], the work of Ramkrishna, reported in the book "Population Balances.
Theory and Applications to Particulate Systems in Engineering" [36] and the work
of Kumar & Ramkrishna [37–39].

3.1 Population Balance Equation (PBE)
The Population Balance equation is a continuity relation written as a number

density function. It means that a balance is written for a particle set in arbitrary
sub-regions of the physical space Ωx and the phase space Ωξ with boundary de-
fined as ∂Ωx and ∂Ωξ.

The form of a particle-number Population Balance Equation (PBE) can be written
as:
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∂

∂t

(ˆ
Ωx

dx
ˆ

Ωξ
dξ · nξ

)
+
ˆ

Ωξ
dξ
ˆ
∂Ωx

(nξu) · dÃx +
ˆ

Ωx

dξ
ˆ
∂Ωξ

(
nξξ̇

)
· dÃξ

=
ˆ

Ωx

dx
ˆ
∂Ωξ

dξhξ (3.1)

where u is the velocity vector of the particles, ξ is the phase-space or internal
coordinates vector, nξ is the number density function to the internal coordinates,
ξ̇ is the continuous rate of change in phase space, and hξ is the discontinuous jump
function representing discrete events.
Regarding the physical meaning of terms appearing in Equation 3.1, the first
term of the left-hand side is an integral over the whole considered domain which
represents accumulation. The second term is a surface integral taken over the
boundaries of the control volume which is related to net flux due to convection
in the physical space while the third term represents the convection in the phase
space.
The presence of the last two terms indicates that a particle can move inside the
domain thanks to the particle velocity u, which is a physical property, while the
evolution inside the phase space is described by the rate of change of the internal
coordinate (e.g., species concentration, particles volume, particle length scale,...)
with respect to the time. The latter is called internal-coordinate velocity.

At this point it is worth to underline that, depending on the evolution behavior of
the i-th internal coordinate considered, ξ can change continuously or discontinu-
ously:

• a process is called continuous if the internal coordinate considered changes
with a time scale much smaller than the one characterizing the solution of
the PBE;

• a process is called discontinuous if the phase-space variable evolves in such
a way that the length scale of the discrete events is of the same magnitude
order of the particle size.

For example, the particle growth due to molecular deposition on the surface of
other particles can be considered a continuous phenomenon since it takes place in
a time that is much smaller than the one related to the particle time and length
scale. Its mesoscale description is given by the third term of Equation 3.1 (left-
hand side).
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Instead, if the size of particles increases because of collisions that make them ag-
gregate, we are in presence of a discontinuous process that causes a rapid variation
in phase space properties, which is well-described by the right-hand side of Equa-
tion 3.1.

It is possible to convert boundary integrals into volume integrals applying the
Reynolds-Gauss theorem:

∂

∂t

(ˆ
Ωx

dx
ˆ

Ωξ
dξ · nξ

)
+
ˆ

Ωx

dx
ˆ

Ωξ
dξ ∂
∂x
· (unξ) +

ˆ
Ωx

dx
ˆ

Ωξ
dξ ∂
∂ξ
· (ξnξ)

=
ˆ

Ωx

dx
ˆ
∂Ωξ

dξhξ. (3.2)

According to Marchisio & Fox [35], Equation 3.2 is satisfied for any arbitrary
physical and phase control volume, Ωx and Ωξ, if the following relation holds:

∂nξ
∂t

+∇x · (unξ) +∇ξ · (ξnξ) = hξ. (3.3)

It is worth to notice that, while x and u are standard objects usually found in
continuum mechanics with a simple physical meaning, the vector ξ is a generalized
vector in which are stored information about internal coordinates.
As usual for this kind of relations, an exact solution for Equation 3.3 exists only
for very simplified cases, often driven by very stringent assumptions.
For almost all the problems of engineering interest, it has to be solved numerically
with proper initial and boundary conditions, in order to obtain a solution able to
provide NDF information for each time instant and physical point of the compu-
tational grid.

Depending on the number of internal coordinates considered, the PBE is said to
be:

• univariate: the PBE is described by one internal coordinate only, for example
the particle length (ξ = L);

• bivariate: the PBE is described by two internal coordinates, for example the
particle volume and the particle surface area (ξ = (v, A));

• multivariate: the PBE is described by more than two internal coordinates.
Another important case is referred to the level of coupling between internal and
physical coordinates. If the particle motion is characterized by its own velocity dis-
tribution, then the internal coordinate can coincide with the particle-velocity vec-
tor and the equation is called Generalized Population Balance Equation (GPBE).
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Since the motion of the secondary phase becomes a variable of the Population
Balance Model, the solution of the equations is much more demanding.
This discussion is anyway limited to the standard PBE and all the information
given in the continuation of this document does not consider the velocity as an
internal coordinate.

Assuming that the internal coordinate is the particle volume (for an univariate
PBE), the equation for the number density function, n (v, t), is defined as [28]:

∂

∂t
[n (v, t)] +∇ · [un (v, t)] +∇v · [Gvn (v, t)] =

1
2

ˆ v

0
a
(
v − v′ , v′

)
n
(
v − v′ , t

)
n
(
v
′
, t
)

dv′ −
ˆ ∞

0
a
(
v, v

′)
n (v, t)n

(
v
′
, t
)

dv′+
ˆ

Ωv

pg
(
v
′)
β
(
v|v′

)
n
(
v
′
, t
)

dv′ − g (v) , n (v, t) (3.4)

where the last term of the left-hand side represents the growth term, the first
term of the right-hand side models the birth of particles due to aggregation, the
second term of the right-hand side is the death of particles due to aggregation, the
third term of the right-hand side describes the birth due to breakage while the last
term the death due to breakage events.

The initial and boundary conditions are, respectively: n (v, t = 0) = nv

n (v = 0, t)Gv = ṅ0
(3.5)

where ṅ0 is the nucleation rate in
[
particles
m3·s

]
and Gv is the growth rate based on

particle volume expressed in
[
m3

s

]
.

As cited before, one can see the similarities between Equation 3.2 and Equation
3.4: on the last part of the left-hand side are visible particles growth terms while
the right-hand side represents a source term which is used to describe discrete
events (aggregation and breakage).
One important information regarding the units that the reader will find in the fol-
lowing pages has to be given: birth rates and death rates, as well as the growth rate
in the last term of the left-hand side of Equation 3.4 are expressed as [s−1 ·m−3].
In order to make concepts regarding balances of particles clearer, in some cases,
the same unit is reported as [particles · s−1 ·m−3], without changing the physical
meaning of the expression.
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This work is focused on particle growth (polyolefins polymerization) and particle
breakage (spiral jet milling) only. Therefore, a critical review on PBE equations
is given with a particular emphasis on these two mechanisms.

3.2 Solution Methods for PBEs
Scientific literature offers a variety of methods to solve Population Balance

Equations. This work focuses on the description of methods that can be used for
solving a limited number of internal variables, also referred as coordinates, such as
particle size, without extending the discussion to kinetic formulations incorporat-
ing the velocity, such as the Generalized Population Balance Equation (GPBE).
This chapter is therefore aimed at briefly describing the three most popular ap-
proaches nowadays used for numerically solving PBEs:

• the Class Method (CM), that discretizes the internal coordinate space to
directly solve the PBE;

• the Method of Moments (MOM), whose formulation relies on the solution of
a limited number of moments of the original number-density function instead
of the NDF itself;

• the Quadrature-Based Moments Methods (QBMM), consisting in a family of
approaches that are based upon the approximation of the number-density
function with a Gaussian quadrature, to solve the closure problem of MOM.

3.2.1 Class Method (CM)
The Class or Discrete Method solves the Population Balance Equation by dis-
cretizing the internal coordinate space into a certain number of bins, or classes, to
obtain a set of balance equations.
If we work with an univariate PBE and we choose the particle volume v as unique
internal coordinate, we can use the number-density function n (t,x, v) to write the
generic transport form of the PBE as:

∂n

∂t
+ ∂

∂v
(vn) = ∂2

∂v2 (Γn) + S. (3.6)

If Ni ≡
´ vi+1
vi

n (t,x, v) dv is the number density in the interval i, then the dis-
cretized form of Eq. 3.6 is [40]:

∂Ni

∂t
+∇ · (uiNi) +

ˆ vi+1

vi

∂

∂v
(G, n) dv =

ˆ vi+1

vi

Sdv (3.7)
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where ui is the i-th class velocity. In order to close integrals of Eq. 3.7, a
functional form for them has to be assumed.
Developing the early work of Hidy & Brock [41], Kumar & Ramkrishna [37–39]
proposed a number-density function approximation of the form:

n (t,x, v) =
M∑
i=1

Niδ (v − ζi) (3.8)

which basically concentrate all the particles of the bin around a pivotal point
ζi (the volume representing the entire population of a class) and assume an homo-
geneus concentration of the number density in the interval i.

The rate of change of the population number densityNi over time due to nucleation
and growth can be written as [39]:

dNi

dt |nucl.&growth = G(vi)n(v, t)−G(vi+1)N(vi+1,t) +
ˆ vi+1

vi

S(v)dv (3.9)

where G(vi) is the growth rate for particles of size vi.
The representation of pure size-dependent growth processes has been worked out
by Hunslow et al. [42] as:

dNi

dt |growth = G(vi)
vi

(aNi−1 + bNi + cNi+1) . (3.10)

Coefficients a, b and c are estimated by forcing Eq. 3.10 to yield for three moments.
The final form of the time-dependent number density equation is:

dNi

dt |growth = G(vi)
[(

2
1 + r

Ni−1 + rNi

vi+1 − vi−1
− 2

1 + r

Ni + rNi+1

vi+2 − vi−1

)]
(3.11)

with:

n(vi, t) = 2
1 + r

(
Ni−1 + rNi

vi+1 − vi−1

)
. (3.12)

The method developed by Hunslow solves the large oscillations problems shown
by previous implementations in regions where N tends to zero but it makes wrong
predictions near discontinuities.
In order to fix this numerical issue, Kumar & Ramkrishna developed a new dis-
cretization method starting from the general formulation of population balance
equations of Eq. 3.7 but modified for constructing a general framework able to
incorporate discrete events as [39]:
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∂n(v, t)
∂t

+ ∂n(v, t)G(v, t)
∂v

= 1
2

ˆ v

0
n (v − v′, t)n (v′, t) q (v − v′, v′) dv′

− n(v, t)
ˆ v

0
n (v′, t) q (v′, v′) dv + S(v). (3.13)

Eq. 3.13 is the starting point for modeling discontinues such as breakage, aggrega-
tion, nucleation and growth by modifying the form of the right-hand side of such
relationship.
In the very simple case in which q (v′, v′) = 0 and S(v) = 0, denoting that neither
aggregation nor nucleation are taking place, Eq. 3.13 reduces to:

d
dt

ˆ vi+1

vi

n(v, t)dv = 0, (3.14)

meaning that the total number of particles does not change and indicating that
the size ranges change only beacuse of particle growth.
The particle size change can be therefore modeled as simply as:

dxi
dt = G(xi) (3.15)

where the particle size x, related to volume through geometric constaints as-
sociated to the particles shape (e.g., spherical particles), is a pure function of the
particle growth rate G.

If breakage is considered, closure relations for source terms are needed and Kumar
& Ramkrishna exploited the same discretization approach (i.e., the fixed-pivot
method) to assign the new born elements coming from breakage of larger particles
to the nearby pivots to preserve at least two integral properties (usually number
and mass of particles) of the number-density function.
The generic form of the right-hand side of Eq. 3.7 accounting for aggregation
and breakage written for particle volume (following the notation used for particle
growth) is [40]:

ˆ vi+1

vi

S(v)dv = 1
2

i−1∑
j=1

Nj

(v′j ,v′k)∈Ii∑
k

a(v′j, v′k)Nk −Ni

M∑
j=1

a(v′i, v′j)Nj

+
M∑
j=1

b(v′j)Nj

ˆ vj

vi

β(v|v′j)dv − b (vi)Ni (3.16)
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where v′j and v′k represents two pivotal points while vi is the volume of the
newly formed particle vi = v′j + v′k. It is clear that in a fixed-sized grid the class i
may not coincide with the pivot of the assigned interval. This causes the overesti-
mation of number-densities, especially for aggregative events, and it results from
the impossibility of changing the position of the pivotal point to satisfy the exact
value of the particles arising from aggregation or breakage of smaller or larger
particles, respectively. In order to solve this problem, the same authors proposed
a new approach incorporating a technique to move the position of pivots [38].
The method, called moving pivot, is based upon the conservation of specific prop-
erties chosen to match the population requirements in terms of size description.

3.2.2 Method of Moments
The Method of Moments (MOM) has been formalized by Hulburt & Katz [43]
to track the evolution of the lower-order moments of polydisperse distribution for
aerosol applications.
Authors basically stated that a general number-density function contains too many
information to be handled effectively in engineering problems. They argued that
a limited number of moments is sufficient to properly describe the temporal evolu-
tion of a distribution instead of the entire PBE. The concept of moment is attactive
because it can be easily coupled to CFD and because of its immediate physical
meaning. MOM, indeed, usually involves the usage of low-order moments that has
a straightforward physical interpretation such as mass, number of particles, etc,
and therefore they are measurable quantities.
For example, if the internal coordinate is particle length, than the moment of or-
der 0, m0, is the total number of particles per unit volume while the moment of
order 1, m1, is the total length density in [m/m3]. Moments ratios can be used to
calculate usefull averages such as the average particle diameter given by the total
number of particles, d10 = m1/m0 or the commonly used surface area-average par-
ticles diameter, d32 = m3/m2.

Limiting the discussion to univariate PBEs and using volume as internal coordi-
nate, the evolution equation for an homogeneous system can be written as [35]:

dmk

dt = Sk (3.17)

where mk is the generic moment m of order k defined as mk ≡
´∞

0 vkndv and:

Sk =
ˆ
vk
[
−∂vn
∂v

+ ∂2

∂v2 + S
]

dv. (3.18)
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In general, the transport equation for a generic moment of order k describing an
homogeneous system undergoing nucleation, growth, diffusion, aggregation and
breakage is:

dmk

dt =
ˆ
Jvkdv + k

ˆ
vvk−1ndv + k(k − 1)

ˆ
vk−2Γndv

+ 1
2

ˆ
β (v, v′) (v + v′)k n(v)n(v′)dvdv′ −

ˆ
vkn(v)

ˆ ∞
0

β (v, v′)n(v′)dv′dv

+
ˆ
vk
ˆ ∞

0
a(v′)b(v′|v)n(v′)dv −

ˆ
vka(v)ndv (3.19)

Eq. 3.19 shows that a number of source terms need a closure, i.e., they have to
be written in terms of moments ranging from order 0 to order k, that is:

dmk

dt = fk(mo,m1, ...,mk). (3.20)

A way to close the system of equations consists in assuming a functional form
for the number-density function by modelling the NDF with a quadrature ap-
proximation, i.e., by approximating the unclosed function with a summation of
N-weighted density functions. This approach gives rise to a set of methods called
Quadrature-Based Moment Methods [44] that are widely coupled to CFD to model
the evolution of polydisperse population of particles.

3.2.3 Quadrature-Based Moment Methods
The Quadrature-Based Moment Methods are a family of approaches that attempt
to solve the PBE by converting the population balance equation onto moment
transport equations [44]. Many different approaches have been proposed, some of
them based upon the usage of a Gaussian quadrature to close the unknown source
terms of the population balance equation. Among them, the Quadrature Method
of Moments (QMOM), firstly proposed by McGraw [45] and later extended to
treat bivariate distributions by Wright et al. [46], approximates the NDF with a
N-node Gaussian quadrature of Dirac delta functions, allowing its application to
a broad variety of engineering cases by tracking 2N transported moments. The
method has been extended to multivariate population balance equations by Yuan
& Fox [47]. The same authors [48] introduced the Extended Quadrature Method
of Moments (EQMOM) to provide a method to study problems needing a contin-
uous recostruction of the NDF instead of the discrete sum of Delta functions as
provided by QMOM.
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For sake of brevity, the discussion is restricted to the Direct Quadrature Method
of Moments (DQMOM) since it is the method used to model the polydispersity in
the CFD-PBM simulations of this work.

The Direct Quadrature Method of Moments

The Direct Quadrature Method of Moments (DQMOM) was firstly proposed by
Marchisio & Fox [49, 50] with the main objective of providing a stable method to
treat multivariate PBE, where QMOM is problematic because of the absence of
robust moment-inversion algorithms [35].
DQMOM tracks transport equations for weights wθ and wighted abscissas wθξθ of
the quadrature node θ instead of moments and this makes an important difference
with respect to QMOM since, if the internal coordinate is the particle size, the
governing equations are written in terms of solid phases volume fractions and di-
mensions.

The distribution function or PSD of can be thought as a summation of a finite
number of Dirac delta functions of the form:

f(x, t, v) =
N∑
θ=1

wθ (x, t) δ [v − 〈v〉θ (x, t)] (3.21)

where N is the total number of delta functions, θ is the quadrature node of the
approximation, wθ (x, t) is the weight associated to it and:

δ [v − 〈v〉θ] = δ (v − 〈v〉θ) . (3.22)
〈v〉θ (x, t) is the internal coordinate of node θ in the case of monovariate distri-
butions, for which the population balance equation is characterized by particle
volume.
Each quadrature node represents a different particle class.
If an univariate system is considered, the PBE assumes the form:

∂n

∂t
+∇ · (〈u|v〉n) + ∂

∂v
(Gn) =

ˆ
Sdu. (3.23)

Transport equations for weights and abscissas have the form [51]:

∂n

∂t
+∇ · (〈u〉θ wθ) = swθ ; (3.24)

∂n

∂t
+∇ · (〈u〉θ wθξθ) = swvθ (3.25)
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where 〈u〉θ = 〈u|vθ〉 is the velocity of the quadrature node θ while swθ and swvθ
are the unknown source terms.

A moment-inversion algorithm is only needed at the beginning for initializing DQ-
MOM variables, reducing the algorithm complexity especially if a large number of
quadrature nodes is employed.

The first (2N − 1) moments of the weight function can be used to find N weights
and N abscissas. In order to do that, a system of non-linear equations as the one
reported below has to be solved:

m0 =
N∑
θ=1

wθ,

m1 =
N∑
θ=1

wθξθ,

... (3.26)

m2N−2 =
N∑
θ=1

wθξ
2N−2
θ ,

m2N−1 =
N∑
θ

wθξ
2N−1
θ .

The smartest way to solve the Equation-set 3.26 consists in using algorithms ap-
plied to exploit the recursive relationship of Equation 3.27:

Pθ+1 (ξ) = (ξ − aθ)Pθ (ξ)− bθPθ−1 (ξ) , θ = 1, 2, ... (3.27)
These algorithms are less prone to initial guesses than well-known Newton-Raphson
and their convergence to the final solution is ensured by conditions on the consis-
tency of the moment set.
The recursive relation, in matrix form, is given by:
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ξ



P0 (ξ)
P1 (ξ)
P2 (ξ)
P3 (ξ)

...
PN−2 (ξ)
PN−1 (ξ)


=



a0 1 . . .
b1 a1 1
... b2 a2 1

b3 a3
. . .

. . . . . . . . .
. . . aN−2 1

bN−1 aN−1





P0 (ξ)
P1 (ξ)
P2 (ξ)
P3 (ξ)

...
PN−2 (ξ)
PN−1 (ξ)


+



0
0
0
0
...
0

PN (ξ)


(3.28)

The eigenvalues of the tri-diagonal matrix of the System 3.28 are the roots of
the polynomial PN (ξ). A Jacobi matrix can be obtained by making a diagonal
similarity transformation, without changing the eigenvalues:

J =



a0 b
1/2
1 . . .

b
1/2
1 a1 b

1/2
2

... b
1/2
2 a2 b

1/2
3

b
1/2
3 a3

. . .
. . . . . . . . .

. . . aN−2 b
1/2
N−1

b
1/2
N−1 aN−1


(3.29)

The weight associated to each node can be computed according to the equation:

wθ = m0ϕ
2
θ1 (3.30)

where ϕθ1 is the first component of the θ-th eigenvector ϕθ of the Jacobi matrix.

As it can be seen by the matrices reported above, the numerical procedure requires
the knowledge of coefficients aθ and bθ. Their value can be computed resorting
the orthogonality condition, exploiting the moments of the distribution. In order
to effectively carry out these operations, the Wheeler [35, 52, 53] or the product-
difference [35, 54] algorithm represent a valid option.

Increasing the number of nodes enhance the accuracy of the approximation but it
is also known to increase the probability of having similar quadrature nodes. This
is not recommended to prevent singularity and ill-conditioned systems [35].

Besides its robustness and the possibility of working without any moment-inversion
algorithm, DQMOM is effective in modelling segregated systems bacause each
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quadrature node corresponds to a specific solid phase advected with its own veloc-
ity field. Quadrature nodes are directly related to the particle sizes through the
transported effective size wθξθ and momentum equations are updated with correct
class diameters during the computation.

3.2.4 Solution Method Selection
The selection of the solution method is based upon the physics of the system of
interest and the computational effort required to run the simulations.

The Class Method needs a numerous number of bins to properly described poly-
disperse population of particles, especially if they have bimodal shape or they are
very polydisperse. This results in the necessity of tracking many particles classes,
causing computationally intensive models that cannot be afforded for describing
large and complex real-scale industrial systems such as spiral jet mills. A CFD-
PBM fully coupled solution based upon this approach is not possible.

The Quadrature Method of Moments would constitute a good option because of
its computational efficiency and its intrinsic conservativeness. QMOM does not
allow for considering the different inertia of polydisperse particles class because
the solid phase is entirely advected with the same velocity, making the modeling
of segregated systems impossible.

The Direct Quadrature Method of Moments provides the best modelling frame-
work for applications in which an important effect induced by phases segregation is
expected. Fluidized bed reactors for polyolefins production need solid segregation
to classify particles that can leave the system from particles that are continuosly
sustained by the gas flow to undergo polymerization. For these reasons, DQMOM
is the chosen solution method for CFD-PBM coupling in this work.

Spiral jet mills base their working principle upon the aerodynamic classification
mechanism and velocity differences between solid phases are of paramount impor-
tance in defining the radial position of particles within the micronization chamber.
The large computational power required to run fully coupled CFD-PBM simulation
on real-scale system for interesting time-scales is unaffordable by modern comput-
ers architectures [9, 34]. For this reason, it is decided to model the micronization
process availing of an uncoupled CFD-PBM model in which population balance
equations are discretized through a class method with a logarithmic scale, whose
extremes come from experimental raw and final PSD. The gas velocity field is
computed through single-phase CFD simulations and it is used as input in a 1D
finite volume code to calculate the solids velocity and breakage kinetics.
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Chapter 4

Application 1: Spiral Jet Milling

This chapter presents the numerical models used to study the spiral jet miling
process with the aim of understanding how the caking phenomenon influences the
gas flow fields inside the micronization chamber.
The second part of the work deals with the derivation of a novel computational
approach able to describe the micronization process at steady-state operation by
using the gas velocity profiles computed through CFD simulations and calculating
the breakage kinetics of lactose and paracetamol using a semi-empirical kernel
tuned over experiments.
The proposed model aims at developing a robust computational strategy to predict
output particle size distributions at process time and size scales.

4.1 Process Description and Current Modelling
Capabilities

4.1.1 The Spiral Jet Milling Process
Spiral jet milling (SJM) is a widely used industrial process able to reduce in size
solid particles without the usage of any mechanical or moving part. The appli-
cation fields of this technology are different, ranging from the micronization of
pigments or mineral materials to the production of APIs (active pharmaceutical
ingredients) for the pharmaceutical industry [55].
The absence of mechanical components in relative motion avoids powders contam-
ination and leads to the possibility of obtaining highly pure and very fine particles
with a narrow particle size distribution (PSD). Pharmaceutical active substances
are micronized to achieve selected sizes, to increase specific surface area which en-
hances their dissolution rate, to maximize drug bioavailability and to dry powders
from solvents used during the crystallization process [56].
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SJM is often added at the end of a separation process (such as crystallization or
freeze-drying) to tailor and homogenize the PSD [57].

Their simple working principle consists in using a high-speed gas flow to mill solid
particles (see schematic in Fig. 4.1). Raw powders, with usually a mean parti-
cle or crystal size of 300-700 µm and a solid feed rate of 0.5-300 kg/h [55], are
entrained into the gas flow and injected into a cylindrical volume called grinding
or micronization chamber. In the latter, a high-speed dry air or nitrogen flow is
guaranteed by a variable number of nozzles (from 4 to 12, depending on the mill
dimensions).

(a) working principle (b) powder inlet typologies

Figure 4.1: Spiral jet milling working principle and system schematic.

The position and the orientation of the nozzles (showed as angle β in Fig. 4.1a) are
set to establish a vigorous swirled flow within the chamber. The gas gathers and
moves the particles, accelerating and making them collide, striking one against the
other and impacting the chamber walls. The collisions cause mechanical stresses on
powder crystals, ending in fragmentation and breakage. The particles size reduc-
tion is usually controlled by changing the solid feed rate and the so-called grinding
pressure, that is the pressure at the nozzles inlets. The latter is set depending on
the particular powder milled and it usually ranges from 4 to 12 bar(g)*.
Spiral jet mills are built in two variants, according to the position of the powder
feeder: the first has the feeder located tangentially to the milling chamber (Fig.
4.1b, top), the second has the feeder located with an inclination on the upper

*The bar(g) is a unit indicating gauge pressures. For example, a pressure p = 2 bar(g) is
equal to pg = 2 bar which is equal to pabs = 2 + patm, where the subscript atm indicates
"athmospheric".
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Figure 4.2: Schematic of the forces acting on a particle moving within the micronization
chamber. Note that the subscript r indicates radial while the subscript t stands for
tangential.

plate of the micronization chamber (Fig. 4.1b, bottom). To the best of the author
knowledge, there are no studies in the literature in which the effects of these dif-
ferent approaches has been investigated to assess which has the best comminution
efficiency.

As depicted by the schematic of Fig. 4.2, the solid particles classification (which
governs the PSD in the outlet stream) is determined by the balance between drag
and centrifugal forces experienced by the particles, and thus by the radial and
tangential components of the velocity and particle size/mass. Centrifugal forces
drive the larger particles to the outer periphery and away from the mill outlet,
while drag forces dominate for finest particles that are carried out of the mill with
the process gas.

4.1.2 Particles Dynamics and Breakage in Spiral Jet Milling
The comprehension and the preliminary discussion of particles motion are manda-
tory to understand which flow properties influence the solids trajectory and to
correctly analyze the micronization process.
In spiral jet mills, the particles position is determined by a force balance in which
the competitive effects of radial and tangential components of velocity induce drag
and centrifugal forces (see Fig. 4.2). A certain slip between particles and the fluid
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velocities is established with a magnitude that is function of the object inertia
(diameter and density), as showed by a early work of Konno & Saito [58, 59].
The quantity of solid particles that is instantaneously present within the grinding
chamber is called mass holdup and essentially defines the spatial-average particu-
late loading. The mass holdup, W, is related to powder feed-rate, ṁs,in, and the
average resident time of particles, rts, (usually 10/15 s up to more than 100 s as
showed by Mueller et al. [60]) inside the grinding chamber, reaching usual values
of 5 to 30 g of powders [9]:

W = ṁs,inrts. (4.1)
The higher is the mass holdup, the lower is the average inter-particles distance,
with collisions that become more frequent when the solid feed-rate is increased.
The ratio between solid and gas volume fraction, κ, gives the relative volume of
particles with respect to the carrier phase:

κ = αs

αg
= αs

1− αs
(4.2)

where αs is the average solid phase volume fraction.
The inter-particles (non-dimensional) distance, L/ds, can be estimated availing of
parameter κ, through the relation given by Crowe et al. [61]:

L
ds

=
(
π

6
1 + κ

κ

)1/3
. (4.3)

When the local αs approaches 10−2 or larger values, the particles motion can in-
fluence the gas flow-field and the inter-particles collisions may change significantly
the particle trajectory.
Eq. 4.3 clearly shows that increasing the solid volume fraction results in an in-
crease in the volume fraction ratio that causes a reduction on the inter-particle
distance. Averaged quantities obtained from pure mass-flow analysis usually pre-
dict a dilute flow condition, with L/ds ranging between 15 and 30.
The knowledge of the single-phase gas flow field is important to understand the
particles driving force origin and the gas velocity maps in regions expected to have
dilute concentrations. A certain quantity of the particles moving within the grind-
ing chamber, indeed, aggregates on walls (Sowa et al. [62]) while the remaining
part is more or less evenly distributed in the micronization volume, except for re-
gions near corners. The latter can be used to compute the average volume fraction
associated to particles that are not clustered and that are actually moving.
If, for example, the process takes place in a 200 mm spiral jet mill and 10 g of
particles with a density of 1300 kg m−3 are assumed to move within the chamber,
it is possible to compute an average particulate loading ranging between 5 · 10−3
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and 10−2, making reasonable the assumption of having a dilute flow condition (i.e.,
the solid particles do not influence the fluid flow).
The tendency of a particle to follow the fluid stream is strongly dependent on the
Stokes number (St, defined in Table 2.1) that represents the ratio between the
characteristic time of particles or droplets to the characteristic time of the fluid
that moves them.
St is proportional to particle density, the square power of particle diameter and
a characteristic velocity that can be defined as the average gas velocity. It is,
instead, correlated to the inverse of the gas viscosity and a characateristic length
that, according to Zhang et al. [63], is the chamber diameter for spiral jet mills.
For St<< 1 the particles inertia is negligible if compared to body forces exerted by
the fluid and they strictly follow the primary phase streamlines. If St approaches
or exceeds the unity (St≈1 or St> 1), then particles can detach from the carrier
fluid. Bnà et al. [9] reports a four order of magnitude St number variation from
10−3 (ds = 1 µm particles following the gas flow) to 10−1 (ds = 100 µm, particles
moving with their own inertia), indicating that its range within the spiral jet mill
can be wide and the particles motion typology in the chamber can vary a lot from
side to side.
In order to understand which flow properties influence the particles classification,
that is the conditions for which particles can leave the grinding chamber because
their orbits becomes smaller than the classifier radius, it is useful to derive a sim-
plified relation able to define the cut-size threshold. Assuming that particles are
so small to be moved by the gas without having any relative velocity with re-
spect to the latter (St<< 1) and that the solid volume fraction is small enough to
have infrequent particle-particle collisions (dilute flow, L/ds > 20), an analytical
expression can be derived [9]:

dcut = 3
8dsCD

ρg

ρs

(ur

ut

)2
(4.4)

where ds is the particle diameter, CD is the drag coefficient, ρg is the fluid (gas)
density and ρs is the particle density. Density and velocities vary non-negligibly
near nozzles due to the sudden gas expansion and achieve their maximum in the
region near nozzles themselves, just inside the chamber.
Eq. 4.4 also shows that the ratio between the radial (ur) and the tangential (ut)
fluid velocity components plays a major role in defining the classification capabil-
ities of the system. For this reason, it is convenient to define a non-dimensional
group, named spin ratio (as defined by Rodnianski et al. [58]), and to carefully
study its variation within the chambers:

spin ratio = ut

ur
. (4.5)
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The evolution of the disperse phase, especially in the dense flow regime, is not only
due to the momentum transfer between phases but it is also caused by instanta-
neous phenomena that leads to the nucleation of new objects or to their continuous
change induced by molecular growth, aggregation, coalescence or breakage.
In this context, the different mechanisms can be classified according to the disperse
phase involvment through the order of the process.
This tractation is limited to the mechanisms of interest in this thesis for spiral
jet milling, and therefore it is restricted to particle breakage which is the main
particle-size modification mechanism for applications of this type.

Particle breakage is usually due to particle-particle or particle-wall collisions and
it takes place when the external stresses which the particle is subject to are greater
than the cohesion forces that keep the particle intact.
In general, the form of the breakage kernel is a non-linear function of the rupture-
to-cohesive force ratio but the specific structure depends on the breakage behaviour
of the material that is undergoing the process and, for brittle or semi-brittle par-
ticles such as pharmaceutical ingredients, it is usually defined on semi-empirical
basis.
In this framework, for example, Ghadiri et al. wrote mechanistic models predicting
that the breakage rate is proportional to the particle size and to the square of the
relative impact velocity [64, 65] or they formalized it as function of a damage ratio
[66]. This is written formulating that the particle behaves like an aggregate whose
fragmentation is governed by the ratio between the broken to the initial number
of bonds and using the relative impact velocity as driving force.

Due to the difficulties encountered in experimentally characeterize the powders
mechanical properties at particle level and the impossibility of finding complete
physical data of generic pharmaceutical active ingredients (except for few low
biological acitivity substances such as lactose), a semi-empiric breakage kernel
structure is chosen. Detailed information on the breakage mechanisms modeled
are given in Section 4.4.4.

4.1.3 The Caking Mechanism
A well-known problem affecting APIs micronization is the so-called caking, i.e.,
the formation of large rigid aggregates that stick on the spiral jet mill walls reduc-
ing the useful volume of the grinding chamber.
Caking modifies the flow field affecting the classification and the outlet PSD mak-
ing difficult to match the target requirements set at the beginning of the grinding
process. Crusts formation is strongly influenced by the micronized substance and
the operating conditions. In some cases, the size of the aggregates increases in
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time and reaches a steady-state, as a result of the balance between the caking
buildup and erosion forces exerted by the swirled flow field, in many others the
apparatus gets chocked. As a consequence, the micronization activity must be
regularly stopped for cleaning the jet mill, reducing the effective production time.
Moreover, crusts cannot be considered as a micronized product and reduce the
process yield.
This loss, along with the high cost of APIs (up to hundreds of thousands USD per
kilogram), makes caking doubly detrimental from an economic point of view.

Because of its importance, caking was investigated in scientific literature. Van der
Waals and electrostatic interactions as well as the presence of residual humidity
have been identified as the main driving forces behind agglomeration (Zafar et al.,
2017 [67]; Chen et al., 2018 [68]).
Carpin et al. (2017a [69], 2017b [70]) underlined that impurities and powder PSD
have a strong influence on agglomeration. It was found that the higher is the par-
ticles specific area, the higher is the clustering tendency, meaning that fines have
an important effect in generating crusts. It was also shown that the quantity of
impurities, especially in humid environments, plays a major role in defining aggre-
gates since they enhance the moisture sorption and water merges powders because
of inter-particle bindings.
The same findings were described by Listiohadi et al. (2008) [71] while conducting
investigations on storage experiments for polymorph lactose. The authors found
relevant caking for all the lactose types at almost any relative humidity tested ex-
cept for anhydrous α-lactose. Caking strength and stiffness were found to change
significantly depending on the type of polymorph analyzed. Hardest cakes were
obtained for anhydrous β- and spray-dried lactose that formed rigid structures
apparently induced by partial fusion between crystals.
More in general, Hartmann & Palzer (2011) [72] found that amorphous powders
are prone to form clusters, discovering that the aggregates rigidity can be qualita-
tively linked to the sinter bridge diameter.
The caking of both crystal and amorphous powders was investigated in the work
of Chen et al. (2019) [73], who underlined that particles start aggregating mainly
because of water (humidity) independently on the amount of crystal phase. Other
important factors were reported to be the PSD and the particles shape.
Although studied in general, the caking mechanism for APIs was not extensively
investigated and few examples are nowadays available in scientific literature.
Sowa et al. (2017) [62] studied the possibility of improving the powder processabil-
ity by working on the crystallization process of the granules. The authors found
that the quantity of aggregates formed increased significantly with time, requiring
the process stop to clean the apparatus. Brosh et al. (2014) [74] attributed the
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sticky behavior of comminuted particles to Van der Walls forces and added their
contribution to their Computational Fluid Dynamics – Discrete Element Method
(CFD-DEM) simulation model availing of the work proposed by Kalman et al.
(2009) [75].
The inclusion of the attractive interactions increased the agreement between sim-
ulation and experimental data. Among the factors affecting powder aggregation,
Branaugh & Smyth (2018) [76] suggested that the amount of fines is one of the
most important parameters promoting particles clustering and confirmed that elec-
trostatics interaction due to Van der Waals forces promote caking during spiral jet
milling.

A representative example of severe caking is depicted in Fig. 4.3: aggregates with
thickness ranging between 10 and 20 mm develop on the chamber periphery, while
the crusts reach remarkably larger dimensions in the powder feeder proximity. The
image clearly shows how particles agglomeration reduces the grinding chamber
effective diameter and internal volume.

(a) caking growth schematic
(b) lower plate of a spiral jet mill with svere
caking

Figure 4.3: Severe caking case and chamber diameter reduction, courtesy of Jetpharma
SA.

A mechanistic understanding of the influence of gas and solid flow on caking and
vice versa is currently hindered by the challenging acquisition of experimental data;
the effective application of sensors inside the chamber is difficult and can perturb
the flow-field, affecting the reliability of the measurement (Ma et al., 2001 [77]).
On top of that, the involved physics are far from trivial, since they include fluid-
solid interactions in a compressible, transonic (locally even supersonic) flow-field.
Furthermore, caking effects cannot be easily measured even just correlating PSD
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values and agglomerates volume, because the latter is not known during the pro-
cess. An evidence of this correlation can be inferred modeling the “cut size”
concept.
The latter is defined as the particle size for which the inertial forces on parti-
cles are balanced, i.e., a measure of which particle stays in and which particle
goes out the jet mill. This approach requires to evaluate radial and tangential
components of the gas flow velocity. MacDonald et al. (2016) [78] developed a
model for computing cut size as a function of geometrical and process parameters,
gas thermodynamic properties and empirically-derived constants. However, many
system-dependent parameters must be determined experimentally, potentially af-
fecting the systematic and practical application of this model. It is important to
notice that in a milling process affected by caking, these properties, and probably
even the constants, would vary with time.
These arguments explain the absence of rigorous studies and the difficulties in pre-
dicting the outlet PSD (even without relevant caking phenomena). This scarcity
of information leads to trial and error-based approaches, resulting in numerous,
expensive and time-consuming tests (Bnà et al., 2020 [9]). The lack of a detailed
picture of the involved phenomena and their synergic effects constitutes an obsta-
cle to a more rational mill design and to the development of new effective solutions
to avoid or dampen the attainment of caking.

4.1.4 CFD Modelling Challenges
The large cost associated to many APIs makes tests really expensive while the
impossibility of performing on-site measurements without deteriorating the ve-
locity fields inside the spiral jet mills prevents a complete understanding of the
apparatus fluid-dynamics. In such a scenario, the application of modeling tools
like Computational Fluid Dynamics (CFD) constitutes an effective way to obtain
those insights that could not be experimentally accessible, since they allow deter-
mining the flow field in every point of the grinding chamber, also accounting for
the presence of a solid phase.
In this context, Rodnianski et al. [58] performed single-phase CFD simulation on
a real-scale 3D spiral jet mill with twelve nozzles to obtain average flow fields and
developed a classification equation based upon an analytic force model while the
particles cut size was defined through experiments.
CFD is usually coupled to a Discrete Element Method (DEM) solution to solve
the particles dynamics in detail. This considerably simplifies SJM modelling but
it remarkably increases the computational costs since CFD-DEM models need a
transient solution for the trajectory of each discrete particle contained in the spiral
jet mill. The number of particles within the micronization chamber is huge (see
Section 2.6) and can be of the order of 108−109. Moreover, depending on the level
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of coupling between phases, the model solution may need a very small time step,
down to 10−9 or 10−10 s [9]. Hence, the required computational time is huge and
this explains the lack of simulations at the characteristic time scales of the process
(minutes). In fact, to the best of author knowledge, works reported in scientific
literature simulate only the first few instants of the spiral jet milling process.
A pioneering work of Han et al. [79] attempted to model the jet milling process
by means of CFD-DEM simulations, including particles breakage and chipping
through the implementation of the Ghadiri model [64–66]. Authors showed a good
agreement between experimental and model results, stating that the solid feeding
rate, nozzles angle and fluid pressure have a great effect on final PSD but they
did not provide any information about the time step adopted and physical time
simulated.
In a recent work, Bnà et al. [9] used CFD-DEM to study the motion of one-way
Lagrangian particles by simulating the first 70 ms of physical time. They deeply
studied the gas velocity profiles and the classification mechanism in spiral jet mills.
They tried to describe the influence that an increase of solid holdup has on collision
energy and collision frequency, underlining how a soft-coupling between phases is
not suitable to describe the interactions of gas and particles where the flow is
heavily loaded (near outer walls of the micronization chamber).
Scott et al. studied the early stages of the micronization process (up to 100 ms of
physical time) inside a spiral jet mill of 50 mm of diameter in order to understand
the influence of hold-up [12] and grinding pressure [11, 12] on gas and particle flow
patterns for a fully coupled (four-way) solution. It was shown that the gas veloc-
ity is influenced by the presence of particles in the periphery of the micronization
chamber because of the fast shearing bed of solids that is formed near walls. The
higher is the mass loading, the less is the velocity of the gas phase. Authors showed
that this mechanism is important only near outer walls and they also underlined
how an increase in grinding pressure augments the nozzles jet penetration, gener-
ating much more energetic particles collisions.
Bhonsale et al. [13] obtained the same results of Scott et al. [11, 12] by simulating
150 ms of physical time for a system containing 100’000 particles. The collisions
dynamics was studied with a temporal discretization of 2 · 10−7 s.
These very recent works show that is currently not possible to simulate the entire
micronization process, including particle-particle interactions and full mutual cou-
pling between the gas and the solid phase at a process time scale.
This is due to the fact that the computational power offered by modern computers
does not allow for a detailed simulation of spiral jet milling in reasonable times.
Moreover, the complexity of the physics behind the micronization process makes
the construction of robust and reliable particle-particle and particle-wall interac-
tion models for aggregation, breakage and caking not trivial.
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Few attempts have been made in the past and they are limited, as shown by the
summary given by Table 4.1, to the solution of the first 100-150 ms of milling,
allowing for the prediction of the very initial stages of the process. At these time
scales, no useful information on the final fate of particles can be gathered. The
large cost of many pharmaceutical compounds (up to hundreds of thousands of
USD per kilo) still motivates the need of reducing experiments, pushing for the
construction of reliable, robust and cheap computational tools able to model the
whole process according to its characteristic time scale.
The literature review reported above explains the limitations of current CFD-DEM
models and motivates the interest in analyzing the process at single-phase level,
getting precious information on the solid particles fate by studying the gas velocity
fields only, as showen in different works [2–8].

Table 4.1: Physical time simulated in current CFD multiphase models for spiral jet
milling. dt indicates the time step size while t indicates the physical time simulated.
App. describes the computational approach used to model the multiphase flow where
E-L stands for Eulerian-Lagrangian.

Ref. Year App. Coup. dt t

[s] [ms]

Bná et al. [9] 2020 E-L one-way ∝ 10−8 70

Scott et al. [10–12] 2021 E-L four-way 4 · 10−7 − 10−6 100

Bhonsale et al. [13] 2021 E-L two-way 2 · 10−7 − 10−5 150
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4.1.5 Objectives
Spiral jet milling is still little studied by the scientific community and the current
knowledge has been developed and preserved by the highly-specialized industries
working in this field.
The determination of the substance-dependent operating conditions is nowadays
based upon expensive experimental campaigns and phenomena, such as caking,
that are detrimental for the process and are not characterized.
The currently adopted CFD-DEM computational models can describe only the
first few instants of the micronization process but they are not suitable to obtain
process-scale information because of the huge computational effort required to run
detailed fully-coupled simulations.

Therefore, this work aims at the:

i. determination of a simple and computationally affordable method to imitate
the solid aggregates formation on spiral jet mill walls, to study the influence
that the caking has on spiral jet mill gas flow-fields;

ii. understandying of the effects that gas velocity modifications causes on the
particle classification mechanism by analyzing the radial and tangential ve-
locity components in the micronization chamber;

iii. investigation of the operating conditions influence on the gas flow-field and
the proposal of a possible strategy to reduce the velocity variations due to
caking establishment during operation;

iv. formalization of a novel computational framework to study the spiral jet
milling at process-scales and times;

v. proposal of a suitable breakage kernel to model the fragmentation of phar-
maceutical particles;

vi. validation of such a method by comparing model predictions with relevant
experimental data.
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4.2 Experimental Activities
Note that the Ph.D. candidate partecipated to the experimental activities planning
and supervision but he did not complete all the work reported in Section 4.2 by
his own.

• Sub-section 4.2.1 - The materials selection has been completed together with
Dr. T. Casalini (SUPSI, now AstraZeneca Sweden) and Mr. G. Frigerio
(Jetpharma SA).

• Sub-section 4.2.2 - The micronization experiments campaign and tests ranges
have been designed by the Ph.D. candidate in collaboration with Mr. G.
Frigerio (Jetpharma SA). The design of experiments has been practically
produced by Mr. M. Spaggiari (SUPSI, now FHNW Brugg-Windisch). The
experiments have been performed at Jetpharma production plants located
in Balerna (CH) by specialized technicians following the usual operation
techniques for Pharma industry.

4.2.1 Materials and Properties
Lactose and paracetamol are chosen as process compounds because of their differ-
ent breakage energy, because of the large quantity of mechanical properties data
available in scientific literature to design the experiments and their low biological
activity.
Moreover, they are cheap, usually available with short lead time and not danger-
ous.
Table 4.3 reports the hardness (H from nano-indentation), Young modulus (E)
and yield pressure (pY) with the related references.
Lactose and paracetamol show a comparable hardness but they have a different
elastic modulus. Lactose has a higher ductility with respect to paracetamol, mean-
ing that it can absorb more energy before rupture.
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Table 4.2: Lactose and paracetamol mechanical properties. # stands for the bibiog-
raphy entry in references. L identifies lactose while P identifies paracetamol.

Sub. Ref. # H E pY

[GPa] [GPa] [MPa]
Masterson & Cao 0.51 ± 0.22

L Int. J. Pharm. [80] 0.43 ± 0.08 - -
362 (2008) 163-171 0.18 ± 0.04

Meier et al.
L Powder Technol. [81] 0.869 21.44 -

188/3 (2009) 301-313
Zuegner et al.

L Eur. J. Pharm. Biopharm. [82] 1.1 23.7 -
62/2 (2006) 194-201

O.M. de Vegt
L PhD thesis [83] 0.288 9.7 103

U. of Groningen
Wilson et al.

L Part. II - cap. 9 [84] - - 165-178
ISBN:978-1-119-28549-6

Cao et al.
P J. Pharm. Sci. [85] 1 ± 0.2 1.7 ± 0.1 -

99/10 (2010) 4307-4316
O.M. de Vegt

P PhD thesis [83] 0.172 3.5 74.7
U. of Groningen
Wilson et al.

P Powder Technol. [86] 0.42 ± 0.03 8.4 -
143 (2004) 179-185

Wilson et al.
P Part. II - cap. 9 [84] - - 102-116

ISBN:978-1-119-28549-6
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4.2.2 Micronization Tests
Experimental Design

The micronization campaigns are designed, performed and analyzed following an
experimental approach based on the DoE methodology (Design of Experiments);
as a support, the Design-Expert v11 software [87] was employed.
Given the presence of a categorical factor (i.e., powder typology), tests are split in
two independent experimental plans, each consisting of the same number of runs
in the same position of the design space.
Two numerical continuous variables, i.e., gas pressure (p) and powder feed rate
(FR), are studied and their ranges extremes are defined based on the process
expertise and the already available results from previous studies.

Table 4.3: Paracetamol and lactose DoE runs. p is the nozzles pressure while FR is
the solid feed-rate.

Paracetamol Lactose
Run p [bar(g)] FR [g min−1] p [bar(g)] FR [g min−1]
1 7 20 7 600
2 7 310 7 310
3 11 515 12 310
4 7 600 7 310
5 2 310 7 310
6 3 105 7 20
7 7 310 2 310
8 3 515 3 105
9 7 310 7 310
10 7 310 3 515
11 11 310 11 105
12 12 105 7 310
13 7 310 11 515

A response surface – rotatable central composite design (CCD) [88], with 13 runs
and capable of supporting a quadratic polynomial model, is built for both lactose
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and paracetamol powders. Five of the 13 runs are replicated to estimate the pro-
cess variability and to get improved model precision in the center of the design
space.
Responses, i.e., the results of interest that are analyzed downstream of the exper-
imental activities, are in both cases the size distributions of the particles exiting
the mill (D10, D50 and D90).
The capability of the models of finding statistically significant effects is assessed
by means of the expected standard deviation (quantified at ± 3 µm) and the
acceptable uncertainty on the responses measurement (equal to ± 5 µm).

Experimental Set-Up

Experiments were carried out availing of a spiral jet mill called MC with eight noz-
zles equally distributed and located around the central ring. Nozzles diameters and
inclination angle are not described for confidentiality reasons. The micronization
equipment, as depicted by Fig. 4.4, was completed by the dosing unit twin-screw
volumetric feeder K-Tron T35 and a cyclone dust separator with 600 mm top
diameter, equipped with 16 sleeves antistatic polyester filter bag.

LDPE bag

Filters

Process gas Dosing unitMCCyclone

Figure 4.4: Image of the micronization unit (left) and plant schematic with components
disposition (right).

The powder feeder linearity has been analysed by weighting the quantity of solid
particles delivered by the system in 1 minute of operations and checking 5 different
velocities.
The feed rate consistency, i.e. the dependency of the quantity of powder on the
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filling level of the dosing unit, has been studied by charging the hopper at 10%,
20%, 50% and 80% of its maximum capacity and running it at 310 g min−1.
Each condition has been tested for 5 minutes of operation, checking the actual
feed-rate at the beginning, in the middle and the end of the testing time.
Linearity results are shown by Table 4.4 while measure consistency is depicted by
values listed in Table 4.5.

Table 4.4: Linearity relation intercurring between powder feeder rotation speed –
RPM – and the solid feed-rate – FR. Adjusted R2 = 0.9998.

Feeder speed Feed-rate
[RPM] [g min−1]
0 0
21 22
80 100
165 200
410 500
640 800

Table 4.5: Solid feed-rate provided by the dosing unit for FRnom = 310 [g min−1] as
function of F and t, with t0 = 0 min, t1 = 2.5 min and t2 = 5 min. F is the percentage
of solid loaded into the hopper where F = 100% corresponds to ms,max = 25 kg. FR
stands for the solid feed-rate.

F FR @ t0 FR @ t1 FR @ t2
[%] [g min−1] [g min−1] [g min−1]
10 308 306 310
20 312 316 314
50 310 308 310
80 312 300 322

Fig. 4.5 show that the dosing unit is able to provide a constant quantity of powder
that increases linearly with the feeding screw speed (a) if the filling level of the
hopper is taken within 10% and 50% (b). The optimal value of F is maintained
for the whole process between 20% and 50%.
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Figure 4.5: Powder feed-rate - FR as function of dosing unit screw rotation velocity -
RPM (a) and powder feed-rate - FR as function of sampling time- t (b). Filling level F
is defined as the ratio between the actual mass of powder loaded in the hopper and the
maximum quantity, ms,max = 25 kg.

The PSD of raw and micronized powders was measured through a dry laser
diffraction analysis with Sympatec HELOS BR with RODOS and Aspiros set up.
Both lactose and paracetamol PSD method was validated according to Eu. Ph.
<2.9.31>.

Results and Discussion

Experimental D10, D50 and D90 of lactose and paracetamol are shown in Fig.
4.6. Micronization results show that paracetamol requires less energy to be broken
with respect to lactose. As expected, at increasing the feed rate FR corresponds
an increase in average size while the higher is the nozzle pressure the lower is the
particle diameter.
Data gathered through micronization experiments, in terms of mean size values as
function of p and FR, can be used for tuning the breakage constant of the model
and for validation purposes.

58



4.3 – Single-phase Modeling

100 200 300 400 500 600

FR [g/min]

0

0.5

1

1.5

2

2.5

D
1
0
 [

m
]

Lactose - 3 bar(g)

Paracetamol - 3 bar(g)

Lactose - 7 bar(g)

Paracetamol - 7 bar(g)

Lactose - 11 bar(g)

Paracetamol - 11 bar(g)

(a) D10, µm

100 200 300 400 500 600

FR [g/min]

0

5

10

15

20

D
5
0
 [

m
]

Lactose - 3 bar(g)

Paracetamol - 3 bar(g)

Lactose - 7 bar(g)

Paracetamol - 7 bar(g)

Lactose - 11 bar(g)

Paracetamol - 11 bar(g)

(b) D50 µm

100 200 300 400 500 600

FR [g/min]

0

10

20

30

40

50

60

D
9
0
 [

m
]

Lactose - 3 bar(g)

Paracetamol - 3 bar(g)

Lactose - 7 bar(g)

Paracetamol - 7 bar(g)

Lactose - 11 bar(g)

Paracetamol - 11 bar(g)

(c) D90 µm

Figure 4.6: Lactose and paracetamol micronization experiments.

4.3 Single-phase Modeling

4.3.1 Caking Mimic Strategy
Assuming that much of the crusts grow takes place on the outer wall of Fig. 4.1,
caking is imitated by gradually reducing the chamber diameter to decrease the
useful volume and simulate the particles clustering on walls to reproduce the con-
dition depicted by Fig. 4.3. It can be observed from experiments that, in many
micronization processes, the thickness of the aggregates sticking on the spiral jet
mill walls does not exceed the 20% of the chamber diameter. This guided the
computational domain generation and the chamber reduction strategy.
Fig. 4.7 shows that the geometry was designed to allow domain partitioning to
build four different jet mills, named with f1 to f4. The four jet mills have a de-
creasing external diameter with a step equal to 7.5% passing from 100% (reference
geometry, f1) to 77.5% (f4). Diameter f1 is taken as reference.
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Figure 4.7: Geometry splitting for caking mimic.

Table 4.6 reports the detail of the computational grid splitting and the different
chambers produced to mimic caking.

Table 4.6: Detail of the computational grid splitting. The four mesh built uses
f1 as reference and relative dimensions are given as fi = 100 Di/D1 where Di is the
micronization chamber diameter of grid "i" while D1 is the diameter of f1.

Chamber Relative dimensions
[%]

f1 100.0
f2 92.5
f3 85.0
f4 77.5

4.3.2 CFD model
The single-phase flow-field in an inertial reference frame with no gravity effects
can be described through a set of partial differential equations of the form [89]:

dρ
dt +∇ · (ρu) = 0; (4.6)

d(ρu)
dt +∇ · (ρuu) = −∇p +∇ · τ . (4.7)
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The viscous shear-stress tensor τ is:

τ = µ
[
∇u + (∇u)T − 2

3(∇ · u)I
]
. (4.8)

where ρ is density, µ is the molecular dynamic viscosity, u is the velocity, p is
pressure and I is unity tensor.
Note that the equations reported refer to a simulation in which the flow is composed
by a gas only and, therefore, no subscripts are needed to specify a specific phase.
The enthalpy (h = e + p

ρ
+ u2

2 ) equation is solved to consider gas compressibility
effects, together with the ideal gas equation of state:

d[ρ(h + u2/2)]
dt +∇·

[
ρu ·

(
h + u2

2

)]
= dp

dt +∇·(τ ·u)+∇·
[
λ+ λt

cp
· ∇h

]
; (4.9)

ρ = p
RT . (4.10)

h is the specific enthalpy, λ is the molecular thermal conductivity,λt is the turbu-
lent thermal conductivity, R is the gas constant and cp is the constant-pressure
specific heat.

The spiral jet mill turbulence flow-field has been computed through the k − ε
realizable model [90]:

∂

∂t
(ρk) + ∇ · (ρku) = ∇ ·

[(
µ+ µt

σk

)
∇k

]
+ Pk + Pb − ρε − YM; (4.11)

∂

∂t
(ρε) +∇ · (ρεu) =

∇ ·
[(
µ+ µt

σε

)
∇ε
]

+ ρC1Sε− ρC2
ε2

k +
√
νε

+ C1ε
ε

kC3εPb (4.12)

where k is the turbulent kinetic energy, ε is the turbulent kinetic energy dissipa-
tion rate, µt is the turbulent viscosity, σk and σε are the turbulent Prandtl number
for k and ε respectively. Pk represents the generation of turbulent kinetic energy
due to mean velocity gradients while Pb is the generation of k due to buoyancy. YM

is due to fluctuating dilatations in ε while C1, C2, C1ε and C3ε are model constants.

Reynolds stresses are computed through the turbulent viscosity concept and they
are related to the fluid-flow mean velocity gradients availing of the Boussinesq
approximation [91], as described by:
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− ρu′iu′j = µt

(
∂ui
∂xj

+ ∂uj
∂xi

)
− 2

3 (ρkδij) . (4.13)

Near-wall modelling is employed through the two-layer approach firstly proposed
by Kader [92], in which a continuos law obtained from blending between the linear
(laminar) and logarithmic (turbulent) functions used to describe the whole velocity
profile near the wall:

u+ = eΓu+
lam + e1/Γu+

turb. (4.14)
The wall-distance based turbulent Reynolds number defines the domain validity
regions of the relationships:

Rey ≡
ρy
√

k
µ

(4.15)

where y is the first cell-center distance while u+ is the dimensionless velocity.
Γ represents the blending function and it has the form:

Γ = − a (y+)4

1 + by+ (4.16)

with y+ corresponding to the dimensionaless wall distance and a and b repre-
senting model parameters.
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4.3.3 Geometry and Computational Grid
The simplified 3D computational domain consists in the fluid volume of a real-scale
spiral jet mill that maintains all the most important features of the real geometry.
The geometry is composed by a cylindrical grinding chamber that hosts 8 constant
square cross-section nozzles (Fig. 4.8).
The powder feeder is bent by an angle with respect to the chamber upper plate.
The latter is connected to an outlet cylinder that allows for particles and process
gas exiting.
Geometry data cannot be shared because of confidentiality reasons; all dimensions
are scaled with respect to a reference one.

!

nozzles

outlet

powder feeder

grinding chamber

"

Figure 4.8: Simplified SJM geometric model.

The structured/paved computational grids were built in ANSYS Meshing [93] fol-
lowing a multi-block approach. Elements were aligned with the flow direction in
order to properly describe the rapid gradients variations in the flow properties.

(a) Nozzle-region mesh (b) powder inlet mesh

Figure 4.9: Details of the computational grid.
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The computational grids have been evaluated controlling the mill maximum ve-
locity with respect to the wall y+ (Table 4.7) and analyzing the dimensionless
absolute pressure ratio (Eq. 4.17), the static temperature and the Ma number
variation along nozzles (Fig. 4.11) in the proximity of nozzle 5 of Fig. 4.10a.
Two mesh with a much different grid spacing have been studied. The coarse mesh
has a maximum at nozzles walls of 600 while the fine one has a dimensionless wall
distance always smaller than 220. The velocity maps obtained for the two grids,
visible in the left part of Fig. 4.11, are completely comparable. The position and
the shape of the supersonic plume are exactly the same while the difference in the
maximum velocity reached is less than 0.65%.

Table 4.7: Mesh sensitivity analysis. y stands for the nozzle cell-center/wall distance,
y+

max is the non-dimensional cell-center/wall distance and umax the maximum velocity
achieved in the expansion region downstream nozzles.

Chamber y y+
max umax

[m] [-] [m/s]

f1 8.3 · 10−5 600 604.74

f1-finer 2.1 · 10−5 220 608.87

(a) nozzles analyzed (b) inspection lines

Figure 4.10: Schematic of inspection lines used for results analysis purposes.

The dimensionless absolute pressure ratio, static temperature and Ma number
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evolution along nozzle 5 are depicted by Fig. 4.11. Data show that there is no ap-
preciable variation between the coarse (dots) and the fine (dashed line) grid. The
fine grid predicts a slightly larger expansion of the fluid flow, showing a reduction
of 6% in static temperature and an increase of 33% of the Ma number.
The variation is limited to the last part of the supersonic plume (between coor-
dinate 0.39 and 0.93 of the non-dimensional segment 0→1) and seems to affect a
very localized region of the domain only.
Moreover, there is evidence [9] that the pressure drop between inlets and outlet
is well-predicted either with the fine or coarse mesh. Because of these results, to-
gether with the agreement between pressure predictions obtained with the coarse
and the fine grid of Fig. 4.11, as well as the better convergence behavior obtained
with the coarse one, the latter is then used as proper computational grid for the
simulations and all the results presented hereafter are obtained with it.
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Figure 4.11: Contours of velocity magnitude (left) and properties variation along 0-1
segment (right) for Nozzle 5 in simulation 01 (i/ii), fine and coarse grids.

The computational grids detailed tested for mesh analysis and simulation cases
are listed in Table 4.8.
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Table 4.8: Computational grids data. # stands for the number of elements used and
AR max is the maximum aspect ratio.

Chamber Elem. type # Skewness max AR max
[-] [-] [-]

f1 hexa/prism 4336023 0.93 44.5
f1-finer hexa/prism 4746167 0.93 44.5
f2 hexa/prism 3393423 0.93 44.5
f3 hexa/prism 2450823 0.93 44.5
f4 hexa/prism 1508223 0.93 44.5

The analysis is conducted comparing the results, in terms of radial and tangential
velocity components, over radial domain-crossing lines, as depicted by Fig. 4.10b.
The sampling objects are built over the ix-plane and allows for collecting data
over five different lines in the radial direction and eight different lines along the
chamber height. Relevant properties are also analyzed along the nozzles direction
for the different chambers, in order to understand how the expansion of the carrier
phase evolves when different geometries are used.
The analysis is completed by evaluating the dimensionless absolute pressure ratio
and dimensionless density ratio defined as:

pn = pabs

pabs,ref
; (4.17)

ρn = ρ

ρref
. (4.18)

Data is scaled on purpose for confidentiality reasons. Subscript ref is used to
identify average nozzles inlet properties of 01 case (f1, i/ii) used as reference. The
simulation IDs are defined in Table 4.10.
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4.3.4 Boundary Conditions
The fluid flow is composed by standard air whose main properties are reported in
the following table.

Table 4.9: Fluid properties of standard air @ 298.15 K and 101325 Pa. cp and cv
are the constant-pressure and the constant-volume specific heat, respectively. λ is the
thermal conductivity, µ is the molecular dynamic viscosity and MW is the molecular
weight.

Property Unit Value
cp J kg−1 K−1 1006.43
λ W m−1 K−1 0.02
µ Pa s−1 K−1 1.7894 · 10−5

cp/cv − 1.4
MW g mol−1 28.01

The determination of proper boundary conditions for the jet mill nozzles is a
difficult task. In fact, in spiral jet milling, properties can be usually measured
where the gas flow is controlled, i.e., close to regulation valves and discharge
points, and their evaluation is usually not possible inside the milling chamber.
Therefore, gauge pressure, temperature and volumetric flow rates were gathered
during jet mill real operations and then manipulated to compute the gas mass-
flow rate and to define local inlet boundary conditions. In particular, the sonic
condition was exploited to apply an analytical expression at the nozzle inlets based
upon the following assumptions:

i. 1-dimensional and steady-state flow, due to the fact that the gas charac-
teristics change evolving along the nozzle direction, with no time-evolution
effects;

ii. adiabatic flow, considering minor thermal exchange effects due to the rapid
variations in flow properties;

iii. negligible friction, since the flow can be considered inviscid due to the high-
velocity;

iv. ideal gas, since air at those pressure and temperature conditions behaves like
and ideal gas.
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In these assumptions, the mass flow rate can be evaluated from nozzles chocking
conditions, i.e., by the following expression [94]:

ṁ = p0At

cp/cv

RT0

(
2

cp/cv + 1

) cp/cv+1
cp/cv−1


0.5

, (4.19)

that basically states that the mass-flow is controlled by the throat area of the
nozzles, At, and the total upstream quantities p0 and T0. The gas characteristics
also play a role, through the values cp/cv and R that are the heat capacity ratio
and the gas constant, respectively. In this work, the carrier phase is air and no
other gases were accounted for. The influence of different carrier phases on the
process can be eventually found in the Ph.D. thesis of Bartholomäus [95].
The spiral jet mill analyzed in this study has 8 grinding nozzles and one powder
feeder that is served by another nozzle with a larger throat section. The solution
of Eq. 4.19 gives the mass-flow rate passing through each grinding nozzle, and its
multiplication by 8 reports the total grinding gas mass per unit time. The total
air consumption measured by experiments is then used to compute the air mass
flow rate passing through the Venturi tube of the powder feed. The fluid at inlets
is assumed to be at the stagnation temperature T0. As reported by Table 4.10, the
simulations of all four mill geometries are conducted for two different operating
conditions:

• i: constant absolute pressure @ nozzles inlet while the chamber diameter is
reduced by 7.5% (f1 = 100% to f4 = 77.5%);

• ii: constant gas mass flow rate @ nozzles inlet while the chamber diameter
is reduced by 7.5% (f1 = 100% to f4 = 77.5%).

Case 01 in Table 4.10 is taken as reference case and its mass-flow rate and absolute
pressure conditions, originally computed starting from experimental data, are used
to define the boundary conditions for the other simulations, according to condition
i or ii.
Condition ii is intended to simulate the usual operating regime experienced by a
spiral jet mill with severe caking taking place, in which the gas usage does not
vary during the process and its mass-flow rate is kept constant despite the crusts
growth (increase in the absolute pressure by 9 to 11%). Condition i is used to test
the effect that a reduction of the gas mass flow rate at inlets of 6 to 10% has on
the fluid velocities when the diameter is reducing (caking is taking place), with the
aim of maintaining constant the chamber absolute pressure and tune the velocities
components.
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Table 4.10: Simulations IDs and associated chamber dimensions/op.conditions. f1
identifies the largest chamber whose results are taken as reference while f4 is the small-
est. Op. condition i stands for a costant absolute pressure (pabs) condition while op.
condition ii consists in a costant mass-flow rate (mfr) condition applied at nozzles inlets.

Sim. Chamber Op. cond. mfrin/mfrin,ref pabs,in/pabs,in,ref

[-] [-]
01 f1 i/ii 1.00 1.00
02 f2 i 0.90 1.00
03 f3 i 0.84 1.00
04 f4 i 0.78 1.00
05 f2 ii 1.00 1.11
06 f3 ii 1.00 1.19
07 f4 ii 1.00 1.27

Plots of Fig. 4.12 graphically represent the non-dimensional absolute pressure
ratio (a) and non-dimensional inlet mass-flow ratio (b) between the actual value
and the reference one as function of the mill chamber dimension and the operating
condition.
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Figure 4.12: Non-dimensional pressure ratio (a) and non-dimensional mass-flow rate
ratio (b) between the actual and the reference value (01) of the property for the four
chambers (f1-f4) and the two operating conditions (i,ii) analyzed.

4.3.5 Solver Details and Settings
The CFD code used in this work is the commercial software Fluent by ANSYS
[96].
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The gas expansion through nozzles causes high velocities within them and the
swirled streamlines inside the chamber causes the Mach Number (Ma) to overcome
0.3 in many regions. Ma gives the ratio between the flow velocity and the local
speed of sound at a given temperature and it is defined as:

Ma ≡ |u|√
(cp/cv)RT

(4.20)

where u is the flow velocity, cp/cv is specific heats ratio, R stands for the spe-
cific gas constant and T is the gas temperature.
At these velocities the gas density becomes a strong function of temperature and
pressure. In order to account for compressibility effects, air is assumed to behave
like an ideal gas while the dynamic viscosity is kept constant to air standard value,
since the extremely turbulent nature of the flow makes the eddy viscosity be pre-
dominant by orders of magnitude with respect to the molecular one.
In order to provide stability and robustness to the solution, the Pressure-Based
Coupled Solver is used to solve Reynolds-Averaged Navier-Stokes equations (RANS).
The pressure-correction and momentum equations are treated in a single step while
the remaining relations (energy and turbulence model equations) are solved in a
segregated manner.
As previously mentioned, turbulence was modeled through the two-equations re-
alizable model built upon the isentropic eddy viscosity approximation (Shih et al.
[90]).
A two-layers law-at-the wall model is used to switch between the actual compu-
tation of the velocity profile till the first cell center (y+ ≈ 1) and the usage of
wall-functions (y+ > 30).
Gradients are discretized using the Green-Gauss Node-Based method [97] to ob-
tain high-accuracy evaluations also for skewed cells. In order to well describe the
pressure variation through nozzles and where the sudden expansions take place,
pressure is interpolated at cell faces using momentum equation coefficients as de-
scribed by Rhie & Chow [98]. Spatial discretization for momentum, energy and
turbulent balances is obtained by the second-order upwind scheme, built upon
the formalism proposed by Barth & Jespersen, ensuring drastic accuracy improve-
ments with respect to first-order schemes even for mesh zones with abrupt changes
in cell size and orientation.
Only steady-state solutions are investigated since the analysis is not aimed at
studying the whole temporal dynamics of the system.
Pseudo-Transient Under-Relaxation [99] is used to implicitly under-relax trans-
port equations and improve the convergence behavior by applying an artificial
time-stepping.
The pseudo time-step is automatically computed by the solver according to the
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flow velocities inside the computational domain. A complete list of simulation
numerical settings is given in Appendix C.

4.4 Multiphase Modeling
Note that the 1D compartment-based model presented in Sub-sections 4.4.3 and
4.4.4 has been derived in collaboration with Dr. Casalini and Dr. Cornolti
(SUPSI).

4.4.1 Computational Algorithm
The comprehensive model follows the procedure detailed in the flow-chart of Fig.
4.13. The description of the sub-models of the various steps is provided in the
following sub-sections. The first stage (green boxes) involves the computation of
the gas velocity and density fields through the single-phase, steady-state, 3D CFD
simulation of the SJM micronization chamber under given process conditions (in
terms of pressure and temperature of the inlet gas pressure). In the second step,
this data is lumped into 1D grid that evolved along the chamber radial direction
to provide velocity fields to a compartmentalized model. Its formulaic description
accounts for i) classification, by computing particles velocity through algebraic
expressions and neglecting the influence of solids interactions on the gas flow field,
assuming a one-way soft coupling between phases and ii) breakage, by solving mass
balance along with a suitable kernel.
While it is known that particles tend to segregate near the walls of the microniza-
tion chamber [10–12], the gas-solid mixture can be assumed to be dilute [34] in
most of the SJM. This information justifies the previous assumption, at the base
of this model.
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start

compute steady state gas 
velocities (3D single-phase

CFD)

export gas velocities and 
fluid density

import gas velocities and 
fluid density

interpolate gas velocities
on the 1D FV grid

define particles properties
and import inlet PSD

compute solid velocities
through algebraic eq.

fit experimental PSD with 
genetic algorithm to obtain
breakage kernel parameters

compute solid mass and 
momentum balance 

export model outputs and 
cumulative distributions

end

Ψ, γ,β, K&, K'

D10, D50, D90

new 
API?

YES
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Figure 4.13: Computational algorithm for coupling 3D single-phase CFD simulations
(green boxes) with 1D compartimentalized solution for particle motion and breakage
(blue boxes).

Starting from radial-dependent gas velocity profiles as well as the inlet particle
size distribution, the simplified 1D model solves the mass and momentum balance
equations for each considered particle size and it provides the outlet PSD, which
can be readily compared with its experimental counterpart if available. In more
detail, substance-specific input parameters for breakage kernel were here estimated
by fitting experimental outlet PSD through a multi-parameter regression availing
of a genetic algorithm. The tuned model can be further employed to estimate
the PSD for other process parameters. When a new compound is investigated,
some experiments must be performed to provide the measured PSD of the pro-
cessed powers to the 1D model to estimate the substance-specific parameters of
the breakage kernel.

4.4.2 CFD model and SJM domain
The CFD model used to calculate the velocity profiles for the compartment-based
model is exactly the same used for single-phase simulations and it is, therefore,
not described.
Velocity data are taken over horizontal, radially evolving lines labeled as -1%, -
50%, 0%, 50% and 1% in Fig. 4.10b.
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4.4.3 1D Compartimentalized Model
The spiral jet mill micronization chamber is schematized as an isothermal reactor
of cylindrical shape, discretized according to a cell-centered FVM. Based upon the
SJMs working principle, the model assumes that the particles segregation takes
place only along the radial direction. Axial inhomogeneities are neglected since
the main mechanism governing both micronization and aerodynamic classification
is the radial force balance acting on particles.
The computational domain has been discretized into a series of well-mixed com-
partments of annular shape, each one representing a computational cell of the
1D domain (Fig. 4.14). All the properties are assumed homogeneous in every
compartment. The particle size distribution is discretized into M classes selected
within the range of the maximum size of the inlet PSD and the minimum parti-
cle diameter expected at the end of the micronization. The discretization scale is
logarithmic to increase the density of small size classes and to better describe the
cumulative distribution.

1

r

v

2 3 nn-1…

wall

classifier

rout rc

(a) computational grid schematic and radius-
velocity sign convention

(b) graphical representation of mass fluxes en-
tering and leaving a toroidal compartment of
the model

Figure 4.14: Spiral jet mill micronization chamber schematization: side view with 1D
grid discretization (a) and top view with mass fluxes detail (b).

Fig. 4.14 depicts a schematization of the computational domain, with the sign
convention for radial velocity and the spatial coordinate (grid mapping). According
to the adopted assumptions, the mass balance for the generic j-th compartment
and the i-th particle class has the form:

Vj
dωij
dt = ṁin,i−ṁout,i+ṁFRxij +GijVij = Aur,iωi|in−Aur,iωi|out +GijVij (4.21)

where ωij is the mass concentration of particles with diameter di in the com-
partment j, Vj is the volume of the j-th compartment, t is time, r is the radial
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coordinate, ṁin,i and ṁout,i are the inlet mass flow rates from the adjacent com-
partments and their outlet mass flows to the adjacent compartments of particle
class i, respectively. ur,i is the radial velocity of particles with diameter di, A is the
face area corresponding to the lateral surface of a cylinder, ṁFR is the mass feed
rate and Gij is birth or death rate of particles due to breakage. In more detail,
ṁFR is equal to zero in every compartment except for the one that, according to
the adopted radial grid, corresponds to the position of the feed in the experimental
apparatus.
Variables ωij and xij, which is a weight function describing the relative mass frac-
tion of each particle class passing through the inlet, are defined as MxN matrices
where M is the total number of particle classes while N is the number of compart-
ments.
Given that particle fragmentation is by far the predominant mechanism driving
the size reduction and particles dimensions at the outlet, aggregation events are
not considered in this model at this stage.
Eq. 4.21 needs the evaluation of solid mass flows at cell faces that can be computed
by multiplying the solid radial velocities by the face mass concentration. The first
quantity is computed by interpolating cell-centers velocities at compartments faces
with a central difference scheme while the mass concentration is discretized im-
plicitly with an upwind scheme.
The solid radial velocity as function of the particle diameter, di, and radial posi-
tion (i.e., for each compartment) is computed by solving the simplified steady-state
momentum balance in which particles are allowed to exchange momentum with
the fluid phase thanks to the drag force only:

π

8 CDρpd2
i (ur,i − ur,ij) |ur,i − ur,ij| −

π

6ρsd3
i
u2

j,ij

r = 0 (4.22)

where CD is the drag coefficient, ρs is the solid density, ur,j is the gas velocity
in in the j-th compartment, ur,ij and ut,ij are radial and tangential velocities of
the i-th particle class in the j-th compartment, respectively.
Eq. 4.22 constitutes a system of uncoupled and weakly non-linear relationships
that can be directly solved once the tangential velocity component of particles is
known.
For the generic i-th particle class, the latter can be computed from the slip velocity
equation developed by Konno & Saito [59] for pneumatic transport:

ut,ij = ut,j
(
1− 0.0638d0.3

i ρ0.5
s

)
(4.23)

where ut,j is the local gas velocity in the j-th compartment computed through
3D single-phase CFD simulations.
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The drag coefficient, CD, and particles Reynolds number, Res, is computed ac-
cording to the Schiller & Naumann [100] relationship:

CD = max
[
0.44, 24

Res

(
1 + 0.15Re0.687

s

)]
(4.24)

where:

Res = ρg|ur,i − ur,ij|di

µg
; (4.25)

with ρg equal to the gas density and µg is the gas dynamic viscosity.
Writing Eq. 4.22 at steady-state implies the assumption that solid particles are
accelerated instantaneously to the final velocity as result of the force balance acting
on them. This hypothesis is valid for small particles immersed in a high velocity
flow and it has been verified by solving the same momentum balance in transient
state, using still particles as initial condition. Simulations show that particles
reach the steady-state motion in less than 10−2 s, a much shorter time the SJM
process scales, corroborating the assumption.
This, together with the assumption of dilute flows conditions, allows for using
steady-state velocities in the temporal integration of mass balances, significantly
reducing the model complexity and the number of equations that must be solved.
The discretized form of Eq. 4.21 generates a system of NxM coupled linear first
order ordinary partial differential equations. The coupling among equations is
related to the implicit treatment of the convective fluxes, while the coupling among
concentration of different particles sizes is achieved because of the source term
Gij, which is described in the following section. This system is solved with the
ode15s solver provided by Matlab [101]. After about 5 second of physical time,
the simulation reaches a steady state solution.
The model consistency is verified through the global mass balance that must be
satisfied for each temporal time-step computed:

Min(t) + W(t0) = W(t)−Mout(t) (4.26)
where Min(t) is the solid mass fed from time zero to time t, W(t0) and W(t)

are the solid mass present in the domain at time zero (t0) and time t, respectively
and Mout(t) is the total solid mass escaped from the system from the beginning of
the process until time t. Terms of Eq. 4.26 can be computed as:

Min(t) =
ˆ t

0
ṁFRdt; (4.27)

W(t) =
M∑
i=1

N∑
j=1

ωij∆Vj; (4.28)
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Mout(t) =
ˆ t

0

M∑
i=1

Aur,iωi|out,Ndt. (4.29)

Eq. 4.26 can be used to derive an error function, ε(t), that allows for evaluating
i) the correct implementation of the model in a Matlab code and ii) the numerical
inaccuracy introduced by the radial coordinate and particle diameter discretiza-
tion:

ε(t) = 100Min + W(t0)−W(t)−Mout(t)
W(t) . (4.30)

Simulations show that the mass balance is always verified with less than 1% for
all the conditions tested.

4.4.4 Breakage kernel
Particles can break because of three different mechanisms: simple breakage, chip-
ping and fragmentation (Salman et al. [102]). Pharma powders usually behave
like brittle or semi-brittle material but their response is function of the particle
diameter. Rowe & Roberts [103], indeed, showed that the breakage typology is
dependent on a critical diameter that defines the deformation behavior, ranging
from ductile for small particles (d < dcrit) to fragile for larger objects (d > dcrit).
The critical diameter is a strong function of the substance itself and its mechanical
properties: elastic modulus, hardness and toughness play a major role in defining
its value. Shariare et al. [104], for example, reported a critical diameter for Parac-
etamol of about 7 µm.
The description of such a behavior is taken into account through a semi-empirical
model that weights the two different breakage dynamics by a parameter Ψ while
the dependency on the particle size is considered through exponents γ and β.
Assuming a first-order breakage kinetics, the birth/death rate, Gij, can be written
availing of the concept of breakage function and selectivity firstly proposed by
Kolmogorov & Epstein and later described by Austin [105] as:

Gij = −Sijωij +
i∑

k=1
Sijωkjbki (4.31)

where Sij is the selectivity associated to particles with diameter di in the j-th
compartment.
M is the total number of diameter classes, bki is the probability that the breakage
of a particle of size k ends in a smaller particle i. Note that, with this notation,
the ordering of the particle size is descending, that is, d1 = dmax and dM = dmin.
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The selectivity, computed according to Gommeren et al. [106, 107], gives the
fraction of particles selected for breakage and is computed as:

Sij = K1Wj

K2 + W3/2
j

p2

√
di

dmax
(4.32)

where K1, with units g1.5 bar(g)−1 s−1 and K2, with units g1.5, are substance-
dependent parameters that have to be determined experimentally, Wj is the mass
holdup in the j-th compartment in g, p is the nozzle pressure in bar(g) and dmax
is the largest possible diameter value that particles can assume with units µm.
The density breakage function, bki, is computed as [105]:

bki = Bki − Bk−1,i (4.33)
where:

Bki = Ψ
(

dk
di

)γ
+ (1−Ψ)

(
dk
di

)β
, for dk

di
≤ 1. (4.34)

Parameters Ψ, γ, β of bki define the breakage mechanism and they have to be
determined experimentally. Eq. 4.34 is valid only when di ≤ dk, i.e., with the
employed notation for k ≥ i, otherwise Bki = 0.

The semi-empirical nature of the model imposes a calibration based upon exper-
iments for each tested substance. The Design of Experiments lists the operating
conditions used for the experimental characterization performed with a MC spiral
jet mill.
The model parameters are determined through a generalized version of the Differ-
ential Evolution (GDE3) genetic algorithm presented by Kukkonen & Lampinen
[108] and later elaborated and implemented in Matlab by Baur [109].
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4.5 Results and Discussion

4.5.1 Part 1: Single-phase Velocity fields and Caking Anal-
ysis

Fig. 4.15 reports the dimensionless absolute pressure (a), static temperature (b),
dimensionless density (c) and velocity magnitude (d) contour plots inside the grind-
ing chamber f1. Images show an annular region of high velocity flow that moves
around the chamber in proximity of nozzles. Pressure, density and temperature
contours show that, apart from expansion regions downstream nozzles (detailed
in the same figure), there is no abrupt properties variation within the chamber.
The velocity maps (d) of Fig. 4.15 shows that the comminution chamber has an
internal region in which the velocity is about 120-150 m s−1 and another one (pre-
viously called “annular region”) in which the velocity is in average between 150
and 250 m s−1.

Contours of Fig. 4.15 also show that the outer zones have low pressure. Most of
the temperature and density variations are localized into mill parts where larger
expansions take place. The supersonic jets coming from nozzles appear to be
deviated by the air flow already rotating inside the chamber. Plumes disappear
washed out by the large volume flow rate passing through the jet mill. This
behavior is also confirmed by previous observations made in earlier works (Bnà et
al., [9]; MacDonald [78]).
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(a) pabs/pabs,ref [-] (b) Tstat [K]

(c) ρabs/ρabs,ref [-] (d) |u|/|u|ref [m s−1]

Figure 4.15: Flow property maps on the nozzles middle plane of simulation 01 (f1,
i/ii). Pressure and density fields have ben made simensionless for confidentiality reasons
by scaling the cell actual value for the reference taken at inlet nozzles. Details of the
maximum expansion region.
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Figure 4.16: Flow pathlines coloured by velocity magnitude (m s−1) of simulation 01
(f1, i/ii). The image represents the flow segregation experienced by the process fluid
coming from nozzles (left) and the powder feeder (right).

Fig. 4.16 (left) depicts the streamlines generated by the flow coming from nozzles.
As it can be seen the gas moves slowly from the outer part to the inner part of
the grinding chamber, without an efficient mixing with gas entered by the powder
feeder (Fig. 4.16, right).
The right picture of Fig. 4.16 also shows that the air coming from the powder
feeder remains segregated within the inner part of the chamber, located in the
upper semi-half of the grinding volume. Due to this particular flow pattern drawn
by the fluid coming from the powder feeder, it is clear that the classifier height
(hc of Fig. 4.1b) plays a major role in determining the cut size and therefore the
classification capacities of the system. Its presence, indeed, constitutes a barrier
and prevents the direct exit of fresh air that gathers the raw powders, allowing for
keeping particles inside the comminution chamber to be grinded.
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Fig. 4.17 shows the evolution of velocity magnitude contours and dimensionless
absolute pressure, static temperature and Ma number along nozzle 5 of Fig. 4.10a,
a for chambers f1, f2, f3 and f4 when constant pressure is imposed at inlets (op-
erating condition i of Table 4.10). It is interesting to notice that the maximum
expansion region is common to all simulations and it is located inside the chamber,
while the supersonic condition is reached in the throat section of nozzles. Once
chocking is established, the nozzles cross-section starts to enlarge because of the
conjunction with the chamber and the flow experiences an enduring expansion
similar to what happens in De-Laval nozzles. The largest value for Ma number is
found where the most abrupt variation of temperature and pressure is located and
the position seems to be not influenced by the chamber dimension and, therefore,
by the local flow condition. The maximum Ma value is, instead, a function of the
mill diameter and the largest velocity is obtained for the reference chamber (f1),
reaching a Ma peak approximately equal to 2.8.
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Figure 4.17: Contours of velocity magnitude (left) and properties variation along 0-1
segment (right) for Nozzle 5 in simulation 01-04 (f1-f4, i).

The abrupt expansion takes the fluid temperature down to 108/110 K. The large
gradients are limited to the supersonic plume and temperature rapidly raises to 250
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K in the space segment 0→1. The absolute pressure also decreases until a value of
5-10% of the reference inlet pressure, well under the standard atmospheric pressure
for a very limited portion of chamber. Results show that caking smooths oscilla-
tions and gradients after the maximum expansion but the conditions far from the
latter are not influenced by the crusts presence. The air already rotating inside the
milling chamber tends to wash out the expansion, facilitating the recompression
of the fluid at a similar value for all the mill dimensions.
The toroidal region of high velocity fluid that rotates in the outer part of the
chamber (green ring in the velocity maps of Fig. 4.17) is pushed towards the mill
walls when the chamber radius is decreased, indicating that the rapid flow moving
near nozzles is influenced by the spiral jet mill diameter and the gas motion tends
to erode the crusts with higher intensity as the clustering becomes more efficient
and aggregates occupy the chamber.
Non-dimensional absolute pressure decreases along segment 0→1 as the mill cham-
ber is made smaller while its value through the initial part of the comminution
volume does not change significantly (0→1).
The opposite condition is found for temperatures and velocities that are affected
by the chamber radius when the flow exiting the nozzles encounter the rotating
fluid. A significant change in Ma number is found for chamber f1 with respect to
the others, with a difference of 15% of the reference case. Although the reduction
in the chamber diameter causes the smoothing of the peak expansion values for
each property analyzed, chambers f2 and f3 show an increase of almost 30% of the
local Ma number in the segment 0→1. The variation is very limited in space but
points out how the caking phenomenon tends to smooth gradients and push high
velocity zones towards the outer wall.

The radial and velocity components, as well as the inverse of the spin ratio, are
shown in Fig. 4.18 (as function of the non-dimensional radial or z-coordinate) and
Fig. 4.19 (as function of the non-dimensional height or y-coordinate). Cell-center
data are gathered and plotted for the four mill chambers studied and operating
condition i, to simulate the effect that the reduction of the gas mass-flow rate has
on the velocity components while caking is advancing.
Radial velocities, as depicted by Fig. 4.18, oscillate between -15 to 15 m s−1

over the whole domain except for very limited zones such the grinding chamber
zone near the nozzles and the upper semi-half of the comminution volume that is
affected by the presence of the powder feeder (Fig. 4.19). Nozzles cause a non-
negligible peak in radial velocity, locally reaching a value of over -500 m s−1, orders
of magnitude larger than the average value in the rest of the chamber.
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4.5 – Results and Discussion

According to the scheme reported in Fig. 4.2, particles are often subjected to a
null or a small positive radial velocity field and therefore they tend to move with
their own direction. The nozzle jets push them towards the inner part of domain
(negative radial velocities), especially if particles lie on the nozzles middle plane,
where the radial and tangential components assume their highest value.
An equilibrium position can be reached only when particles move in a negative
radial velocity field since inward components allow for obtaining a gas drag force
that balances the centrifugal forces developed by the rotational motion of particles.
Due to this reason, only a limited portion of the chamber is suitable for having a
classification mechanism based upon aerodynamic forces.

Fig. 4.18 shows that in all chambers the radial velocities oscillate (b, f and j) chang-
ing sign, without the possibility of identifying a large region with a well-defined
flow pattern. It is possible to recognize a small portion of negative continuous flow
of gas only near the lower and the upper wall due to flow confinement towards
plates (Fig. 4.20). Radial negative velocities are also sampled at nozzles height,
due to the inward gas flow coming from nozzles.
The tangential velocity in the inner part of the chamber (0.09 < normalized z-
position < 0.35 and 0.65 < normalized z-position < 0.91) show a uniform field
except for the zones near the outer wall and the regions located in the center of
the mill where tangential components go to zero (plots c, g and k).

  

Figure 4.20: Scaled radial velocity (m s−1) maps on ix-plane (f1-i/ii). The two images
are depicted showing cropped scales. White portions of the figures show out-of-scale
values (large or smaller).
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The same observations made for radial velocity data can be done for the inverse
of spin ratio (depicted in d, h, and l), with the remarkable difference of having
large values at the center of the mill, induced by the null tangential velocity in
that zone. These observations are also clearly stated by plots of Fig. 4.19, repre-
senting the radial velocity, tangential velocity and the inverse of spin ratio for the
four chambers and operative condition i at three different lines evolving along the
chambers height.
Tangential velocity at r = -75% (plot g of Fig. 4.19) gives similar values for every
mill dimensions except for chamber f4, that shows a non-negligible decrease with
respect to the others. The influence of the nozzles presence and the plume gener-
ated from the high-velocity flow coming from them is clearly shown by radial and
tangential velocity peaks of plots at r = -95% (plots b and c). It is interesting to
notice that the radial velocity peaks show similar values as the chamber diameter
is reduced while the tangential velocity component changes remarkably, increasing
from f1 to f4. This phenomenon is confirmed by the inverse of the spin ratio, as
showed by plot d of Fig. 4.19, that assumes the shape of radial velocity and shows
values close to zero except for the near-nozzles regions, the portion of chamber
near the powder feeder and the upper/bottom wall zones, where it increases and
locally reaches 1

spin ratio < 0.2 , indicating that these zones are the most efficient
in moving and sorting out particles (negative spin ratio with positive tangential
velocity means negative radial components and therefore an inward flow).
Plots h and l of Fig. 4.19 show that the original chamber f1 gives the most uni-
form velocities profile, while the others show an increasing inhomogeneity between
the upper and the lower chamber semi-half. The spin ratio in the middle of the
chambers does not change remarkably, indicating that the variation of the mill di-
ameter has the major effect of changing the flow components repartition between
the lower and the upper part of the grinding volume when the nozzles mass-flow
is reduced.
Radial velocity contours plots shown in Fig. 4.20 underline that a large part of the
comminution volume has positive radial velocity components. Positive velocities
generate an outward flow that promotes collisions but not classification. Two thin
regions of continuous inward radial velocity field can be identified near the upper
and the lower plates, as depicted by the detailed right plot of Fig. 4.20.
As previously reported, the powder feeder also generates a large inward flow that
drives streamlines towards the system outlet.
These observations show that the comminution volume of a spiral jet mill can be
divided into three macro regions: a thin and localized zone near the lower wall
(Cell 1 of Fig. 4.20 , right) with negative radial velocities, responsible of taking
particles towards the outlet, a large zone located in the center of the chamber (Cell
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2 of Fig. 4.20 , right) with positive radial velocity components that promotes col-
lisions and another thin cell, similar to Cell 1, located near the upper wall that
behaves like the latter.
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Figure 4.21: Radial and tangential profiles as function of normalized z-position near
the upper and lower mill walls (f1 to f4, i).

Profiles located at 1% of the chamber semi-half height are shown by Fig. 4.21.
A continuous region of negative radial velocities can be detected along the whole
lower plate and along the right semi-half of the upper plate (plots b and e). The
inward flow is much more vigorous going from the outer region towards the in-
let, indicating that the carrier is more effective near the outer wall and in nozzle
proximity. According to the flow dynamics inside the chamber, gas velocity com-
ponents in Cell 2 are responsible for the colliding particles motion while those of
Cell 1 and 3 are responsible for driving particles towards the outlet.
For all the chambers and operating conditions tested, the particles transport to-
wards the outlet takes place only in plates proximity while the particle-particle
and particle-wall collisions are promoted in the central part of the comminution
volume (cell 2 of 4.20). This functioning principle is proper of all spiral jet mills
with tangential solid injection and with an upper discharge.
Tangential velocity profiles shown by plots c and f of Fig. 4.21 are similar in shape
to those sampled at h = -50% and 50%, with the peculiarity of having a flatter
and more uniform form near the lower plate than near the upper wall.
This is reasonably induced by the powder feeder presence and by the tortuous way
imposed by the classifier (hc in Fig. 4.1b) to the gas flow. Plots b, f and j of Fig.
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4.19 clarify that the high-velocity ring generated by the nozzles gas flow reaches
also zones near the plates. The powder feeder strongly affects the left semi-half of
the chambers, generating chaotic components that make the radial velocity change
in sign and generate oscillations in tangential components (plots b and f of Fig.
4.18).
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Figure 4.22: Radial and tangential velocity trends over three different chamber heights
(f2/f4,i/ii)

Fig. 4.22 depicts the radial (a) and tangential (b) velocity contours for chamber
f2 as well as radial and tangential velocity data at different heights of chamber f2
((c) and (d) respectively) and chamber f4 ((e) and (f) respectively).
Plots detail the velocity variation along the chambers radius, pointing out the
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difference that exists in radial velocity components when the chamber height is
changed for the negative semi-plane, due to the powder feeder presence, also for
sampling lines crossing the comminution volume in proximity of its median height.
It is clear that there is a difference in sign between h = -50% and h = 50% in the
positive z semi-half. The upper part of the chamber has only positive radial ve-
locities while the bottom part presents negative values.
This information, as depicted by the radial profiles of Fig. 4.21, plots c and e, con-
firms that the classification of particles can only take place in limited mill regions
such as the lower part of the comminution volume.
The three lines examined show that, in the left semi-plane, there is a negative
radial velocity peak near the powder feeder region that is given by the local ac-
celeration that the flow experience to move towards the outlet. This flow pattern
is well recognizable for all the four chambers and both the operating conditions
studied. The tangential velocity (plots (d) and (f) of Fig. 4.23) slightly increases
near walls and drop down, as expected, in the center of the chamber.

As showed by Fig. 4.22 and Fig. 4.23, no remarkable difference is found in
radial velocity profiles changing the operating condition from constant pressure
(i) to constant mass-flow rate (ii) at nozzle inlets, especially for the sampling
lines near the outer walls (r = -95% and r =-75%). A variation is observed only
near the powder feeder that acts as a perturbation zone and locally modifies the
radial velocity component showing a positive velocity peak (passing from i to ii)
in chamber f4.
The tangential velocity, instead, slightly increase in the whole domain, as showed
by the difference between black and blue markers. It is interesting to notice that
the modification of the gas mass-flow rate results in a variation of the tangential
velocity (the higher is the mass-flow rate, the higher is the average tangential
velocity), but it does not change remarkably the radial velocity component of the
flow field. The variation of operating condition i to ii increases the negative radial
velocities in the plates proximity. To summarize, the increase of grinding pressure
when the chamber diameter is reduced increases the gas tangential velocity in
the central part of the chamber and the negative radial velocity component near
plates. It enhances the flow patterns responsible of driving particles collisions but
also the velocity field that causes particles classification.
This means that an effective strategy to control the classification capabilities of
the spiral jet mills is to adjust the nozzles gas grinding pressure with the aim of
tuning the spin ratio and customizing both the particles collision and the particles
classification mechanisms.
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Figure 4.23: Radial and tangential velocity trends over three different chamber radii
(f2/f4, i/ii)
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4.5.2 Part 2: Uncoupled quasi-3D Euler-Euler Microniza-
tion Model

Model Calibration

The usage of the genetic algorithm coupled to the compartmentalized model pro-
vides the lactose and paracetamol parameters shown in Table 4.11.

Table 4.11: Model parameters for lactose and paracetamol.

Substance Ψ γ β K1 K2

[-] [-] [-] [g1.5 bar(g)−1 s−1] [g1.5]
Lactose 6.97 · 10−2 5.00 · 10−1 3.04 27.93 1.48 · 10−1

Paracetamol 5.03 · 10−1 52.70 1.71 · 10−1 40.36 1.70 · 10−1

Results show that the importance of the first term in Eq. 4.34 (weight Ψ) is limited
for lactose while it is important for paracetamol. This confirms that the physical
mechanism at the base of the particles fragmentation for the two substances is
different, since lactose behaves, in general, like a ductile material while paracetamol
tends to undergo to a fragile breakage.
Defining the relative error, e, as the difference between experimental and model
data as described by Eq. 4.35, it is possible to evaluate the accuracy of the
prediction obtained through the usage of parameters of Table 4.11.

e = 100Di,exp −Di,mod

Di,exp
. (4.35)

Table 4.12 and Table 4.13 lists experimental (exp), model (mod) and relative error
results for lactose and paracetamol at the same process conditions, respectively.
The analysis is carried out on D10, D50 and D90 to evaluate the model perfor-
mance on parameters describing the whole outlet distributions Table 4.12 shows
that the best results are obtained for D50 and D90, with a maximum relative error
of 28% circa in the first case and 20% in the second case.
Most of the constraints in terms of PSD of the final product are usually given on
D90 and therefore the genetic algorithm is set to minimizes errors for diameters
larger than D40. This motivates the worst prediction obtained for fine particles.
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Table 4.12: Comparison between the experimental (exp) and predicted model (mod)
values for D10, D50 and D90 diameters of output PSD for lactose.

D10 D50 D90
Case exp mod e exp mod e exp mod e

[µm] [µm] [%] [µm] [µm] [%] [µm] [µm] [%]
7 bar(g) 0.59 0.64 9.54 3.85 3.97 3.08 11.86 12.99 9.54

20 [g min−1]
7 bar(g) 1.14 1.60 39.68 7.75 9.88 27.51 23.13 27.76 19.99

310 [g min−1]
7 bar(g) 1.33 2.04 53.00 10.50 12.99 23.70 34.33 33.31 2.99

600 [g min−1]
11 bar(g) 0.55 0.41 26.20 2.68 2.37 11.44 7.29 8.23 12.92

105 [g min−1]
11 bar(g) 0.90 0.95 9.54 6.08 5.89 2.99 18.14 17.60 2.99

515 [g min−1]
12 bar(g) 0.98 0.62 36.60 5.06 3.74 26.20 13.80 11.86 14.09

310 [g min−1]

Table 4.13 shows that the model calibration for paracetamol is much stiffer than
the lactose one, due to different breakage behavior whose particles with a wide dis-
tribution are subject to. Paracetamol raw powders, indeed, show a much higher
Sauter mean diameter (41 µm) with respect to the one measured for lactose (11
µm) meaning that paracetamol particles undergo to a much vigorous size reduc-
tion process than lactose ones.
Large errors are encountered at low gas pressures while good predictions are ob-
tained if high-energy density processes are simulated (high pressure and low/medium
solid feed-rates).
Results show that the model does not fit properly data of wide inlet distributions.
Eq. 4.32 show, indeed, that the selectivity formula is strongly dependent on the
maximum particles size and, therefore, the shape of the function may change re-
markably depending on the maximum particles diameter.
Large errors are made especially for fines. This tendency is slightly mitigated if
high-energy processes are treated (high pressure and low feed rate), coherently to
the model assumption of having dilute flow condition.
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Table 4.13: Comparison between the experimental (exp) and predicted (mod) values
for D10, D50 and D90 diameters of output PSD for paracetamol.

D10 D50 D90
Case exp mod e exp mod e exp mod e

[µm] [µm] [%] [µm] [µm] [%] [µm] [µm] [%]
7 bar(g) 0.48 0.08 82.57 1.44 0.069 52.25 3.69 7.99 116.58

20 [g min−1]
7 bar(g) 0.56 0.12 79.39 2.30 2.01 12.58 9.14 23.41 156.20

310 [g min−1]
7 bar(g) 0.64 0.13 79.39 3.12 3.01 3.30 13.67 30.62 123.98

600 [g min−1]
11 bar(g) 0.46 0.07 84.24 1.54 0.44 71.15 4.83 4.36 9.59

105 [g min−1]
11 bar(g) 0.56 0.09 83.71 2.23 1.00 55.35 8.83 11.95 35.31

515 [g min−1]
12 bar(g) 0.53 0.08 84.77 2.01 0.64 68.09 7.72 6.98 9.59

310 [g min−1]

The proposed kernel structure is not appropriate to model the fragmentation of
particles population with wide distributions and a small critical diameter because
the breakage may vary remarkably with the inlet size. Kernel parameters need,
in this case, a pressure-dependent fitting to consider the behavioral change due to
the different quantity of energy given to the micronization process.
Table 4.14 reports the pressure-dependent fitting of kernel parameters for parac-
etamol powders. Results clearly show that the paracetamol behavior at rupture
notably change if the pressure is increased. Selectivity (Eq. 4.32) and breakage
probability (Eq. 4.34) are computed at different pressures to show their depen-
dency on particles dimensions and gas energy.
Fig. 4.24a depicts selectivity as function of the particle diameter while Fig. 4.24b
shows the breakage probability as function of particle diameter ratio (the ratio
between the diameter of the particle i colliding against particle k).
A remarkably different behavior is found between medium-pressure and high-
pressure curves only for selectivity. The latter is higher at 7 bar(g) and it tends to
increase if the particles diameter is augmented at any pressure. Curves obtained
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at 11 and 12 bar(g) are completely comparable, indicating that Sij can be studied
at two different pressure ranges only. Breakage probability, defined for dk/di ≤ 1,
does not depend on pressure and the weighting parameter Ψ is able to correctly
model the different energy response of lactose and paracetamol. Exponent γ drives
the shape of the breakage probability and model the different mechanism governing
the fragmentation of paracetamol powders. Fig. 4.24 clearly shows that only selec-
tivity varies with pressure, meaning that parameters K1 and K2 of Eq. 4.32 need
to be defined at each pressure level. Fig. 4.25 depicts the fitting functions used
to interpolate the pressure-dependent parameters defined in Table 4.14 through
single-pressure model fitting. As depicted, K1 is a strong function of pressure
and it decreases a lot as the energy of the flow increases. K2 also shows a differ-
ent behavior passing from medium to high-pressure ranges, doubling its value. A
function of their ratio directly multiplies the grinding pressure in the selectivity
formulation and they are, for this reason, important in defining the shape of Sij.

Table 4.14: Paracetamol breakage model calibration as function of grinding (nozzles)
pressure @ 7 (FR = 20, 310, 600 g min−1), 11 (FR = 105, 515 g min−1) and 12 (310
g min−1) bar(g).

Pressure Ψ γ β K1 K2

[bar(g)] [-] [-] [-] [g1.5 bar(g)−1 s−1] [g1.5]
7 6.32 · 10−2 21.04 2.02 160.04 5.14 · 10−1

11 7.01 · 10−2 2.49 2.10 83.56 1.27
12 1.13 · 10−3 6.00 · 10−1 1.91 61.27 9.90 · 10−1
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Figure 4.24: Selectivity (Sij) and breakage probability (Bki) obtained from parameters
optimization carried out at different pressures for paracetamol powders and assuming a
5 g hold-up.
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Both K1 and K2 clearly change value passing from medium- to high-pressure pro-
cesses. This property is coherent with the selectivity shape showed by Fig. 4.24a.
β, instead, remains almost equal and the interpolant function returns a quasi-
constant value, motivating the behavior of Bki. The weighting function Ψ assigns
most of the breakage probability shape to the second term of Eq. 4.34, making
negligible the large variations shown by γ. This states that both the paracetamol
and lactose fragmentation are driven by one breakage mechanism only with much
of the physics complexity contained into the selectivity function formulation.
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Figure 4.25: Paracetamol breakage kernel parameters determined through pressure-
dependent calibration (exp) and model fitting (fit).
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Fig. 4.26 shows the comparison between the output cumulative distribution func-
tion fitted from the model and data measured experimentally (exp) for a low
pressure process (4.26a, p = 7 bar(g) and FR = 20 g min−1) and a high pressure
process (4.26b, p = 11 bar(g) and FR = 515 g min−1) for paracetamol.
Results clearly show that the cumulative distributions are extremely well repli-
cated if pressure dependent fitting is performed, especially at high pressures.
Passing from single-pressure parameters set to the fitting functions depicted by
Fig. 4.25, the error on D90 at 7 bar(g) and 20 g min−1 decreases from 117% circa
to 35% while error on D90 at 11 bar(g) and 515 g min−1 decreases from 35% to
3% circa.
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Figure 4.26: Comparison between the cumulative distributions obtained through ex-
periments (exp) and model fitting for paracetamol using fitting functions depicted by
Fig. 4.25.

Model Predictions

he results produced by the experimental campaign designed through the DoE for
lactose and paracetamol are used to build response equations for D10, D50 and
D90.
The structure of the relationship describing the particles dimensions is given by
Eq. 4.36, given in µm, and it is function of the gas grinding pressure (p – bar(g)),
powders feeding rate (FR – g min−1) and their interaction. The model needs a
transformation through a new variable that incorporates the original model output:

y′ = a+ b · p + c · FR + d · p2 + e · FR2 + f · p · FR. (4.36)
The coefficients and transformation variables are reported in Eq. 4.36 are listed
in Table 4.15.
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Table 4.15: Reduced quadratic model equations parameters.

Substance Variables Coefficients
y y’ a b c d e f

Lactose D10 y 1.5699 -0.3228 0.0044 0.0225 0 -0.0004

Lactose D50 y 13.4393 -3.0161 0.0344 0.1864 0 -0.0026

Lactose D90 log10(y) 1.4655 -0.1404 0.0024 0.0055 −2.0395 · 10−6 0

Paracetamol D10 y−2.38 0.5379 1.2844 -0.0093 -0.0606 5.2914 · 10−6 0

Paracetamol D50 1√
y−0.5 0.5170 0.1138 -0.0013 -0.0053 1.0526 · 10−6 0

Paracetamol D90 1√
y−0.5 0.2723 0.0591 -0.0010 -0.0028 9.1840 · 10−7 0
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Figure 4.27: Predicted/model (markers) and experimental/DOE (lines) results com-
parison for Lactose and Paracetamol at 7 and 11 bar(g) at solid feed rates ranging
between 20 and 600 g min−1.
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Due to the high quality of the response surfaces (adjusted R2 always greater than
0.922), predictions obtained through Eq. 4.36 are considered as reference and they
are used as “experimental data” to compare model values at process conditions
different from those used for model calibrations.
Curves obtained through the DoE functions reported by Eq. 4.36 with the coeffi-
cients listed in Table 4.15 are marked in the following plots as “DoE”.
The operating conditions tested to understand the model predictions capabilities
are p = 7 bar(g), FR = 200, 350 and 500 g min−1 and p = 11 bar(g), FR = 200,
350 and 500 g min−1; which are comprised within the validity ranges of the DOE
used as reference.
Fig. 4.27 shows the comparison between predicted and experimental D50 and D90
values for lactose (a, b) and paracetamol (c, d) when the kernel parameters re-
ported in Table 4.11 are used.
It is shown that an averaged-pressure set of the breakage kernel parameters prop-
erly predict the micronization behavior of lactose, especially at high pressure and
medium/low feed rates. This is completely coherent to the important assumption
done at the beginning of the decoupled model derivation of having dilute flow con-
ditions. Predictions dramatically deteriorate for paracetamol, with errors of over
than 180%, due to its different breakage behavior that is a strong function of pres-
sure and particles diameter. In order to improve the model prediction capabilities
for cases with variable selectivity, a pressure-dependent tuning is performed and a
parameters definition based upon the flow energy content is implemented.
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Figure 4.28: Averaged-pressure predicted/model (black markers), pressure-dependent
predicted/model (red markers) and experimental/DOE (lines) results comparison for
Paracetamol at 7 and 11 bar(g) at solid feed rates ranging between 20 and 600 g min−1.
x represents the vector containing the breakage kernel parameters depicted by Fig. 4.25.

Fig. 4.28 gathers results obtained availing of constant kernel parameters (black
markers) and results computed though the usage of parameters functions shown
by Fig. 4.25 (red markers). Notice that vector x stores the kernel parameters such
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that x = const refers to the constant kernel parameters set while x = f(p) is the
notation used for the pressure-dependent parameters set.
Results show that pressure-dependent parameters drastically improve the predic-
tion capabilities of the model even when a substance with a complex breakage
mechanism is considered. Relative errors, computed according to Eq. 4.35, are in
average comprised between 7% and 15% but always lower than 22.6% (worst case
obtained for D90 prediction at 7 bar(g) and 350 g min−1).
If compared to fully coupled CFD-DEM simulations, the presented model frame-
work provides process-scale results in a tremendously shorter computational time.
Once the kernel parameters for an API are determined, the model calculates the
final output PSD in approximately 5 minutes of computational time through a
serial process on a 4-core (Intel Core i5-3470 @ 3.20 GHz) computer with 16 GB
RAM.
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4.5.3 Concluding Remarks
The internal gas dynamics of a spiral jet mill subject to caking phenomena was
studied via single-phase CFD. A simple approach to mimic the grinding chamber
diameter reduction due to solid particle agglomeration at walls was used. Four
different caking conditions for the grinding chamber were explored and two differ-
ent operating conditions, derived from relevant experimental data measured on a
real-scale production plant, were reproduced. By focusing the analysis on radial
and tangential velocity components as well as their dimensionless ratio (inverse
of spin ratio), some general findings were achieved, able to explain the influence
that the operating conditions, in terms of nozzles feeding pressure and chamber
shrinkage (due to caking), have on the classification capacities of spiral jet mills
with upper discharge and tangential solid feeding.
The analysis unveils that:

i. The gas flow is locally supersonic in regions downstream nozzles with large
velocity, temperature and pressure gradients that arise from the sudden air
expansion. The rest of the grinding chamber is transonic. The sonic choking
in the nozzles throat sections is reached in every condition tested. It is
possible to asses that caking does not affect the fluid flow in nozzles outlet
proximity.

ii. The variation of the chamber diameter, for a given operating condition, has
the main effect of modifying the homogeneity of the flow field. The velocity
profiles are more uniform with the largest chamber while the others show an
inhomogeneity between the upper and the lower semi-half of the comminution
volume in terms of radial and tangential velocity profiles.

iii. The reduction of the nozzle grinding total pressure along with the reduction
of the chamber diameter (operating condition i) has the effect of keeping
almost constant the spin ratio throughout the domain, with the exception
of the zones located in the powder feeder proximity. This means that the
nozzles mass-flow rate reduction while caking is advancing can control and
avoid the classification of large particles due to aggregates formation.

iv. The increase of the nozzle total pressure along with the reduction of the
chamber diameter (operative condition ii) causes the increasing of the tan-
gential velocity components but not the radial one in the central part of
the chamber. An increase of the radial velocities over the tangential ones is
instead observed near plates and in the powder feeder proximity.
The analysis underlined how the inverse of spin ratio increases in the central
part of the domain and remarkably decreases near plates, becoming negative,
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promoting particles transport and taking larger objects towards the outlet.
This highlights that the largest part of the spiral jet mills grinding chamber
is not suitable to classify particles since inward radial velocity components
can be identified only near mill plates and in a limited region near the powder
feeder.

Caking modifies the gas velocity field inside the micronization chamber (operative
condition ii – constant mass flow rate at nozzles), by increasing the negative radial
velocity component near plates and augmenting the classification capabilities of
the system, taking out of specific the PSD of the final product.
In general, the spiral jet mills grinding chamber can be divided into three different
cells, according to the radial velocity flow patterns: two thin zones located near
plates (Cell 1) where the particles transport towards the outlet takes place and a
large central zone (Cell 2) responsible of driving the solids phase collisions.
The reduction of the nozzles inlet pressure is identified as an interesting general
control strategy to modulate the spin ratio and modify the classification capabili-
ties of spiral jet mills by changing the radial velocity pattern near the plates and
in the powder feeder proximity to counterbalance the effects induced by the crusts
grow and keep the system working properly despite caking.
Given that particle segregation mainly takes place near the internal ring of the
spiral jet mill and assuming that particles aggregate to form clusters on the outer
part of the chamber when they reach large concentrations, the flow is considered
as dilute and the analysis here described is limited to the gas fluid-dynamics.

Besides the single-phase flow analysis, a comprehensive model able to study the
multiphase interactions and provide patricle-information at process-scale has been
built.
The proposed computational procedure calculates the 3D single-phase CFD gas
velocity fields and use them in a 1D, radially evolving compartmentalized model
to compute particles mass and momentum balances. The solid phase is advected
availing of an algebraic velocity formulation and the breakage kinetics is computed
according to a semi-empirical model tuned over experimental data.
Ductile (lactose) and fragile (paracetamol) substances are analyzed.
In accordance with the model assumption of dilute flow conditions, the best agree-
ment between the model and the experimental results is obtained for highly en-
ergetic processes. Results show that the computational model developed well
predicts the output PSD of ductile particles with a single-set of breakage ker-
nel parameters, containing errors within 50%. Fragile powders, which exhibit a
variable selectivity depending on pressure and particles diameter, need a pressure-
dependent fitting for breakage parameters and predictions show very good agree-
ment to experiments, with a maximum error of 22.6% obtained for D90 at 7 bar(g)
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and 350 g min−1.
The developed computational procedure is very fast if compared to fully coupled
Eulerian-Eulerian or Eulerian-Lagrangian simulations and it provides reliable re-
sults at process scales (steady-state micronization for real apparatus) with few
minutes of calculation times with good accuracy.
The model predictions quality deteriorates as the pressure range is enlarged, es-
pecially for raw powders with wide inlet distributions. In these cases, a pressure-
dependent kernel parameters tuning is needed to include all the mechanisms that
drives particles size reduction and account for selectivity dependency on pressure.
Another kernel formulation able to better describe this phenomenon, along with
a tribocharging model for the description of the particle electrification due to
particle-particle collisions.
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Chapter 5

Application 2: Olefins
Polymerization in Fluidized Bed
Reactors (FBRs)

This chapter is focused on the multiphase modeling of fluidized bed reactors for
the polyolefins polymerization process. The first part of the work deals with the
comparison between the predictions of a standard 1D-compartmentalized model
with a simplified fluid dynamics description and a detailed CFD Euler-Euler model.
Average diameters and solid volume fractions are analysized to assess if a cost-
effective compartment-based model can be used to study the particle distributions
inside the reactors.
The last part of the work is aimed at understanding if a 2D, scaled-down reac-
tor geometry can be used to simulate the polymerization process in continuous
operation mode at a reasonable computational cost.

5.1 Process Description and Current Modelling
Capabilities

5.1.1 Olefins Production in FBRs
In polymer chemistry, coordination polymerization is a chain mechanism through

which a polymer is produced from a monomer in the presence of a heterogeneous
catalyst. The catalyst provides fast reaction as well as effective control of the chain
topology. Different catalyst types are available, and the Ziegler-Natta type is still
very popular in the polyolefin industry. Large scale reactors are typically applied
to contact the solid catalyst (almost instantaneously becoming growing polymer
particles) with the gaseous reactant. Even though stirred tanks have been used,
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fluidized bed reactors are nowadays the most common apparatus used to carry out
the process.
A schematic of them is given in Fig. 5.1.
The gas flow, usually a mixture of ethylene with nitrogen, hydrogen and 1-butene,
is blown through a distributor plate arranged at the bottom of the reactor (Fresh
feed) while the solids, consisting of catalyst or pre-polimerized polymer particles,
is fed through a lateral inlet (Catalyst). The reaction starts as soon as ethylene
laps the catalyst particles. The polymer grows from active sites, filling the parti-
cles pores and exerting an increasing pressure on the structure sides. The catalyst
particles fragmentate and the catalyst fragments remain embedded by the sur-
rounding polymer in quantity of ppm.

Figure 5.1: Fluidized bed reactor for olefins polymerization, taken from Abbasi et al.
[110].

The gas mixture has the dual task of feeding the reaction and moving the particles
according to their inertia. Large particles fall down and they are gathered from
the reactor bottom (Product) while smaller ones remain suspended or they are
dragged upwards to be expelled by the gas outlet. To remedy to this unwanted
phenomenon, known as elutriation, the elutriated particles are separated by the
fluid carrier in a Cyclone and they are re-entered inside the fluidized bed reactor
to undergo polymerization again. The overall particle reaction slows down with
time since the concentration of catalyst fragments decreases as the polymer vol-
ume increases and monomer diffusion limitations increase at the same time. The
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cut-size diameter (the size of polymer particles for which they are allowed to leave
the reactor) can be regulated by varying the inlet gas velocity and change the
fluid-solid drag.
High-density polyethylene (HDPE) is typically produced with temperatures rang-
ing between 75 and 111 ◦C and pressure ranging from 20 to 40 MPa.

5.1.2 Fluidization Regimes
When a fluid flows through a granular material, the particles behaviour is con-
verted from a static solid-like state to a dynamic motion in which the multiphase
mixture starts behaving similarly to fluids. This particular condition is called flu-
idization.
Depending on the fluid velocity, several fluidization regimes may be encountered.
Fig. 5.2 depicts five different fluidized bed reactor states (top scheme) and the
pressure drop as function of the fluid velocity (bottom scheme).

The initial state consists in a reactor containing a certain quantity of granular ma-
terial arranged as packed bed at the bottom of the vessel. The process starts when
a fluid, usually a gas, is passed through a distributor plate investing the particles
bed from the reactor bottom. If the drag exerted by the fluid flow is not enough
to suspend the particles and they remain at state of rest, the pressure drop result-
ing from this drag will follow the Ergun equation (a - black/gray part of the graph).

When the gas velocity is increased, at a certain point, the total drag will equal
the bed weight and particles will begin to lift and fluidize. This limit condition is
obtained with a velocity called minimum fluidization velocity and corresponds
to the maximum pressure drop experienced in the system (b - red halo).

When the drag exceeds the gravitational force, the particles begin to lift and the
bed expands. The porosity of the system reduces and the drag decreases until
it balances again the particles weight. If the velocity is increased a little more,
instabilities in the flow field are generated and the gas starts moving around the
bed, creating bubbles with very low concentration of particles. The solids starts
to move chaotically, upward and downward, appearing as a boiling system. This
highly mixed operation mode is defined bubbling or aggregative fluidization
and consists in the desired working regime (c - green part of the graph).

A further increase in velocity will result in a chaotic and unstable operating con-
dition called slug flow (d - light blue halo).

At extremely high velocities, the gas flow starts to take out the solids from the
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reactor, generating a particular condition called elutriation (orange/yellow halo).
Since the particles concentration decreases and the reactor is emptied, the pressure
drop decreases as well. This last condition is clearly deleterious for fluidized bed
operation and it is avoided.

Fluidized bed reactors are designed to work within the bubbling fluidization
regime, where bubbles are formed and a high-mixing characterizes the system.

(a) (b) (c) (d) (c)

Figure 5.2: Fluidization regimes, adapted from Kunii & Levenspiel [111].

5.1.3 Numerical Modeling of Gas-Solid FBRs
Fluidized bed reactors are the first-choice equipment for the gas phase production
of polyolefins [112]. Modeling tools are extremely helpful to design the operat-
ing conditions in order to ensure the desired product quality, i.e., particle size and
molecular weight distributions. Different modeling approaches have been proposed
in the literature to simulate FBRs, ranging from multi-scale kinetic models [113–
115] to highly detailed CFD-based models [116, 117].
Among the models of the first type, compartmentalized models are the most pop-
ular [118–121]. The reactor is described as combination of compartments (usually
fully mixed) properly interconnected in order to simulate the behavior of the differ-
ent phases. A major advantage of such an approach is that single particle models
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can be easily accounted for. Such equations allow for an adequate description of
complex particle morphologies along with comprehensive kinetic polymerization
schemes [122].
On the other hand, the description of the reactor fluid dynamics is based on em-
pirical relationships (e.g., Ullmann of Elvers [123]), whose applicability is often
assumed a priori without further validation. In this respect, CFD simulations rep-
resent a major step forward in terms of detailed description of the hydrodynamic
interaction between gas and solid particles [124–126].
Even though based on fundamental equations and advanced numerical method-
ologies, these approaches suffer the major limitation of huge computational effort,
especially for 3D cases [25, 127–129].
This practically prevents the use of similar tools in the industrial practice and lim-
its the capability to include detailed descriptions of the particle size distribution
and of the reaction features.
In order to partially mitigate this issue, a pseudo-2D approach in which the third
dimension is modeled as a thin thickness has been proposed but its application is
nowadays limited to particular fields of study such as systems with a symmetry in
which much of the phases motion evolves in 2D [130], the bubbles formation [130]
or the description of phases heat transfer mechanisms [131].
As shown, the multiphase mixing of fluidized bed reactors have been extensively
studied but simulation models are usually run in batch mode. Recent works deal
with the derivation and implementation of novel models for the description of
particle-particle and particle-wall interactions generating simple charge transport
[22] or tribocharging [20]. These complex models are based upon the kinetic theory
of granular flows [132]. Others focus on the development of novel physical laws for
the description of particle growth [21] or sofisticated drag models [133, 134].
Although the large scientific production for simulating FBRs fluid dynamics, to
the best of the author knowledge, no CFD models describing the continuous poly-
merization of polyolefins have been proposed so far.
In this context, the assessment of a compartmentalized model implementing a
simplified fluid dynamics description by comparing the values of selected proper-
ties (average solid volume fractions and particle sizes) with those predicted by a
detailed CFD model would validate its use as effective design tool for practical
applications, that is, under reactive conditions.
Moreover, it is worth to evaluate a possible strategy to scale-down the reactor
to have a lower particle residence time and simulate the continuous operation of
fluidized beds with solid injection and withdrawal.
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5.1.4 Objectives
Given the motivations of the above section, the objectives of this work are the
following:

a. the evaluation of the reliability of a standard three-phase compartmentalized
model for the description of the solid distribution in fluidized bed reactors by
comparison with detailed 2D CFD Euler-Euler simulations for monodisperse
and polydisperse populations of particles;

b. the proposal of a strategy to scale-down fluidized bed reactors and to build
a CFD multiphase model able to describe the polyolefins polymerization
operated in continuous mode;

c. the analysis of different solid withdrawal positions and different solid feed-
rates to understand the prediction capabilities of the proposed model in
terms of average particle size and solid holdup.
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5.2 CFD Multiphase Model
Model equations

In the multi-fluid model, gas and solid phases are considered as interpenetrating
continua in a full Eulerian framework. The gas phase is considered as primary
phase while solid ones are defined as secondary or dispersed phases. The kinetic
theory of granular flows (KTGF) is used to close the solid stress tensor terms.

The multiphase model equations for continuity and momentum balances are de-
scribed in Sub-section 2.4.
The fluidized bed turbulence is accounted for by solving the k − ε RNG model,
with standard wall functions. Since granular mediums are present, it is solved as
dispersed turbulence model.
The RNG turbulence model is supplemented with extra source terms (Πke and
Πεe) to include the effect of the dispersed particles on the primary phase motion
and a set of granular quantities are derived to evaluate the variation in secondary
phases energy [135]. The momentum exchange between phases can be considered
by including a set of interphase turbulent momentum transfer coefficients.

The disperse formulation of the RNG turbulence equations can be written as [15,
136]:

∂

∂t
(αgρgkg) +∇ · (αgρgkgug) =

∇ · (αgΛkµg,eff∇kg) + αgGk,g + αgGb,g − αgρgεg + αgρgΠkg ; (5.1)

∂

∂t
(αgρgεg) +∇ · (αgρgεgug) = ∇ · (αgΛεµg,eff∇εg)

+ αgC1ε
εg

kg
(Gk,g −G3ε,gGb,g)− αgC2ερg

ε2
g

kg
− αgRε + αgρgΠkg . (5.2)

Λk and Λε are equal to the inverse-turbulent Prandtl number or the ratio between
the thermal diffusivity and the turbulent viscosity:

Λk = Λε = Λ = 1
Prt

. (5.3)

The inverse-turbulent Prandtl number can be related to the molecular and effective
viscosity as:
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µg

µg,eff
= µg

µg + µt,g
=
∣∣∣∣∣ Λ− 1.3929
Λ0 − 1.3929

∣∣∣∣∣
0.6321 ∣∣∣∣∣ Λ− 2.3929

Λ0 − 2.3929

∣∣∣∣∣
0.3679

(5.4)

with Λ0 = 1.0. For usual turbulent flows, µt,g >> µg and therefore Λ ≤ 1.393.

Gk,g is the term accounting for the generation of turbulent kinetic energy due to
the mean velocity gradients [28]:

Gk,g = ρgu′iu′j
∂u′j
∂xi

= µt︸︷︷︸
ρgCµ

k2
g
εg

(2SijSij)1/2 . (5.5)

The major peculiarity of the k − ε RNG turbulence model is the presence of the
term Rε,g, that is of paramount importance in predicting the turbulent destruction
in rapid strained flows:

Rε,g = Cµρgη
3 (1− η/η0)

1 + βη3
ε2

g

kg
(5.6)

where η = Skg
εg

, η0 = 4.38, β = 0.012.

The model constants are C1,ε = 1.42, C2,ε = 1.68, C3,ε = 1.3, Prdisp = 0.75.
The near-wall regions have been modeled via wall-functions, using the Standard
formulation for momentum and turbulence.
The law-of-the-wall for mean velocity yields:

U∗ = 1
κ

ln (Ey∗) (5.7)

where U∗ ≡ ug,PC1/4
µ k1/2

g,P
τw/ρg

is the dimensionless velocity.

The dimensionless distance from the wall is computed as:

y∗ =
ρgC1/4

µ k1/2
g,PyP

µg
(5.8)

The quantities reported in the equations are:

• κ = 0.4187, [−]: von Karman constant;

• E = 9.793, [−]: empirical model constant;
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• ug,P, [m · s−1]: velocity at the first cell-center P over the wall;

• yP, [m]: distance of the first cell-center P from the wall;

• kg,P, [m2 · s−2]: turbulent kinetic energy at the first cell-center P over the
wall;

• τw, [m2 · s−2]: wall shear, defined as:

τw = µg
∂ug

∂y

∣∣∣∣∣
y=0

. (5.9)

k equation is solved in the whole domain and the boundary condition imposed at
the wall is:

∂kg

∂n
= 0, (5.10)

where n is the local coordinate perpendicular to the wall itself.

The production of kinetic energy at the wall-adiacent cells is computed via the
Gk,g term and it is added as source term in the k equation:

Gk,g ≈ τw
∂ug

∂y
= τw

τw

κρgC1/4
µ k1/2

g,PyP
. (5.11)

The dissipation rate of turbulent kinetic energy is not computed in cells near the
wall but ε is obtained from:

εg,P =
C3/4
µ k3/2

g,P

κyP
. (5.12)

The particulate phase is described through the kinetic theory of granular flows
firstly developed by Chapman & Cowling [137] and Jenkins & Savage [138]. Gran-
ular temperature is introduced to model the random motion of particles and it is
defined as one third of the mean square velocity fluctuations of solids:

Θs = 1
3 |u
′
s|2. (5.13)

If granular energy does not vary remarkably with time and its dissipation takes
place mainly locally, then the following algebraic expression can be written:

0 = (−pθI + τθ) : ∇uθ − γθ. (5.14)
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Note that the used notation describes with the subscript θ a generic solid phase
coexisting in the multifluid approach and with the subscript s quantities referred
to the total solid. If solid volume fractions are taken as example, the following
relationships holds ∑N

θ=1 αθ = αs, where N is the total number of solid phases.

The solids pressure is the pressure exerted by particles and it is used for pressure
gradient term in solid phases momentum equations. It is correlated to the particles
velocity fluctuations and it is, therefore, linked to the granular temperature specific
of the phase Θθ.
According to the theory proposed Johnson & Jackson [139], the granular solid
pressure is constituted by a contribution due to kinetic and collisional events,
pkin,coll, and a contribution due to friction, pfr:

pθ = pkin,coll + pfr. (5.15)
Lun et al. [140] defined the kinetic part of Eq. 5.15 as:

pkin,coll = αθρθΘθ + 2ρθ (1 + eθθ)α2
θg0,θθΘθ, (5.16)

while the frictional part is [139]:

pfr = 0.05(αθ − αθ,fr,min)2

αθ,max − αg
. (5.17)

The relative importance of the two contributions changes when the solids approach
the packing limit, passing from the so-called compressible condition (αθ < αθ,max)
to the incompressible condition (αθ = αθ,max). This transition is governed through
a particular relation called radial distribution function (g0). The latter depends
on local and packing volume fractions and, in case of multiple solid phases, has
the form [140]:

g0 =
1−

(
αs

αs,max

)1/3
−1

+ 1
2dθ

N∑
θ=1

αθ
dθ
. (5.18)

The solids stress tensor contains shear and bulk viscosities due to momentum ex-
change induced by particles translation and collisions. These two contributions,
along with the stress due to the friction experienced by particles when they ap-
proach the packing limit, form the so called solids shear viscosity [141]:

µθ = µθ,kin + µθ,coll + µθ,fr. (5.19)
The kinetic and collisional viscosity is computed through the model proposed by
Gidaspow et al. [142]:
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µθ,kin+µθ,coll = 4
5α

2
θρθdθg0 (1 + eθ)

(
Θθ

π

)1/2

αθ+
10ρθdθ (Θθπ)1/2

96 (1 + eθ) g0

[
1 + 4

5g0αθ (1 + eθ)
]2
.

(5.20)
When the disperse phases volume fraction approach the packing limit, the gener-
ation of stresses is mainly governed by friction between particles through the law
presented by Schaefer [143]:

µθ,fr = pθ,fr

√
2sin(Φfr)

2 (Sθ : Sθ)
, (5.21)

where pθ,fr is the frictional pressure and Φfr is the angle of internal friction
(usually 30 degrees).

The granular bulk viscosity is the resistance that particles exhibit to compression
or expansion and has the form [28, 140]:

λθ = 4
3α

2
θρθdθg0 (1 + eθ)

(
Θθ

π

)1/2

. (5.22)

The equation structure presented in Section 2.5 is used to model the drag force
acting on the solid particles.
The Gidaspow model is usually employed to account for the fluid resistance in
fluidized beds (Loha et al. [136], Che et al. [144]). Depending on the local gas
volume fraction, the Wen & Yu model or the Ergun equation are used:

Kθg(αg) =
{

Kθg(Wen & Yu), for αg > 0.8
Kθg(Ergun), for αg ≤ 0.8

The Wen & Yu equation [145] is:

Kθg(Wen & Yu) = 3ρgαg(1− αg)
4dθ

CD |uθ − ug|α−2.65
g . (5.23)

The Ergun equation [146] is:

Kθg(Ergun) = 150α
2
θµg

α2
θd2

θ

+ 1.75αθρθ|uθ − ug|
α2
θd2

θ

. (5.24)

The drag coefficient, CD, is calculated accordingly to the Schiller & Naumann
equation [100].
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Geometry and computational grid

In absence of experimental data, the physical and numerical set-up adopted has
been validated against relevant literature data obtained from the work of Che et
al. [144]. The reactor geometry, reported in Fig. 5.3, has been reproduced and
simulation settings have been chosen to replicate the multiphase flow field taken
as reference. A quasi steady-state fluidized bed is examined, assuming constant
temperature, no chemical reactions and no solid feed and withdrawal.
This corresponds to the stable condition established in FBR after expansion of the
initially charged amount of solid with given particle size distribution.
Although the flow features in fluidized beds are tridimensional, it is very usual to
model the fluidization process using 2D computational domains since good results
are obtained at a more reasonable computational cost, as shown by Gidaspow &
Ettahadieh [14] in the past and Passalacqua & Marmo [24] and Ray et al. [20] in
more recent years.
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GAS (ethylene) 

Figure 5.3: Schematic representation of the pilot-scale reactor (left, taken from Che et
al. [144]) and of the corresponding 2D computational domain (right).

The overall height of the cylindrical reactor is 4.347 m, with diameter of the lower
region of 700 mm and diameter of the upper part of 1400 mm. A disengagement
conic zone is present to gradually enlarge the cross-section area and reduce the
gas velocity, thus preventing solid elutriation and keeping all particles within the
polymerization zone. The real system is fed by a gas stream through a distributor
plate that is omitted in the computational model.
The multiphase mixture is composed by pressurized ethylene (gas primary phase)
and high-density polyethylene (solid disperse phase). Important bulk data such as
phase density (ρ), angle of repose [147], viscosity (µ) and coefficient of restitution
(e) are listed in Table 5.1.
The fluidization characteristics of the system have been studied for three different
uniform inlet gas velocities, 20, 40 and 61 [cm s−1]. Solid volume fraction and
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Table 5.1: Material properties at T = 361 K and p = 2 MPa (viscosity data taken
from Che et al. [144]). KTGF stands for Kinetic Theory of Granular Flows.

ρ angle of repose µ e
[kg m−3] [−] [Pa s] [−]

Ethylene (g) 20 - 1.72 · 10−5 -
Polyethylene (s) 900 30 KTFG 0.9

velocity magnitude data were compared quantitatively by averaging results in time
for 50 seconds of operation. In order to exclude the highly transient start-up
of the flow motion and to obtain quasi-steady state results, the first 10 seconds
of fluidization data were discarded and the averaging procedure was conducted
between 10 and 60 s of physical time. The validation of the multiphase simulation
model is described in Appendix A.2 and A.3 while the averaging technique is
described in detail in the next section.

Methodology analysis

The comparison of the results obtained by the two modeling approaches, detailed
CFD and simplified SCM, was carried out in terms of selected properties at differ-
ent reactor heights, specifically considering four sampling lines placed in the lower
cylindrical part of the reactor, as depicted in Fig. 5.4.

1.0 [m]

2.0 [m]

1.5 [m]

line 2

line 3
line 4

0.5 [m]line 1

Figure 5.4: Scheme of the inspection lines used for the quantitative analysis.

Eq. 5.25 and Eq. 5.26 show the relations used to average in time the local and
average solid volume fraction:
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αjθ = αjs = 1
n

dtend∑
i=dtinit

αj,is (5.25)

where n = 50000 is the total number of time step evaluated between time t
= 10 s (dtinit = 10000) and t = 60 s (dtend = 60000). Data were sampled every
100 time steps, j specifies the computational grid cell while i the time step. Cell-
centered values αjs were then averaged in space to obtain the mean solid volume
fraction as a function of the reactor height, αs,ave. The average gas volume fraction
was obtained observing that the total volume has to complement to 1.

αθ,ave = αs,ave = 1− αg,ave. (5.26)
The spatial average particle size has been evaluated on numeral basis as moment
of order 4 to moment of order 3 ratio:

d43 = m4

m3
= dave (5.27)

where the generic moment of k-th order is defined as:

mk =
N∑
θ=1

wθdkθ . (5.28)

wθ is the numebr of particle per unit volume computed dividing the local phase
volume fraction by the single-particle volume while dkθ is the θ-th solid phase di-
ameter to the k-th powder.
The average diameter is defined in such way to be consistent to average quantities
computed through the compartment-based model.

The simulation cases were defined by given set of initial conditions, for both
monodisperse and polydisperse populations of particles. Their primary aim was
to compare the fluidization properties predicted by the detailed CFD model with
those coming from the simplified compartmentalized model. Monodisperse cases
were also used to identify proper CFD simulation conditions comparing these re-
sults with literature ones (Che et al., [144]). The investigated simulation parame-
ters were:

i. particle average diameter, to study the effect of particles inertia;

ii. standard deviation of the particle size distribution, to study the effect of pop-
ulations polydispersity;

iii. solid initialization height, to understand the influence that the quantity of
particles loaded into the reactor at the beginning has on solid expansion;
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iv. gas velocity, to investigate the influence of the carrier stream on the drag
exerted on particles and verify the absence of elutriation.

Besides the multiphase flow model validation, described in detail in the next sec-
tion, an accurate comparison with literature results has been carried out regarding
the computational grid construction and the equations discretization order (Ap-
pendix A.2), the geometric description (Appendix A.3) and the initial conditions
(Appendix A.4).

5.2.1 Pure Fluidization
Computational Grid Design

The mesh size has been chosen after reaching a grid independent solution and
to best fit literature data. Results are therefore obtained with a 2D planar grid
composed by 225500 high-quality elements with maximum aspect ratio of 1.53 (1
- optimum) and maximum skewness of 0.13 (0 - best; 1 - worst). The validation
of the computational grid is discussed in detail in the Appendix A.2.
Fig 5.5 shows the geometry partitioning strategy exploitet to build the fully struc-
tured grid, named "fine", used to perform the simulations.

a

b

c

d

e

Figure 5.5: Geometry segmentation for mesh construction and definition.

Table 5.2 reports the elements used to build the chosen grid, the complete descrip-
tion of the mesh analyzed is reported in Appendix A.2.

Solver Details and Boundary Conditions

Simulations were performed using the cell-centered finite-volume code Fluent by
ANSYS, Inc. [96]. The highly turbulent nature of the flow and its efficient mixing
were described through the k − ε RNG turbulent model with the wall functions
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Table 5.2: "Fine" computational grid details, number of elements as function of the
geometry feature.

Grid # a # b # c # d # e # tot

fine 220 220 655 300 70 225500

developed by Launder & Spalding [148].
The coupling between pressure and velocity is obtained through the Phase-Coupled
SIMPLE (PC-SIMPLE) algorithm firstly developed by Spalding & Patankar [149]
and later modified by Vasquez [150] to solve multiphase flow fields. Gradients
are discretized through the Green-Gauss Node-Based method (Barth & Jespersen
[151]) while pressure is interpolated at cell faces using momentum equations coef-
ficients as proposed by Rhie & Chow [98].
Following the work of Barth & Jaspersen [151], the spatial discretization for mo-
mentum and turbulent balances has been carried out by means of second order ac-
curate schemes, thus improving the predictions with respect to first order schemes.
The temporal dynamics of the system has been investigated by solving transient
simulations discretized through bounded second-order implicit scheme with con-
stant time step of 10−3 s, coherently to reference data (Che et al. [144]).
Finally, all used boundary conditions are listed in Table 5.3.

Table 5.3: Simulations boundary conditions. ug is the gas velocity value assigned to
the boundary. I is the turbulent intensity, Cµ is a turbulence model constant and L is
a characteristic length.

Variable Inlet Outlet Walls

ug ug
n
|n| ∇ug · n = 0 no slip

uθ 0 ∇uθ · n = 0 τ = 0

αθ 0 ∇αθ · n = 0 ∇αθ · n = 0

p ∇p · n = 0 patm ∇p · n = 0

k 3
2(I|ug|)2 ∇k · n = 0 wall funct.

ε
C0.75
µ k1.5

L ∇ε · n = 0 wall funct.
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Phase Turbulent Interaction

In order to assess if supplentary forces need to be taken into account, simulation
results have been compared to literature reference data. In addition to drag, the
actual relevance of including the mutual interaction effects induced by the presence
of the particulate phase on the gas flow has been investigated by assessing the
importance of the Simonin model in transport equations for turbulence. Terms
Πkg in Eq. 5.1 and Πεg in Eq. 5.2 are defined as:

Πkg = Cs

N∑
θ=1

Kθg

αgρg
Xθg(kθg − 2kg); (5.29)

Πεg = Cεg

εg

kg
Πkg , (5.30)

where Cs is a model constant, usually set equal to 1, and Cεg = 1. Kθg is the
covariance of the continuous and dispersed phase and Xθg is a coefficient that for
granular flows is usually close to 1 [28, 31]. It is evaluated as:

Xθg = ρθ
ρθ + CVMρg

, (5.31)

with the added mass coefficient CVM equal to 0.5.

Finally, the influence of turbulent interactions on the disperse phase has been
considered through a modified viscosity for the secondary phases:

νθ = 1
3kθgτ t

θg + 2
3kgτ

F
θg. (5.32)

The analysis is performed by comparing the contours at different physical times
(Fig. 5.6) and the time-averaged cell-centered data (Fig. 5.7) of the solid volume
fractions reported by Che et al. [144] with those resulting from a simulation with-
out and with turbulent interaction modeling.
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Che et al.

no turb. int.

Simonin et al.

t = 0 s t = 1 s t = 2 s t = 5 s t = 60 s

turb. int.

Figure 5.6: Comparison between the solid volume fraction contours, at different phys-
ical times, for the reference case (courtesy of Che et al. [144]), a case without any
interaction and a case with the Simonin et al. interaction model [152]. Monodisperse
particles with size d = 446 µm, fine computational grid.

The best reproduction of literature results was achieved using the Simonin model
for turbulent interaction. Therefore, such contribution is essential to predict the
correct fluidization in terms of gas bubble formation and solid phase mixing and
it is used in all simulations reported in the following. Moreover, the quantitative
data reported in Fig. 5.7 support such statement. The agreement is always quite
good when interaction is accounted for, especially at the top of the cylindrical part
of the reactor.
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Figure 5.7: Comparison between the time-averaged cell-centered data of solid volume
fraction at different reactor heights for the reference case (courtesy of Che et al [144]), a
case without any interaction and a case with the Simonin et al interaction model [152].
Monodisperse particles with size d = 446 µm. Monodisperse particles with size d = 446
µm, fine computational grid.

5.2.2 CFD-PBE Olefins Polymerization
The particle residence time distribution in fluidized bed reactors is complex and it
is usually of order of hours [153]. Zacca et al. [154], for example, reported a value
of approximately 2 hours. The fluidization of solid particles is a pure transient
phenomenon and the quasi steady-state operation of such systems when operated
with continuous solid feed and withdrawal cannot be easily simulated through de-
tailed CFD tools, due to the relevant computational effort needed to calculate the
multiphase flow-field and polymerization kinetics for such long residence times,
usually also requiring very small time-steps [144].
Moreover, there is no evidence, to the best of the author knowledge, of CFD simu-
lations dealing with the modeling of the continuous polymerization of polyethylene
in scientific literature.
Therefore, the idea at the base of the following description consists in proposing a
scaling-down procedure to remarkably reduce the expected particle residence time
and the computational grid size, exploiting the same 2D reactor geometry and
physical/numerical set-up already validated and used for the fluidization study.
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The steps followed to scale-down the reactor and speed-up the transient start-up
phase of the process are the following.

1. Define a computationally-affordable particle residence time.

2. Choose a reference geometry and select reasonable operating conditions (pro-
cess gas velocity, pressure, temperature and gas conversion efficiency).

3. Given a gas flow-rate and a single-passage conversion efficiency, estimate the
polymer formed and discharged. Note that it is possible to assume that
the discharged polymer is equal to the polymerized one if constant holdup
condition at steady-state operation is verified.

4. From the desired particles residence time and polymer volume flow-rate,
estimate the reactor volume. This can be used, through a scale factor, to
design the plant by replicating the reference one.

5. Determine a proper polymerization model.

6. Exploit simple material balances to guess final particle size and the related
residence time.

7. Use the estimated particle size to initialize the packed bed and speed-up the
transient start-up of the system.

8. Simulate the continuous polymerization for a physical time sufficient to reach
a quasi-stady state operation mode (constant holdup and particle diameter).

Calculations are detailed in the next sections.
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Reactor Design and Mesh

Since the solid holdup is constant at steady-state, the average residence time of
solid particles can be roughly estimated dividing the reactor volume by the dis-
charged particles volume flow rate.
Fluidized bed reactors usually have an height of 8-16 m and a diameter of 1-4 m
[112]. From this information, a reactor height, H, of 10 m and a diameter, D, of
2.5 m has been considered, with a volume of approximately 49 m3.
The typical ranges of operating conditions for this same reactors are summarized
in Table 5.4 [112].

Table 5.4: Usual operating conditions of FBRs for polyolefin production. ug stands
for nominal gas velocity, pop is the operative pressure. T is the average temperature and
χ the single-passage conversion.

ug pop T χ

[cm s−1] [bar] [K] [−]
50-100 20-25 343.15-383.15 0.02-0.3

Assuming average values, that is, a gas velocity, ug, of 75 cm s−1, operating pressure
of 22.5 bar, operating temperature of 363.15 K and a gas single-pass conversion,
χ, of 0.1, one can estimate a gas molar concentration of:

n
V = pop

RT = 756 mol m−3; (5.33)

and a gas mass-flow rate of:

ṁg = ugAQ̇g
n
VMWmon = 78.04 kg s−1. (5.34)

If χ = 0.1 is assumed, a polymer mass-flow rate of approximately 7.8 kg s−1 is
obtained which, in turn, corresponds to a volumetric flow rate of 8.7 10−3 m3 s−1

(for ρs=900 kg m−3).
The average residence time can be estimated as the ratio between the reactor
volume and the volume-flow rate of discharged polymer:

rt = V
Q̇s

= 5362 s ≈ 1.56 h. (5.35)

Such a residence time is too large to be simulated with transient CFD simulations
and, therefore, a scale-down procedure to reduce the reactor volume is proposed.
Let us consider a (computationally) acceptable residence time of rt = 100 s and ug
= 50 cm s−1 for a 2D planar geometry with a cross-section area of 0.7 m2, taking
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as reference the Che et al. [144] model geometry used for validation purposes.
The gas volume flow-rate is therefore 0.35 m3 s−1 and the gas mass flow-rate is
about 7.4 kg s−1 that corresponds, assuming again a single-passage conversion for
ethylene of 0.1, to 0.74 kg s−1 (8.2 · 10−4 m3 s−1) of polymer formed.
Rearranging Eq. 5.35, a particles residence time of 100 s and a polymer volume-
flow rate of 8.2 · 10−4 m3 s−1 gives a reactor volume of 8.2 · 10−2 m3.
Scaling down the Che et al. [144] model geometry of 7 times, it is possible to
design a reactor with a volume of 8.345 · 10−2 m3, as specified in Fig. 5.8.

200

16
2

100

28
6

53
9 62
1

Figure 5.8: Scaled-down computational domain (1/7 of the original one – V = 8.345
10−2 m3).

In order to guess the correct multiphase flow-field and speed-up the start-up phase
of the reactor operation, simple material (total mass and catalyst) balances are
used to estimate the final size of the particles and set the solids diameters of the
packed bed at initialization. This is feasible because it has been shown that FBRs
behaves like well-mixed compartment and the particles size is uniform within the
reactor (Section 5.4.1 of this chapter).
According to Kim & Choi [155], the polymerization rate is:

Rp = KpMC∗MWmon. (5.36)
where Kp is the polymerization rate constant, M is the gas molar concentra-

tion, C∗ is the concentration of active catalyst sites and MWmon is the monomer
molecular weight.

The following material balances are derived for the total mass and the catalyst.

• Total mass balance at steady-state:
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dW
dt = ṁc,in − ṁs,out + RpWxc = 0. (5.37)

• Catalyst mass balance at steady-state:

d
dt (Wxc) = ṁc,in − ṁs,outxc = 0. (5.38)

ṁc,in is the solid feed-rate of fresh catalyst, ṁs,out is the discharged polymer mass
flow-rate, xc is the mass fraction of catalyst and RpWxc gives the mass of polymer
formed. W is the total mass in the reactor.
ṁs,outxc provides the discharged catalyst (exiting the system together with the
polymer) if an homogeneous distribution of catalyst inside the reactor is assumed.
From Eq. 5.38 it comes that the mass fraction of catalyst inside the rector is given
by:

xc = ṁc,in

ṁs,out
. (5.39)

Using Eq. 5.37 and Eq. 5.38, the discharged quantity of polymer formed can be
calculated by solving the resulting quadratic equation:

ṁc,in− ṁs,out + RpW
(

ṁc,in

ṁs,out

)
= 0→ ṁ2

s,out− ṁc,inṁs,out−RpWṁc,in = 0; (5.40)

ṁs,out =
ṁc,in ±

√
ṁ2

c,in + 4RpWṁc,in

2 . (5.41)

The feed-rate of catalyst particles, given in # s−1, can be estimated dividing the
inlet volume-flow rate of catalyst by its single-particle volume:

ṅc = ṁc,in

ρckvd3
c
. (5.42)

where kv is the shape factor equal to π/6 for spherical particles.
The volume flow-rate of polymer discharded is:

Q̇s,out = ṁs,out

ρs
, (5.43)

while the estimated final particle volume, Vs, gives the final particles diameter:

Vs = Q̇s,out

ṅc
→ dest

s = 3

√
vs

kv
. (5.44)
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The expected residence time can be calculated through the solid holdup, in kg,
and the solid withdrawal rate, in kg s−1:

rtest = W
ṁs,out

. (5.45)

The following table lists the two solid feed-rates tested and the related expected
diameters.

Table 5.5: Operative conditions tested and pre-polymerized particles size (initialization
values) for Kp,ref = 1.87 · 107 cm3 mol−1 s−1.

dc ṁc,in dest
s rtest

[µm] [g min−1] [µm] [s]
25 100 73.98 10.3
25 10 108.52 32.6

The scaled geometric model allows for the fresh catalysts particles injection on the
left side while three different outlet topologies have been analyzed.
Fig. 5.9 shows that the solid withdrawal can take place at the bottom (outlet-
down), in the middle (outlet-middle) or in the top part (outlet up) of the cylindrical
zone of the reactor. The solid injection is made at the same height of outlet-middle.

12
7.5

24
0

12
7.55

outlet-up

outlet-middle

outlet-down

inlet-solid

Figure 5.9: Scaled model inlet and outlets conformation.

The computational grid is built following the same procedure adopted for the pure
fluidization cases, including solid feed and withdrawal zones. The resulting mesh
is composed by 19008 elements with a maximum aspect ratio of 1.8832 (1 - opti-
mum) and a maximum skewness of 0.13 circa (0 - good quality, 1 - bad quality).
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Grid statistics indicate a very good quality of the mesh.

CFD Implementation of Particle Growth through DQMOM

Solid particles moving inside a gas flow-field are subjected to continuous and dis-
continuous events. Continuous events take place with an infinitesimal rate of
change and their effects act continuously. A good example is given by body forces
such as the drag force. Discountinuous events, or point processes, act instanta-
neously typically changing the disperse phase momentum balance. An example
that fits well for gas-solid flows is the collision between two particles.
Polyethylene particles within fluidized beds are clearly moved by a continuous gas
phase undergoing the polymerization process and they are therefore subjected to
continuous events but they are also prone to collide one against the other.
This case is focused on simulating a pure particle growth process and, therefore,
discontinuous point processes such aggregation and breakage are neglected.

According to Fan et al. [17], a solid phase can be approximated by a multivari-
ate distribution function that depends on the particle characteristic size and its
velocity. The transport equation has the form:

d
dt [n (L,us; x, t)] +∇ · [usn (L,us; x, t)] +∇us · [Fn (L,us; x, t)] = S (L,us; x, t)

(5.46)
where x is the spatial coordinate vector and t is time. S represents the

source term associated to the discontinuous events causing the transported vari-
able change, while F is the body force accelerating particles that can be computed
through the solid phases momentum balances described by Eq. 2.25.
The Direct Quadrature Method of Moments is used to track the particle size evolu-
tion of the solid phase by approximating the distribution function as a summation
of Dirac delta functions, as described by Eq. 3.21, which is, in turn, a function of
particle length information (Eq. 3.22).
The solid phase pupulation balance equation has the form:

d
dt [n (L,us; x, t)] +∇ · [〈us|L〉n (L,us; x, t)] = S (L,us; x, t) (5.47)

where 〈us|L〉 is the mean velocity conditioned on the particle characteristic
length L:

〈us|L〉n (L,us; x, t) =
ˆ ∞
∞

= usn (L,us; x, t) dus (5.48)
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It is worth to notice that 〈us|L = Lθ〉 = usθ.

Weights and abscissas represent the nodes of the quadrature approximation of the
moments describing the PSD. They can be thought as independent solid phases
advected with their own velocity fields, allowing to model the separation and seg-
regation induced by inertia. Two or three quadrature nodes are usually sufficient
to capture the phenomena associated to polydispersivity.
The transport equations for the weights (wθ) and weighted abscissas (wθLθ) are:

∂

∂t
(wθ) +∇ · (wθuθ) = aθ; (5.49)

∂

∂t
(wθLθ) +∇ · (wθLθuθ) = bθ. (5.50)

where aθ and bθ are the source terms.
Volume fractions and effective lengths can be related to quadrature properties as:

αθ = wθvp,θ; (5.51)

αθLθ = kvwθL4
θ (5.52)

where kv is a volumetric shape factor that is equal to π/6 for spherical particles
and vp,θ is the particle volume of objects belonging to the θ-th solid phase.
The size change due to particle growth can be accounted for by modifying the
θ-th solid phase continuity equation and introducing a balance for the effective
transported length:

∂αθρθ
∂t

+∇ · (αθρθuθ) = 3kvρθL2
θbθ; (5.53)

∂αθLθρθ
∂t

+∇ · (αθLθρθuθ) = 4kvρθL3
θbθ (5.54)

where bθ is the growth rate coefficient for the θ-th solid phase :

bθ = wθ
Gv

3kvL2
θ

(5.55)

with Gv equal to the volumetric growth rate induced by polymerization and Lθ
equal to the solid phase characteristic length that is equal to the phase diameter.
The particle volume variation occurring because of polymerization is defined as
a zero-order process, since it is only due to events taking place in the continuous
phase and it does not depend on the disperse phase.
In this context, taking as generic length the diameter d (or the related radius r),
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the size variation can be modeled through the oversimplified law proposed by Kim
& Choi [155]:

dr
dt = r3

c · ρc ·Kp ·M · C∗ · PMmon

3 (1− ζ) r2 · ρs
= G. (5.56)

r denotes the radius, M is the molar concentration, PM is the molecular weight, ζ
is the catalyst void fraction and G is the length-based growth-rate. The Subscript
c indicates the catalyst, subscript mon stands for the monomer while subcript s
describes the solid/polymer properties.
C∗ and Kp are expressed as function of reference values C∗ref and Kp,ref as:

C∗ = C∗ref · 0.0337; (5.57)

Kp = Kp,rif · exp
{[
−Eact,p

R

( 1
T

)]}
. (5.58)

G is equal to the length-based particle growth rate. Following the math of Ap-
pendix 5, it can be converted into a volume-based equation to obtain Gv:

dV
dt = Vc · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs
= Gv. (5.59)

The monomer, polymer and catalyst particles data are reported in Table 5.6.

Table 5.6: Monomer (mon), polymer (s) and catalyst (c) physical properties (Kim
& Choi [155]). Note that the initial particles diameter is taken from the estimation
calculated through material balances.

ρ MW ζ r(t=0)
[kg m−3] [g mol−1] [Pa s] [m]

Ethylene (g) 20 28.05 - -
Polyethylene (s) 900 - - dest

s /2 of Table 5.5
Catalyst (c) 2333 - 0.1 1.25 · 10−3

The particle growth model parameters and costants are listed in Table 5.7.
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Table 5.7: Particle growth model constants and parameters (Kim & Choi [155]).

M Eact,p Kp,ref T C∗ref R

[mol cm−3] [cal mol−1] [cm3 mol−1 s−1] [K] [mol g−1] [cal mol−1 K−1]

1.12 · 10−4 10−4 1.87 · 10−13 343.15 4.18 · 10−4 1.987

Numerical Set-up, Initial and Boundary Conditions

The numerical solution of the CFD-PBE cases is obtained with a physical and nu-
merical set-up equal to the one used for the pure fluidizaton study. The additional
transport equations for the three solid phase effective lengths are solved through
the TVD second-order accurate discretization scheme.
The method proposed by Marchisio & Fox [49, 156] is used to calculate a three
node quadrature (with nodes indicated with indexes QP0, QP1 and QP2) with
DQMOM approach, in complete analogy to what presented in the fluidization
study of Section 5.4.1.
The first six moments of the distributions are used to account for polydispersivity
and retrieve quadrature quantities, i.e., weights (αθ) and abscissas (αθdθ) through
the Wheeler moment inversion algorithm [35] and such diameters are assigned to
the different solid phases.
The volume fraction of the total pre-polimerized particles forming the packed bed
is initialized at 0.4 for replicating the bed expansion conditions obtained from pure
fluidization cases. The process gas composed by pressurized ethylene is fed from
the reactor bottom while fresh catalyst enters the system from a lateral inlet.
The gas, catalyst and polymer material properties are reported in Table 5.6.
The imposed boundary conditions are shown Fig. 5.10 and reported in Table 5.8.
The inlet gas velocity is between 20 and 40 cm s−1, depending on the simulation
physical time (the description of the computational procedure is given in Section
5.4.2), while the fresh catalyst feed is set to 10 or 100 g s−1 to investigate its in-
fluence on the solid hold-up. Catalyst particles are carried inside the ractor by a
constant flow of gas of 1 g s−1.
As decipted by Fig. 5.9, three different solid outlet topologies are studied to ana-
lyze the particle average size and solid distribution when the withdrawal location
is changed along the reactor axis.
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p" = 0 bar

wall

t+,

t-./+,
u" = 20 − 40 cm s78

ṁ/ = 10 − 100 g s78

p" = 0 bar

outlet/wallṁ" = 1 g s78

α/(t = 0)

Figure 5.10: Scaled model initial and boundary conditions. The example shown refers
to the outlet-middle condition shown in Fig. 5.9.

Table 5.8: Simulations boundary conditions. ug is the gas velocity value assigned to
the boundary. I is the turbulent intensity, Cµ is a turbulence model constant and L
is the particle diameter. A is the inlet surface area. Lθ,c represents the inlet catalyst
particles diameter.

Variable Inlet Outlet Inlet solid Outlet Solid Walls

ug ug
n
|n| ∇ug · n = 0 ug

n
|n| ∇ug · n = 0 no slip

uθ 0 ∇uθ · n = 0 uθ n
|n|ρθA ∇uθ · n = 0 τ = 0

αθ 0 ∇αθ · n = 0 uθ
ug

∇αθ · n = 0 ∇αθ · n = 0

p ∇p · n = 0 patm ∇p · n = 0 patm ∇p · n = 0

k 3
2(I|ug|)2 ∇k · n = 0 3

2(I|ug|)2 ∇k · n = 0 wall funct.

ε
C0.75
µ k1.5

L ∇ε · n = 0 C0.75
µ k1.5

L ∇ε · n = 0 wall funct.

Lθ ∇Lθ · n = 0 ∇Lθ · n = 0 Lθ,c ∇Lθ · n = 0 ∇Lθ · n = 0
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5.3 Three-Phase Compartmentalized Model
Note that the compartment-based model development has been completed under
the guidance of Prof. G. Storti (ETH Zurich, now Politecnico di Milano). His
major contribution was given in the model derivation.

5.3.1 Model Development
Many modeling approaches have been proposed to simulate this type of reactors,
classified according to the number of phases accounted for and to the descrip-
tion of the reactor fluid dynamics. Among the different options, the well-assessed
three-phase (two solid-rich and one pure gas) compartmentalized model originally
proposed by Choy & Ray [157] and later applied by different authors [118, 155,
158] is used. Specifically, both the solid-rich phases (so-called emulsion and bub-
ble wake) are compartmentalized as a series of continuous stirred tank reactors
(CSTRs), with solid exchange between the two phases inside each compartment.
Moreover, the particle size distribution of the solid product is considered in order
to predict possible segregation phenomena along the reactor axis.
Since the comparison performed in this work is focused on the fluidization be-
havior, we confine ourselves to non-reacting systems: therefore, the concentration
profile along the reactor axis of preformed particles with given size distribution
will be evaluated without including any specific polymerization kinetic and single-
particle model.
Of course, these additional aspects can be easily implemented in the proposed
modeling framework if needed.
The conceptual schematization of the FBR as implemented in the compartmen-
talized model is shown in Fig. 5.11.
The reactor is represented by a series of fully mixed compartments, each one con-
taining two solid-rich phases, the emulsion flowing down and the bubble wakes
flowing up. The pure gas phase flowing up as bubbles is indicated by the big ver-
tical arrow in the background. Inside each compartment, solid exchange between
the two phases is taking place.
The net rate of such exchange is evaluated as proposed by Kim & Choi [159],
with size-dependent rate coefficients of solid entrainment based on the exponential
relationship proposed by Kunii & Levenspiel [111].
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Figure 5.11: Schematic representation of the compertmentalized model. Black arrows
indicate the solid flows while light blue arrows indicate the pure gas flow.

The steady-state material and population balances equations are summarizied be-
low, according to Kim & Choi [155].

• Mass balance in emulsion phase, j-th compartment:

Fe,j−1 − Fe,j = kew,jWe,j − kwe,jWw,j; (5.60)

• Population balances in emulsion phase, j-th compartment:

Fe,j−1we,j−1(r)− Fe,jwe,j(r) = kew(r)we,j(r)We,j − kweww,j(r)Ww,j; (5.61)

• Mass balance in wake phase, j-th compartment:

Fw,j+1 − Fw,j = −kew,jWe,j + kwe,jWw,j; (5.62)

• Population balances in wake phase, j-th compartment:

Fw,j+1ww,j+1(r)−Fw,jww,j(r) = −kew(r)we,j(r)We,j + kweww,j(r)Ww,j (5.63)

where Fe,j and Fe,j are the solid mass flowrates of emulsion and wake leaving
the j-th compartment, We,j and Ww,j the solid mass hold-ups of emulsion and
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wake of the same compartment, and the particle size distributions in emulsion and
wake on mass basis (weight fractions), we,j and ww,j and are the size-dependent
rate coefficients of particle entrainment (emulsion to wake) and spillage (wake to
emulsion), respectively.
Note that the corresponding compartment-average rate coefficients appearing in
the mass balances are readily evaluated as a function of the rate coefficients and
the size distribution as:

kew,j =
ˆ ∞

0
kew(r)we,j(r)dr and kwe,j =

ˆ ∞
0

kwewe,j(r)dr. (5.64)

Assuming no solid elutriation, the following equalities apply to any pair of flowrates
in between two adjacent compartments:

Fe,j−1 = Fw,j and we,j−1 = ww,j. (5.65)
Plugging the last equation into Eq. 5.63, the following relationship between the
solid weight fractions of the particle of a given size is obtained:

we,j+1 = Cj(r)ww,j(r) (5.66)
where:

Cj(r) = Fe,j−1 + Ww,jkwe(r)
Fe,j + We,jkew(r) . (5.67)

Given the number of compartments N as well as solid flow-rates and hold-ups,
Eq. 5.66 (j = 1, N) along with the second Eq. 5.65 (j = 2, N − 1) are a system
of (2N − 1) algebraic linear equations in the 2N unknowns we,j and ww,j. The
residual degree of freedom is readily saturated by imposing the consistency with
the overall amount of solid particles of that size into the entire reactor, that is:

wtot(r)
N∑
j=1

(We,j + Ww,j) =
N∑
j=1

(We,jwe,j(r) + Ww,jww,j(r)) (5.68)

where wtot is the particle size distribution (weight fraction) of the solid particles
initially charged in the reactor. The solution of the resulting set of equations
requires the evaluation of all flow-rates and hold-ups availing of a form of fuid-
dynamics description, as discussed in the following section.

5.3.2 Simplified Fluid-Dynamics
The description of the reactor fluid-dynamics is based upon the semi-empirical
relationships reported by Kunii & Levenspiel [111] and described in the following.
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Note that the polymer particles under examination can be classified as Group A
to B according to Geldart [160, 161].
Given the basic properties of gas (viscosity, µg , and density, ρg) and solid phase
(density, ρp, average particle size, dp, and sphericity, φs) of the generic compart-
ment, key quantities such as the minimum fluidization gas velocity, umf , the cor-
responding void fraction, εmf , and the terminal velocity, ut, are evaluated through
the following equations:

εmf = 0.586φs
−0.72

(
µ2

g

ρgηd3
p

)0.029 (
ρg

ρp

)0.021

(5.69)

where

η = g(ρp − ρg) (5.70)
with g equal to the gravitational acceleration. The minimum fluidizaton veloc-

ity umf can be found by solving the following quadratic equation

u2
mf

1.75ρ2
gd2

p

ε3
mfφsµg

+ umf
150(1− εmf)ρgdp

ε3
mfφ

2
sµg

−
ηgd3

p

µg
. (5.71)

The terminal velocity is given by:

ut = u∗t
[

ρ2
g

µg(ρp − ρg)g

]−1/3

(5.72)

where:

u∗t =
(

18
d∗2p

+ 2.335− 1.744φs

d∗0.5p

)−1

; and d∗p = dp

[
ρp(ρp − ρg)g

µ2
g

]1/3

. (5.73)

The bubble size a function of the reactor height is estimated thorugh:

db(z) = db,m − (db,m − db,0) exp
(
−0.3z

dt

)
. (5.74)

The average bubble diameter and the initial bubble diameter can be estimated as:

db,,m = 0.652
[
π

4 d2
t (u0 − umf)

]0.4
; and db,0 = 2.78

g (u0 − umf)2 . (5.75)

The bubble velocity, which depends on the axial position as well, is calculated as:

ub(z) = u0 − umf + ubr (5.76)
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where:

ubr = 0.711 (gdb)1/2 . (5.77)
The void fractions specific of each phase, that is the bubble fraction in the bed δ
and the wake fraction inside a bubble α are computed through Eq. 5.78 and 5.79:

δ = u0 − umf

vb − umf (α + 1) , (5.78)

α = 0.4 or see comment iv. (5.79)
Eventually, the emulsion hold-up can be calculated as:

We(z) = (1− αδ − δ) (1− εmf) ρp
π

4 d2
t ∆z (5.80)

while the wake one through:

Ww(z) = αδ (1− εmf) ρp
π

4 d2
t ∆z. (5.81)

The solid flow-rate that leaves a compartment can be computed as:

Fe(z) = ubαδ (1− εmf) ρp
π

4 d2
t . (5.82)

It is worth to notice that, according to Eq. 5.65, the solid flow-rate entering a
given compartment as wake is equal.

The chosen relationships can be used under some hypothesis.

i. Spherical particles have been considered, i.e., φs = 1.

ii. Given the average particle size, the superficial gas velocity u0 will be set to
values larger than umf , to ensure fluidization, and smaller than ut to prevent
elutriation.

iii. The average bubble size is growing while travelling to the reactor top accord-
ing to the exponential law described by Eq. 5.74. Since bubble breakage is
expected above given size, the maximum value db,m cannot overcome the
limiting value suggested by Grace [162, 163] (= 2u2

g/g). Accordingly, the
bubble size predicted by Eq. 5.74 is set equal to such threshold value as
soon as becoming larger.

iv. The value of the wake fraction inside the bubble, α, is usually constant and
equal to 0.4. For larger accuracy, data reported as a function of the average
particle size in Figure 8 of Chapter 5 of Kunii & Levenspiel [111] have been
used after interpolation.
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v. Since most properties are function of the axial position, z, inside the reactor,
their evaluations have been carried out for each compartment considering
its mid-point axial position, assuming such value representative of the entire
compartment, while the ∆z in Eq. 5.80 and Eq. 5.81 is the compartment
height.

5.3.3 Solution Algorithm
Given the reactor geometry (height and diameter), the size distribution of the
solid particles charged to the reactor, wtot(r), and the inlet gas velocity, u0, the
numerical solution of the compartmentalized model is carried out iteratively as
follows:

i. Given a first guess average particle size (usually estimated from the particle
size distribution wtot(r)), equations reported in the simplified fluid-dynamics
section (Sub-section 5.3.2) are used to evaluate the axial profile of bubble
size.

ii. The compartment size is then estimated in order to include at least one entire
bubble, that is, the compartment dimension is growing from bottom to top
along the reactor axis.

iii. Solid flow-rates and hold-ups are evaluated through the simplified fluid-
dynamics relationships for each compartment.

iv. Once evaluated kwe,j for each compartment through the first Eq. 5.64, the
corresponding overall rate coefficient of particle spillage is calculated as:

kwe,j = kew,jWe,j − Fe,j−1 + Fe,j

Ww,j
(5.83)

from which the value of Cj is readily obtained.

v. Then, the particle size distributions in emulsion and wake for each compart-
ment are calculated from Eq. 5.65, Eq. 5.66, Eq. 5.67 and Eq. 5.68 at each
desired value of the particle size, that is ranging from the minimum to the
maximum size according to the injected size distribution.

vi. Given the distributions, the entire procedure is repeated from step ii. un-
til convergence criteria are met. Such convergence has been conveniently
quantified comparing the kwe,j values predicted by two following iterations.
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5.4 Results and Discussion

5.4.1 Part 1: Fluidization Study - CFD/Two-Phase Com-
partmentalized Model Comparison

In order to compare the two modeling approaches, CFD and SCM, the steady-
state conditions established inside a fluidized bed reactor at constant gas flowrate
and holdup of a solid phase with given particle size distribution are examined. As
anticipated, the focus is on bed expansion only, assuming no solid elutriation, no
reaction and no solid injection or withdrawal in addition to the initially charged
amount.
The same reactor geometry used in the previous section to validate the CFD nu-
merical setup is selected for the sake of convenience.
Note that a simpler cylindrical geometry is considered in the SCM case: this means
that only the bottom part of the reactor is simulated, with height (and therefore
number of compartments) large enough to contain the amount of particles initially
charged to the reactor in the CFD case. Since the solid entrainment is minimal
at the selected conditions (i.e., a minor amount of solid is filling the conical re-
gion and most remains in the lower-cylindrical portion where the most interesting
fluidization phenomena occur; see contours of Fig. 5.6), the comparison remains
meaningful despite such difference in geometry.

The parameter values and operating conditions of all examined cases are summa-
rized in Table 5.9.

Table 5.9: Parameter values and operating conditions used in all examined cases.

ρg ρs W (t = 0 s) dp ug

[kg m−3] [kg m−3] [kg] [µm] [m s−1]

20 900 790 100-700 10-60

According to Geldart classification [160, 161], the solid phase is composed of par-
ticles A-B type, that is representative of polyethylene produced in gas phase by
catalytic polymerization. Note that both the cases of particles with homogeneous
(monodisperse) and heterogeneous size distribution (polydisperse) are considered,
to better elucidate the interplay between particle size distribution and solid segre-
gation along the reactor axis.
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About the selected range of gas flows, it has been restricted to realistic values large
enough to establish fluidization conditions as well as small enough to prevent solid
loss by elutriation. More specifically, with reference to the fluidization regimes
according to Kunii & Levenspiel [111] (Chapter 3, Figure 16b), the range of ex-
amined operating conditions can be represented in terms of the two dimensionless
variables d∗p = Ar1/3 and u∗ = Rep/Ar1/3, where Ar and Rep are Archimedes and
particle Reynolds number, respectively. This is shown in Fig. 5.12, where the
explored region is indicated by the orange square (dashed edges), restricted to the
sub-region with continuous edges to remain inside the so-called “bubbling” regime,
which is the region of applicability of the simplified fluid dynamic relationships.

Figure 5.12: Particle fluidization regimes according to Kunii & Levenspiel [111]. The
region marked in orange defines the regime explored with simulations.

The simulation results for all cases are presented below, first considering the
monodisperse cases and then those involving solid phases with particle size dis-
tribution with different variance. The comparisons are carried out in terms of
axial profiles of solid volume fraction (αθ) and average particle size (dp). In the
SCM case, compartment-average particle sizes are considered (number average of
the weight size distribution of the compartment); in the CFD case, such average
quantities have been evaluated according to Eq. 5.25 and Eq. 5.26 to obtain time
and space average values inside the reactor.
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Monodisperse Cases

Three different cases have been considered, with particle size equal to 223, 446
and 669 µm, respectively, and gas velocity ranging from 10 to 61 cm s−1 depend-
ing upon the specific particle size under examination (for example, gas velocity
larger than 20 cm s−1 cannot be used with the smallest particle size because there
would be too much solid entrainment). In all cases, the entire cylindrical region (2
m high) was initially filled with the solid particles at solid volume fraction typical
of a fixed bed, αs = 0.63 (Appendix A.4). The results of the two models are
compared in Fig. 5.13 in terms of radial average volume fraction of solid phase
at different position along the reactor axis inside the cylindrical portion starting
from 0.5 m distance from the gas distributor. Positions closer to the first part of
the reactor were not considered because too close to the distributor: since com-
pletely different representations of the gas inlet region have been implemented in
the two models, the resulting differences in the predicted fluid flow field prevent a
fair comparison close to the reactor bottom.

Table 5.10 reports the average and phase-specific diameters as well as initial con-
ditions for packed bed height and solid volume fraction considered for all monodis-
perse cases. Average (d) and phase-specific diameters (dθ) are equal since only one
solid phase is transported in monodisperse simulations.

Table 5.10: Parameter and solid initialization conditions for monodisperse cases. d
and dθ, indicating the particle diameter and the θ-th particle class diameter respectively,
have the same value because the particle population is monodisperse and one solid phase
only is enough to describe the whole distribution. h stands for indicating the initial bed
height at initialization while αθ is the associated solid volume fraction.

Case d dθ h (αθ @ t = 0) αθ @ t = 0

[µm] [µm] [m] [−]

01-m 223 223 2 0.63

03-m 446 446 2 0.63

05-m 669 669 2 0.63

Results indicate very good agreement between SCM and CFD predictions, es-
pecially considering the huge difference in computational effort between the two
cases. As expected, the bed expansion increases at increasing gas velocity while
the solid volume fraction increases in all cases at increasing height inside the re-
actor. In quantitative terms, the values of average discrepancy between the two
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predictions range from 7 to 19%, with an average value of approximately 10% and
maximum error obtained for small particles at very low fluidization velocities in
the upper part of the reactor (d = 223 µm, ug = 10 cm s−1, h = 2 m). This is
due to the fact that such small velocities are just sufficient to fluidize the bed but
particles are not expanded and the solid remains packed.
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Figure 5.13: Comparison between the time- and space-averaged cell-center data (CFD)
and compartment data (SFD) of solid volume fraction at different reactor position for
different particle diameters.
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Polydisperse Cases

Another set of comparative simulations has been carried out considering solid
particles with different size distributions. Specifically, Gamma distribution was
assumed in three cases, considering two values of average particle size (dave) and
distribution variance (σ):

f(d) = βκ

Γ(κ)dκ−1e−βd (5.84)

where Γ(κ) is the Gamma function and the parameters characterizing the dis-
tribution are:

κ = dave
2

σ
; (5.85)

β = dave

σ
. (5.86)

As representative of solid phases with a very broad distribution, a fourth case was
also examined corresponding to a mixture of three monodisperse particles each
one with the same mass fraction.

While size distributions were readily accounted for in SCM (as wtot in Eq. 5.68),
in the CFD case the method presented by Marchisio & Fox [49, 156] was used to
calculate a three node quadrature (with nodes indicated with indexes QP0, QP1
and QP2) with DQMOM approach.
The first six moments of the distributions are used to retrieve quadrature quanti-
ties, i.e., weights (αθ) and abscissas (αθdθ) through the Wheeler moment inversion
algorithm [35] and such diameters are assigned to the different non-reactive solid
phases (each one advected with its own velocity) to account for polydispersity.

The specific numerical values of all these parameters are summarized in Table 5.11.
To better understand the different size distributions of the solid phase initially
charged to the reactor in the first three cases, they are shown in Fig.5.14.
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Table 5.11: Parameters and quadrature approximation values of Gamma distribution
tested (01-p to 03-p) and heterogeneous three-modal distribution function (04-p). dave
indicates the average diameter of the distribution, σ is the distribution variance, dθ
stands for the diameter associated to the θ-th solid phase and αθ is the associated solid
volume fraction.

Case dave σ dθ αθ @ t = 0
[µm] [µm] [µm] [−]

QP0: 559.40 QP0: 0.1654
01-p 446 100 QP1: 408.51 QP1: 0.4100

QP2: 262.81 QP2: 0.0546
QP0: 830.09 QP0: 0.1437

02-p 669 100 QP1: 644.05 QP1: 0.4157
QP2: 543.50 QP2: 0.0706
QP0: 543.50 QP0: 0.1396

03-p 446 60 QP1: 432.53 QP1: 0.4165
QP2: 337.75 QP2: 0.0739
QP0: 800.00 QP0: 0.2100

04-p 500 - QP1: 500.00 QP1: 0.2100
QP2: 200.00 QP2: 0.2100
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Figure 5.14: Graphic representation of the Gamma distributions tested. µ corresponds
to the average diameter dave.
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The comparisons between the predictions of the two approaches, SCM and CFD,
for the first three cases, 01-p to 03-p, are shown in Fig. 5.15 and Fig. 5.16. In
terms of solid volume fraction (Fig. 5.15 ), the SCM predicted values are typically
larger than the CFD ones, with average error below 15% but maximum errors
up to 29% at the largest gas velocity. The agreement is improving at increasing
average particle size, where the error remain below 10% in all cases. Therefore,
the discrepancy could be imputed to the tail of the smallest particles in the distri-
butions: such particles are Geldart type A and the applicability of the simplified
fluid dynamic equations could be questionable, especially at high gas velocity. The
comparison is much better in terms of average particle sizes (Fig. 5.16): not only
the discrepancy is below 1% in all cases but the (limited) solid segregation is in-
variably well predicted, with the expected accumulation of larger particles at the
reactor bottom. Such segregation is small in all cases, i.e., the gas velocity is large
enough to ensure very good mixing in all cases, thus pushing the reactor towards
well mixed conditions.
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Figure 5.15: Comparison between the time- and space-averaged cell-center data (CFD)
and compartment data (SFD) of solid volume fraction at different reactor position for
different distributions.
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Figure 5.16: Comparison between the time- and space-averaged cell-center data (CFD)
and compartment data (SFD) of particles average diameter at different reactor position
for different distributions.
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Figure 5.17: Comparison between the time- and space-averaged cell-center data (CFD)
and compartment data (SFD) of solid volume fraction (a) and average particle diameter
at different reactor position for a distribution built with d0 = 800 µm/α0 = 0.21 – d1 =
500 µm/α1 = 0.21 – d2 = 200 µm/α2 = 0.21.
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In the most heterogeneous case of trimodal particle size distribution (04-p in Table
5.11), the same kind of behavior is found, as described by Fig. 5.17, with a limited
overestimation of the solid volume fraction by the SCM (average error 13%) and
of the variation of particle size with the reactor height (average error of approxi-
mately 1%).

Table 5.10 summarizes the average error between the predictions of average di-
ameter by SCM and CFD, using the latter ones as reference. The differences are
always less than 2 %, thus confirming a very good agreement.
The values of all the predictions of both models for case o4-p are specified in
tabular form in Table 5.12. Overall, the agreement between the fully detailed
CFD model and the oversimplified compartmentalized model for the average size
is good, with an average error of about 1% and a maximum error measured on
solid volume fraction of about 15-20%.
Even though the description of the complex gas-solid flow field established in this
type of reactors based on the semi-empirical relationships available in the literature
should be checked for the specific solid and operating conditions under examina-
tion, it appears appropriate to study reactive systems at a modest computational
cost.
The combination between detailed CFD simulations and any model based on such
simplified descriptions implemented here is a feasible approach in this direction.

Table 5.12: Time- and space-averaged CFD and SCM predictions of average particle
diameter at different reactor height for case 04-p in Table 5.11 and ug = 20 cm s−1.
Errors (Err) are evaluated using CFD values as reference.

h CFD SCM |Err|

[cm] [µm] [µm] [%]

50 519 526 1.35

100 507 516 1.78

150 499 503 0.78

200 490 490 0.00
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5.4.2 Part 2: CFD Modelling of Continuous Polyolefin
Production Process

The DQMOM and particle growth model CFD implementation are verified by
solving a simplified case without the fluid dynamics field. Average particle size
and solid hold-up predictions are then presented for different solid feed rates and
outlet topologies.

Verification of the Particle-Growth Model Implementation

The implementation via user-defined function (UDF) of the DQMOM approach
and the particle growth model described by Eq. 5.56 have been validated against
the analytical solution described by Eq. 5.87 (see Appendix B for the detailed
derivation):

dan
θ = 2rc,θ

(
ρc ·Kp ·M · C∗ · PMmon

(1− ζ) · ρs
t + 1

)
. (5.87)

The test simulation has been set-up by deactivating flow and turbulence equations
(no flow field) and solving only continuity and transport equations for phases
diameters in a computational domain with no solid feed and withdrawal.
The analysis is carried out by comparing the phases diameter averaged in the
whole domain (Fig. 5.18a) and the cell-based averaged diameter contours (Fig.
5.18b).
The volume-average cell-based phase diameter is computed as:

dnum
θ,ave =

∑n
i=1 Vi

cα
i
θdiθ∑n

i=1 Vi
cα

i
θ

=
∑n
i=1 Vi

cα
i
θdiθ∑n

i=1 Vi
cα

i
θ

(5.88)

where n is the number of cells in the computational domain, i is the cell index
and Vi

c is the i-th cell volume. αiθ is the θ-th solid phase volume fraction of the
i-th cell.
The average diameter plotted in the contours is defined accordingly to Eq. 5.27
and, therefore:

d43 = m4

m3
= dave. (5.89)

with moments defined as specified by Eq. 5.28.
Note that, in this text, the average diameter is based upon the usage of moments
of order 4 and 3 and, therefore, the equality d43 = dave holds.
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The cell-based average diameter computed from moments of order 4 and 3 assumes
the form:

di43 =
∑N
θ=1wθd4

θ|i∑N
θ=1wθd3

θ|i
(5.90)

where N is the number of solid phases and wθ is the number of particles per
unit volume of phase θ contained in the i-th cell:

ωiθ = αiθ
V i

p,θ
. (5.91)

Fig. 5.18 shows the temporal evolution of the average phases diameter in the whole
domain (a) and the contours of the d43 diameter at time t = 0 and t = 10 s (b).
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Figure 5.18: Validation of the Kim & Choi [155] model implementation in Fluent
against analytical solution (Eq. 5.87).

A very good agreement between the analytical solution obtained through Eq. 5.87
and the numerical one computed with Fluent, meaning that the model has been
implemented correctly.

148



5.4 – Results and Discussion

Particle Size and Hold-up Predictions

Simple material balances are used to estimate the final particle size and set the
initial diameter of the pre-polymerized solid arranged as packed bed inside the
reactor. The simplified estimation is intended to provide particle information and
speed-up the transient start-up phase of the process. Material balance predictions
are summarizied in Table 5.5. Note that the total solid volume fraction sums to
0.4. The quantity of particles at the beginning of the simulation is chosen to be two
third of the packing limit to replicate the average solid distribution calculated in
the fluidization study (ensuring no elutriation), in which the initial bed expanded
to occupy the first part of the conic region desiged for solid disengagment reasons.
Simulations are carried out as reported in Table 5.14, using the solid phases di-
ameters and volume fractions listed in Table 5.13. Two different solid feeds have
been investigated to assess the influence of fresh catalyst mass-flow rate on the
reactor hold-up and the related final particle size. The initial diameter of the
solid phases is guessed through material balances, as described above. The FBR
has been ran fluidizing the particles for the first 10 s of operation, with no solid
feed/withdrawal, in order to initialize the multiphase flow-field. At time t = 10 s,
the polymerization reaction is started and a constant solid feed is set (see Table
5.5). At the same time, the particles discharge has been allowed by opening one of
the outlets located on the right wall of Fig. 5.9. The inlet gas velocity is adjusted
to sustain the reaction without taking the solids out of the system from the gas
outlet. The reaction rate is larger at beginning and therefore the gas conversion is
high at the initial stages, decreasing gradually with time. The gas conversion is up
to 50% between 10 and 20 s of physical time. When the reactor starts emptying
itself, the gas feed is decreased to compensate the reduction in gas consumption
and the ethylene conversion is kept between 10% and 20 %. Lastly, from 30 s on,
the system is operated in quasi-steady state regime with constant hold-up and gas
consumption of about 2-5%, always below 10%.
Simple material balance estimations predict a remarkably smaller particle size at
the end of the process if the catalyst feed is increased. If the solid mass-flow rate
is increased of 10 times, the predicted final particle diameter is reduced of approx-
imately 30%. Fig. 5.19 and Fig. 5.20 show the outlet particle size, computed
according to Eq. 5.89, and the outlet particle size compared to the solid hold-up
inside the reactor for the two feed-rate conditions tested and the three different
solid outlet topologies represented in Fig. 5.9. It is shown that a simulated physical
time of about 3 times the estimated particle residence time is sufficient to describe
the quasi-steady state operation of the reactor. This supports the decision of an-
alyzing the first 100 s of simulation. Note that, in every analyzed simulation, the
temporal representation of the process starts after 10 s of physical time, that is
after the initial non-reactive fluidization carried out with no solid feed/withdrawal.
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Table 5.13: Parameters and quadrature approximation values of Gamma distribution
tested for the fresh catalyst (feed) and initial packed bed (05/06-p). dave indicates
the average diameter of the distribution, σ is the distribution variance, dθ stands for
the diameter associated to the θ-th solid phase and αθ is the associated solid volume
fraction. Note that the total solid volume fraction sums to 0.4.

Case dave σ dθ αθ @ t = 0
[µm] [µm] [µm] [−]

catalyst QP0: 32.80 QP0: 0.1004
(feed) 25.00 5 QP1: 23.33 QP1: 0.2617

QP2: 15.87 QP2: 0.0379
QP0: 97.34 QP0: 0.1010

05-p 73.98 15 QP1: 68.90 QP1: 0.2610
QP2: 46.58 QP2: 0.0375
QP0: 140.05 QP0: 0.0975

06-p 108.52 20 QP1: 102.36 QP1: 0.2625
QP2: 72.09 QP2: 0.0400

Table 5.14: Simulation procedure adopted for reactive cases. Step 1 summarizes
information at initalization whose particle data (volume fractions and diameter) can
be gathered in Table 5.13. t is time, solid in/out is intendend to explain if the solid
feed/withdrawal is allowed or not, ug is the gas velocity at the gas feed and χ is the
single-passage gas conversion. Lastly, operation mode describes how the simulation is
ran in any phase.

Step t solid in/out ug χ operation mode
[s] [cm s−1] [%]

1 0 × - - initialization
2 0 → 10 × 20 0 fluidization
3 10 → 20 X 40 20-50 reaction
4 20 → 30 X 30 10-20 reaction
5 30 → 100 X 30 2-10 reaction
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Fig. 5.19 highlights that the particle average diameter at the outlet is constant
shortly after the reaction starting phase. Few seconds after the initial start-up,
usually 1 rt, the average diameter of the discharged polymer stabilizes on a value
really close to the prediction given by analytical solution of the simplified material
balances. This is verified especially when the catalyst is fed with the largest mass-
flow rate.
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outlet-middle

outlet-down

inlet-solid

+

ṁ$,&' = 100 g s-.

ṁ$,&' = 10 g s-.

Figure 5.19: Particle average diameter at outlet as function of time when ṁc,in = 100
g s−1 (top plot) and ṁc,in = 10 g s−1 (bottom plot) for three different outlet positions.
Solid lines indicate the catalyst particle feed diameter while dashed lines indicate the
withdrawn particle average diameter.
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Figure 5.20: Particle average diameter at outlet and solid hold-up as function of time
when ṁc,in = 100 g s−1 (top plot) and ṁc,in = 10 g s−1 (bottom plot) for three different
outlet positions.
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Fig. 5.19 also shows that an increase in the catalyst feed rate has the effect of
homogeneizing the oulet particle size, regardless of the solid withdrawal position.
A smaller feed-rate causes much larger variations and an effect on particle size is
visible. When particles are withdrawn from outlet-up geometry, the particle size
is larger because the particle drainage is less effective and bigger solid particles
segregate in the cylindrical zone.
Fig. 5.20, by comparing average size with hold-up in the reactor, highlights that
the particle diameter at the outlet is homogeinezed by the solid feed and hold-up:
the higher is the solid feed-rate, the higher is the hold-up and the more uniform
is the average particle size along the reactor. With ṁc,in = 100 g s−1, indeed, the
solid mass in the reactor is more than 4 times larger than in the case with ṁc,in
= 10 g s−1 and the curves representing the average particle size at the outlet are
really close one to the other.
In all examined cases, the stationary hold-up is by far smaller than one expected
for this kind of systems in which a steady-state operation mode is reached when
the quantity of particles inside the reactor is comparable to the quantities set at
initialization, i.e., those observed in pure fludization cases.
This major discrepancy could be imputed to the 2D schematization, which does
not allow for a realistic description of the reactor volume, especially in terms of
feed/withdrawal area with respect to the whole system. Moreover, the 2D compu-
tational domain constrains the flow to a pure two-dimensional description, elimi-
nating the tridimensional velocity components that move and mix the multiphase
mixture far from the outlet. The adopted geometric representation forces the flow
towards the outlet, withdrawing the solid and reducing the hold-up.
Despite such major issue, the agreement between the estimated and simulated av-
erage particle size is surprisingly good, regardless of the solid mass in the reactor
because the average residence time computed through material balances is well
replicated by CFD simulations.
Fig. 5.21 shows the averaged (dt = 1 s) residence time, rt, for the two catalyst
feed conditions and the three outlet topologies tested.
Simplified material balances are based upon the constant and considable hold-up
assumption. This condition is not verified in CFD predictions and, therefore, the
numerical evaluation of the residence time, rtnum, is modified to include the reactor
hold-up instead of the reactor volume:

rtnum = W∑N
θ=1 ṁθ,out

|t = W
ṁs,out

|t, (5.92)

where W is the reactor hold-up given by CFD at any simulation instant and
ṁs,out = ∑N

θ=1 ṁθ,out is the calculated total solid discharged through the outlet.
Note that the total solid is computed by summing the contributions of each solid
phase and its definition is coherent with the rt estimation of Eq. 5.45.
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Figure 5.21: Particle residence time calculated from CFD for the two solid feed con-
ditions and three outlet considered topologies.

Plot 5.21a highlights that the particles have a comparable residence time, without
any remarkable difference induced by the oulet location. On the other hand, plot
5.21a underlines how the 10 g s−1 solid feed condition requires a longer time to
stabilize the rt, causing larger fluctuations especially for the outlet-up geometry.
These oscillations are also found in the less stable diameter shown in Fig. 5.19
and Fig. 5.20. The agreement is worse because particles cannot reach the outlet
easily, due to larger inertia and lower hold-up.

Contours of Fig. 5.22 show the particle diameter and solid distribution inside the
reactor for the three outlet locations. The figure refers to the ṁc,in = 100 g s−1

and images are taken at the end of the process, for t = 100 s. It is shown that
the geometry with the top outlet condition generates larger particles, that tend to
remain in the reactor, while the other two topologies provide comparable results.
The solid is distributed uniformly in each reactor, except for a large gas bubble
formed in the bottom part of the geometry.
The multiphase flow is always well mixed, confirming the predictions obtained for
the pure fluidization cases.
Fig. 5.23 analyzes the particle average size and solid distribution for the ṁc,in =
100 g s−1 condition applied to the outlet-up reactor. Images are taken at different
physical times to study the evolution of the studied properties.
The reactor operation can be divided into an initial, relative short start-up phase,
called reaction transient, and a longer quasi-steady state phase that lasts for about
50-60 s.
The initial stage is characterized by high mixing and a temporary increase in
particle size due to the rapid reaction rate experienced at the beginning. This
behaviour is washed after few seconds and the solid distribution assumes a quasi-
steady state distribution that is conserved in the whole remaining simulation time.
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Figure 5.22: Particle average diameter and volume fraction contours for the three
tested outlet conditions when ṁc,in = 100 g s−1 @ t = 100 s. Detail of the reactor
cylindrical and disengagement zones.
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Figure 5.23: Particle average diameter and volume fraction contours for the outlet-
up withdrawal topology when ṁc,in = 100 g s−1. Detail of the reactor cylindrical and
disengagement zones.

The analysis highlights that it is possible to obtain a reasonable estimation of the
particle size while the solid distribution and hold-up is completely underestimated,
most probably because of the 2D geometry schematization.
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5.4.3 Concluding Remarks
Focusing on the fluidization behavior of non-reactive Geldart-type A-B particles
in steady-state FBRs, a model comparison has been carried out. Namely, the
predictions of a 2D multifluid CFD model and of a 1D compartmentalized model
with simplified fluid dynamics description are compared in terms of steady-state
solid distribution inside the reactor operated in batch and without reaction (pure
fluidization). The multiphase CFD model set-up has been firstly validated against
relevant literature data. A proper analysis has been carried out to identify the
best numerical setup and suitable initial conditions.
Monodisperse and polydisperse populations of solid particles have been studied at
different gas velocity to assess the prediction capabilities of the simplified approach.
The results show that the semiempirical fluid dynamics description typically used
in SCM is adequate to properly describe the fluidization behavior of solid monodis-
perse particles in terms of solid volume fraction distribution, with errors smaller
than 20% in all cases. When considering broad size distributions, particle segrega-
tion is very well predicted in terms of average volume fraction, with discrepancy
between the two models between 15 and 30%.
The agreement is even better in terms of average diameters along the reactor axis
(mean error below 1%), also in the case of very broad size distributions.
Overall, these results support the use of compartmentalized models to predict the
fluidization behavior of non-reactive, polydisperse particles in FBRs at conditions
typical of polyolefins production and with computational effort negligible with re-
spect to CFD simulations.
In addition, a strategy for studying the continuous polymerization process in flu-
idized bed reactors with solid feed and withdrawal through Euler-Euler CFD simu-
lations has been studied. The 2D reactor previously studied has been scaled-down
to reduce the particle residence time and to build a computationally-affordable
model. An over-simplified particle growth model has been implemented through
the DQMOM approach and validated against its analytical solution. Simple ma-
terial balances are used to guess the average particle size at the end of the poly-
merization and initialize a packed bed of pre-polymerized solid to speed-up the
start-up transient phase. Different catalyst inlet mass-flow rates and polymer out-
let topologies have been studied to understand how the reactor hold-up and the
polymer discharge are affected. It is shown that CFD provides comparable predic-
tions to the material balance estimations in terms of average size of the withdrawn
particles while the hold-up is by far underestimated for any condition tested. It is
found that solid outlet position does not affect the final predictions if a large quan-
tity of catalyst is fed. A larger difference in average size predictions is found with
the small feed-rate condition when different particles outlet positions are tested,
due to the lower quantity of solid that remains inside the reactor. Results show
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that the flow-field established within the 2D domain does not allow the correct
prediction of the mass hold-up because particles are driven towards the outlet by
the in-plane velocity components, due to the lack of third-dimension mixing given
by the geometry schematization chosen.
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Chapter 6

Conclusions

6.1 Summary and Major Outcomes
This dissertation aimed at investigating the fluid-dynamics of gas-solid flows

for two particular applications: the spiral jet milling of active pharmaceutical in-
gredients and the olefins polymerization process in fluidized bed reactors.
In this regard, CFD has been exploited throughout the study and Euler-Euler
models have been built to analyze the phases motion of the investigated systems.

The main reasearch line regarded the micronizaton process. The first part of the
work has been devoted to the analysis of a strategy to mimic the caking mecha-
nism, i.e., the formation of large rigid aggregates that stick on the micronization
chamber walls and reduce the process effectiveness. The spiral jet mill volume
reduction due to caking is studied through single-phase CFD simulations on a
real-scale spiral jet mill operated at two different operating conditions, at constant
gas feed-rate or constant absolute pressure. The aggregates formation on the mill
walls has been simulated by gradually reducing the chamber diameter, accordingly
to relevant experimental observations about typical crusts thickness.
Simulations showed that the gas flow-field is influenced by the progressive cham-
ber shrinkage and the different operating conditions causes relevant variations in
radial and tangential velocity profiles.
The variation of the chamber diameter while operating has the effect of reducing
the flow homogeneity, modifying the gas flow features in the two micronization
chamber semi-halfs. More specifically, if the nozzle total pressure is reduced while
caking is advancing, the fluid spin ratio is kept almost constant into the domain
and the classification of particles is controlled by regulating the gas mass-flow rate
at nozzles. On the other hand, if the nozzles total pressure is increased when the
chamber diameter is reduced, gas velocity components increase in the central part
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of the domain, while radial ones increase near plates. This means that, if the
mass-flow rate at nozzles is kept constant, the system affected by caking is prone
to classify larger particles, because of the inward radial velocity components that
force the motion of large particles towards the outlet. Moreover, it is highlighted
that much of the micronization chamber hosts positive radial velocity components
and, therefore, a large portion of the spiral jet mill can only promote particles
collisions. Particles classification, instead, takes place in two thin-zones near the
upper and the lower plates. Due to this, the aggregates formation on the outer
walls and plates is detrimental for classification purposes. Simulations underline
that a control strategy based upon nozzles pressure and, therefore, gas mass-flow
rate regulation is promising to continue the micronization process despite caking
and pospone the apparatus stoppage.
Besides the analysis related to caking and the detailed investigations of the gas
velocity profiles within the micronization chamber, a novel comprehensive model
to study the spiral jet milling at process-scales has been built.
The 3D gas velocity profiles computed through single-phase CFD simulations have
been used as input data for a 1D, radially evolving compartment-based model that
computes the solid velocity by means of an algebraic formulation and breakage
kinetic through a semi-empirical kernel. Model parameters are tuned over experi-
ments designed on purpose.
The developed computational framework provides process-scale information of the
outlet particle size distribution for both ductile (lactose) and fragile (paracetamol)
substances in few minutes of computational time.
Coherently to the main model assumption of dilute flow conditions, best pre-
dictions are obtained for high-energy processes (high gas pressure and low solid
feed-rates) with a maximum error of about 23% obtained for D90 at 7 bar(g).
The proposed model appears to be a promising computational tool for the descrip-
ton of the whole micronization process in terms of mean quantities rather than
the detailed simulation of particles trajectories and interactions.
The second part of this thesis deals with the simulation of the solid distribution
and particle growth modeling of polyethylene inside fluidized bed reactors.
Firstly, a standard compartment-based three-phase model with simplifed fluid dy-
namics description (SCM) has been built and its prediction performance has been
compared to a detailed Euler-Euler multiphase CFD model with kinetic theory of
granular flows.
Focusing on the fluidization behaviour of Geldart type A-B, non-reactive particles
in steady-state processes taking place in a batch reactor, the compartmentalized
model provides an adequate description of the FBR multiphase mixing and solid
volume fraction is calculated with a maximum error of 20% when monodisperse
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populations of particles are analyzed. If considering broad-size distributions, par-
ticles motion is also well predicted with a maximum discrepancy of 15-30% for
volume fractions and a relative error always smaller than 1% for average parti-
cle size along the reactor axis. In addition, an approach to scale-down fluidized
bed reactors for reducing the particle residence time and provide computationally-
affordable models has been proposed and numerically tested. Simple material
balances are exploited to guess the final particle size and initialize a packed ped
of solid with diameters close to the final ones.
A CFD-PBE model based upon DQMOM has been implemented to solve a simple
particle growth model able to simulate the polymerizaton process. Different solid
feed-rates and solid outlet locations have been inestigated, highlighting that the
multiphase mixture is always well mixed and no particle segregaton takes place
along the reactor axis.
Numerical particle residence time and average particle diameters are in accor-
dance to those estimated by simple material balances while the reactor holdup is
massively underpredicted for each feed condition and withdrawal location tested,
meaning the the 2D geometric shcematization does not allow for the simulation of
FBR ran in continuous operation mode.
In conclusion, results support the usage of simplified multi-kinetic models for pre-
dicting the fluidization behaviour of solid particles in the bubbling fluidization
regime while 2D FBR geometries appear not suitable to model the continuous
polymerization process due to the impossibility of correctly predicting the reactor
holdup in any condition.

6.2 Future Work
Besides the research work described in this thesis, other activities related to caking
and particles electrification in spiral jet mills have been carried out.

In this scenario, the following next steps are planned.

• Further development of the uncoupled quasi-3D model to include the electro-
static force effects on solid particles, through charge transport and particle
triboelectrification equations.

• Analysis and development of another breakage kernel formulation for de-
scribing the particle size reduction process in spiral jet mills.

• Evaluation of the proposed simulation strategy on 3D FBR geometries for
studying the continuous polymerization with solid feed and withdrawal.
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Appendix A

Validation Results of the FBR
Multiphase Model

This appendix gives supplementary information about the Simonin model used
to describe the turbulent interactions intercurring between between the fluid and
solid granular phases and it presents the detailed analysis performed to assess a
suitable computational grid for describing the fluidization of polyethylene particles,
the correct geometric schematization and the solid packed bed initial conditions
for having results independency on the quantity of particles filled in the reactor.

A.1 Simonin Model for Turbulent Interaction in
Granular Flows

The equations describing the turbulent interactions for the granular phase when
the Simonin model is employed are taken from the work of Simonin & Viollet [152],
Elgobashi & Abou-Arab [164], the Theory Guide of Fluent code by Ansys [28] and
Csanady [165].

For sake of completeness, a list of the aforementioned relationships is given.

νθ = 1
3kθgτ t

θg + 2
3kθτF

θg (A.1)

kθg = kg

(
ηθg

1 + µθg

)
(A.2)

kθ = 2kg

(
ηθg

1 + µθg

)
(A.3)
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τ t
θg =

τ t
g

σ1
√

1 + Cβξ2
τ

(A.4)

τF
θg = ρgd2

θ

18µgKθg

(
1 + CVM

ρg

ρθ

)
(A.5)

τ t
g = 3

2Cµ
kg

εg
(A.6)

ξτ = |uθ − ug|√
2
3kg

(A.7)

Cβ = 1.8− 1.35 cos2ψ (A.8)

ηθg =
τ t

g

τF
θg

(A.9)

Dt,θg = 1
3kθgτ t

θg (A.10)

Dθ = Dt,θg +
(2

3kθτF
θg

)
(A.11)
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A.2 Mesh Construction and Multiphase Set-Up
Validation

The results dependency to spatial discretization was studied building three differ-
ent grids, named “coarse”, “medium” and “fine”, as listed by Table A.1. In order
to build a completely structured mesh, the computational domain was divided into
segments as shown by Fig. 5.5 in Section 5.2.1.

Table A.1: Computational grid details, number of elements as function of the geometry
feature.

Grid # a # b # c # d # e # tot

coarse 80 80 230 120 30 30400

medium 120 120 400 200 45 77400

fine 220 220 655 300 70 225500

The analysis is performed by comparing time-averaged solid volume fraction (see
Equations 5.25 and 5.26 of the main manuscript) and solid velocity magnitude re-
sults obtained with different mesh and momentum discretization equation schemes
against literature data (Che et al. [144]).
Time-averaged solid volume fraction data reported in Fig. A.1 show that a good
fluidization behavior can be obtained even with the coarser grid and with the low-
est order discretization schemes.
However, a slightly better agreement is obtained in the upper part of the cylindri-
cal part of the reactor when the finest grid and the most accurate discretization
scheme are used.
Data reported in Fig. A.2, instead, clearly show that the best fluidization pre-
dictions in terms of solid velocity are obtained using the “fine” grid and the most
accurate interpolation scheme for momentum conservation.
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Figure A.1: Comparison between the time-averaged cell-centered data of solid volume
fraction at 0.5 m (a), 1.0 m (b), 1.5 m (c), 2.0 m (d) for grids listed in Table A.1 and
different discretization order of momentum equations. Monodisperse particles with size
d = 446 µm.
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Figure A.2: Comparison between the time-averaged cell-centered data of solid velocity
magnitude at 0.5 m (a) 2.0 m (b) for grids listed in Table A.1 and different discretization
order of momentum equations. Monodisperse particles with size d = 446 µm.
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For these reasons, all the computations presented in this work are conducted using
the 225500 cells of the grid named “fine” while the momentum equations were
discretized with 2nd order total variation diminishing (TVD) scheme.

A.3 Assessment of Geometric Simplifications
The capacity of a 2D axial-symmetric geometry to reliably predict the fluidization
behavior within fluidized bed reactors has been investigated comparing its results
with those of a 2D planar one. Mesh constraints have been put to have the “fine”
mesh in both cases, as depicted by Fig. A.3.

Simulations show that the 2D axial-symmetric geometry completely fail in pre-
dicting the correct fluidization behavior. The symmetry condition does not allow
the correct prediction of the random chaotic motion of the solid phase within the
reactor and, as shown qualitatively in Fig.A.4 and quantitatively in Fig.A.5, an
over-segregation of particles near the centerline of the reactor is also generated.
Therefore, the 2D planar geometry has been used for all the fluidization simula-
tions.

!" = 0.61
(
)

• gas: no slip wall
• solid: speci7ied
shear
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(free slip)

> = −9.81
(
)B
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(a) 2D planar geometry
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(free slip)

> = −9.81
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FLIEIJLO EPJ)

(b) 2D axial-symmetric geometry

Figure A.3: Geometry schematic, boundary conditions and computational grid detail
for the 2D planar case (a) and the 2D axial-symmetric case (b).
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Che et al.

2D planar

2D axialsymm.

t = 0 s t = 1 s t = 2 s t = 5 s t = 60 s

Figure A.4: Comparison between the solid volume fraction contours, at different phys-
ical times, for the reference case (Che et al. [144]), 2D planar geometry and 2D axial-
symmetric geometry. Monodisperse particles with size d = 446 µm, fine computational
grid.
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Figure A.5: Comparison between the time-averaged cell-centered data of volume frac-
tion at different reactor height for the reference case (et al. [144]), 2D planar geometry
and 2D axial-symmetric geometry. Monodisperse particles with size d = 446 µm.
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A.4 Assessment of Initial Conditions
Three different initial heights of packed bed have been investigated to understand
how the initial quantity of solid loaded into the reactor may affect the results. As
shown in Fig. A.6, the solid phase distribution was studied when h = 1.137 m
(half of the bottom part), h = 2 m (whole bottom part) and h = 4.347 m (whole
reactor).
The predictions are not affected by the initial bed height when the solid phase
is filling at least the entire cylindrical region. This statement becomes even more
strong when looking at the time-averaged data in Fig. A.7 in terms of solid volume
fraction as a function of radial position as well as at the time- and space-averaged
results in Fig. A.8 for both gas and solid volume fractions. Accordingly, a packed
bed height h = 2 m is therefore used as initial condition for all the simulations.

h (t = 0) = 4.347 m

t = 0 s t = 5 s t = 10 s t = 20 s t = 60 s

h (t = 0) = 2.000 m

h (t = 0) = 1.137 m

Figure A.6: Comparison between the volume fraction contours at different physical
times for different packed bed initialization height. Monodisperse particles with size d
= 446 µm.
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Figure A.7: Comparison between time-averaged cell-centered data of volume fraction
at different reactor position for different packed bed initialization height. Monodisperse
particles with size d = 446 µm.
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Appendix B

Reactor Scaling Procedure and
Particle Growth Model
Implementation

This appendix reports supplementary highlights the passages to obtain the
analytical solution of the Kim & Choi model [155] particle growth model.

B.1 Particle Growth Analytical Solution Deriva-
tion

The differential form of the Kim & Choi model [155] is:

dr
dt = r3

c · ρc ·Kp ·M · C∗ · PMmon

3 (1− ζ) r2 · ρs
= G (B.1)

with

C∗ = C∗ref · 0.0337; (B.2)

Kp = Kp,ref · exp
{[
−Eatt,p

R

( 1
T

)]}
. (B.3)

Since there is no dependancy of C∗, the differential equation is simply solvable as:

3
ˆ r

r0

r2dr = r3
c · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs

ˆ t

0
dt; (B.4)

r3|rr0 = r3
c · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs
t|t0; (B.5)
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r3 = r3
c · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs
t + r3

0. (B.6)

But r0 = rc and d = 2 · r, then:

d = 2rc

(
ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs
· t + 1

)1/3

. (B.7)

The Kim & Choi model of Equation B.1 can be also written in terms of a par-
ticle volumetric variation over time, using volume concentrations instead of mass
(C∗ = C∗ · ρc) ones:

vc = 8kv · rc
3 → rc

3 = vc

8kv
; (B.8)

dv
dt = d

dt
(
kv · d3

)
= d

dt
(
8kv · r3

)
= 8kv · 3r2 dr

dt . (B.9)

Substituting into Equation B.1 one obtaines

1
8kv3r2

dv
dt = Vc ·Kp ·M · C∗ · PMmon

3 · 8kv (1− ζ) r2 · ρs
= Gv. (B.10)

The differential equation has the form:

dv
dt = Vc · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs
(B.11)

Again, there is no dependancy of C∗, then:
ˆ v

v0

dv = vc · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs

ˆ t

0
dt; (B.12)

v|vp
v0 = vc · ρc ·Kp ·M · C∗ · PMmon

(1− ζ) ρs
t|t0; (B.13)

v = vc

(
Kp · ρc ·M · C∗ · PMmon

(1− ζ) ρs
t + 1

)
; (B.14)

d = v1/3
c

(
Kp · ρc ·M · C∗ · PMmon

(1− ζ) ρs
t + 1

)1/3

kv
−1/3. (B.15)
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Appendix C

Fluent Solver Setting for
Transonic Flows

This appendix reports the detailed Pressure-Based Coupled Solver numerical
settings of Fluent.

C.1 Pressure-Based Coupled Solver Settings
The flow-field inside the micronization chamber of spiral jet mills is mostly tran-
sonic (0.3<Ma<0.8), except for very localized domain regions located downstream
nozzles final sections. These flows can be modeled availing of the Pressure-Based
Coupled Solver (PBCS) of Fluent which provides superior computational time
speed with respect to denssity-based solver [28].
The following tables list the major setting used for simulations.

Table C.1: Major solver settings. PT of time formulatons stands for pseudo-transient.

Pressure-velocity form. Velocity form. Time form. Gravity

Coupled solution Absolute Steady-state (PT) OFF

Table C.2: Detaild of the single-phase k-ε realizable turbulence model constants.

C1,ε C2 C3 σµ σε

1.44 1.9 0 1.0 1.2
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Table C.3: Detail of transport equations residuals level and pseudo-transient under-
relaxation (PTUR) factors. p indicates the pressure-correction equation, BF indicates
body forces. Note that only variables transported by balance equations are relaxed.

p u h k ε ρ µ BF

residuals 10−7 10−7 10−8 10−3 10−3 - - -

PTUR 0.5 0.4 0.75 0.5 0.5 1.0 1.0 1.0
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