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Abstract. Video is the most widely used media format. Automating
the editing process would impact many areas, from the film industry
to social media content. The editing process defines the structure of a
video. In this paper, we present a new method to analyze and charac-
terize the structure of 30-second videos. Specifically, we study the video
structure in terms of sequences of shots. We investigate what type of
relation there is between what is shown in the video and the sequence of
shots used to represent it and if it is possible to define editing classes. To
this aim, labeled data are needed, but unfortunately they are not avail-
able. Hence, it is necessary to develop new data-driven methodologies to
address this issue. In this paper we present Movie Lens, a data driven
approach to discover and characterize editing patterns in the analysis of
short movie sequences. Its approach relies on the exploitation of the Lev-
enshtein distance, the K-Means algorithm, and a Multilayer Perceptron
(MLP). Through the Levenshtein distance and the K-Means algorithm
we indirectly label 30 seconds long movie shot sequences. Then, we train
a Multilayer Perceptron to assess the validity of our approach. Addi-
tionally the MLP helps domain experts to assess the semantic concepts
encapsulated by the identified clusters. We have taken out data from
the Cinescale dataset. We have gathered 23 887 shot sequences from 120
different movies. Each sequence is 30 seconds long. The performance of
Movie Lens in terms of accuracy varies (93% - 77%) in relation to the
number of classes considered (4-32). We also present a preliminary char-
acterization concerning the identified classes and their relative editing
patterns in 16 classes scenario, reaching an overall accuracy of 81%.

Keywords: Sequence Analysis, Movie Editing, K-Means, Multilayer Per-
ceptron, Levenshtein Distance

1 Introduction

Videos have been deeply studied in the past using machine learning techniques.
These studies mainly focus on image, video, or text data. However, a little at-
tention has been devoted to studying the editing process of a video that defines
its narrative structure.

Editing consists of joining individual shots together to form a scene. How
long each shot is, which shot comes before and which after, are all elements that
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strongly influence the viewer’s perception. In other words, editing helps define
the narrative and mood of a film, along with other elements such as the setting,
the soundtrack, and so on. However, while these elements are perceived by our
senses, the audience only notices editing when it is poorly done. For this reason,
it has been called invisible art. According to Walter Murch [15], editing a film is
like telling a story. If there is a great story, but the narrator tells it in the wrong
rhythm and focuses on the wrong parts, it has no impact. If the film is poorly
edited, the viewer will be less engaged in the story. Worse, there is a possibility
that the viewer will not understand the story at all. This is because editing,
among other elements, determines the structure of a film, which consequently
affects the mood of the narrative style. Practically speaking, editing is a process
of cutting and chaining together individual clips that have no meaning on their
own to create a meaningful video.

In the past, some studies, such as [25], have analyzed the challenges of au-
tomating the entire video editing process. Some successful efforts have been
made to solve some tasks of the process. One example is the autoEdit library,
which is based on the research presented in [4]. AutoEdit receives as input a
video file and gives as output the text extracted from the people speaking in the
video. Then, the user has to select a part of the text, and the algorithm selects
the corresponding clip from the video and cuts it. Automating video processing
could bring interesting and useful benefits, especially considering that it is the
most commonly used media format [31]. For example, a deeper understanding
of the narrative structures implemented in videos could lead to the automatic
creation of more semantically meaningful videos on social media. It could also
speed up the post-editing phase of a video production. Another practical imple-
mentation could be an integration with text-image translation, such as DALLE
[19]. This type of model is able to generate photo-realistic images from a textual
description. This type of network could be used to transform scripts into story-
boards. However, to do this, they need to understand the classification of shots
and editing patterns.

In this paper we propose a novel data-driven methodology, named Movie
Lens . It allows identifying editing patterns within video structures and charac-
terizing their main properties. To this aim, we focus on sequences of shot scale
classes. The shot scale is defined in relation to what is shown in the camera field
of view (see Section 3 for further details). We are interested in investigating what
kind of correlation exists between sequences of shot classes and what is actually
shown in the corresponding video. We selected shot class sequences from the
Cinescale dataset [21]. However, the sequences obtained were not labeled. To
label them, we have used a novel method based on a joint approach that relies
on K-Means and the Levenshtein distance. As a result, we assign a label for each
sequence without directly analyzing the content of the sequences. Then we then
train and test a classifier using the original sequences and the newly obtained
labels.

Specifically, Movie Lens introduces the following contributions: (i) a data-
driven methodology to cluster short video sequences in homogeneous and well-
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separated groups; (ii) a machine learning algorithm capable of classifying video
sequences assessing the robustness of the clustering analysis. Furthermore, it
helps domain experts to easily identify a semantic label for each group of short
video sequences. (iii) Additionally we present a preliminary characterization con-
ducted on a real set of data characterized by 23 887 sequences from 120 different
movies.

This paper is organized as follows. In Section 2 we analyze the existing state-
of-the-art on the subject. In Section 3 we focus on the data used, while in Section
4 we present the Movie Lens methodology. Section 5 discusses some prelim-
inary results obtained by Movie Lens on a large set of real-data. Section 6
concludes the paper with an in-depth discussion on the weaknesses of the pro-
posed approach and how to address them in our future research studies.

2 Related Works

In recent years, videos and films have been analyzed using different techniques
and for different purposes. Most of these studies are related to computer vision
and image classification, but other branches of research focus on other aspects.
One task that has been addressed in the past using different approaches is the
classification of movie images [2] [22] [28] [27]. It is a classification that assigns
a shot type to an image based on what is in the camera’s field of view. Most
of these studies rely on convolutional neural networks (CNN) [23] to predict
the shot scale of an image. This type of classification can be more or less fine-
grained. Some studies also incorporate camera motion classes [8]. In computer
vision, there have been significant studies on translating text into images. These
algorithms, such as [19], are able to reproduce a more or less accurate image
based on a text description. A rather different, but still interesting approach
is the work proposed in [18]. Here the authors use natural language processing
techniques on the IMDB dataset to perform movie sentiment analysis.

In terms of studies dealing with the editing structure of videos and films,
there have been some developments. The first study on this topic dates back to
2002 ([13]). Here, the authors attempted to identify editing rules and patterns.
They emphasized the central importance of editing in videos. Their focus was
on editing speed and on a preliminary version next shot type prediction with
three classes. Recently, in [3], the authors have analyzed how the concatenation
of shot types affects viewer attention. Another interesting study is proposed in
[10]. Here, the authors present an automatic censoring method that detects in-
appropriate visual content and classifies it as ”Universal,” ”Universal Adult,”
or ”Adult”. In [33], the authors perform video retrieval. They use recording se-
quences in combination with temporal information and visual features to find a
specific video in a large collection. Also in [1], video retrieval is performed us-
ing textual data along with other movie metadata such as script, editing speed,
release year, and genre of the movie. In [24], the authors instead perform movie
genre classification by implementing a methodology based on convolutional neu-
ral networks. [32] is also about movie genre classification, but the approach here
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is different. Representative key frames are extracted from trailer clips and genre
classification analysis is performed using these key frames. In [16], the authors
focus on film structure by analyzing the time interval from one cut to the next.
They examine how film genre affects shot duration. In [26], the authors analyze
what kind of relationship exists between the director of a film and the shots used
in the film. In automated video editing, there have been advances in various as-
pects of the entire process. In [4], the authors develop a method for cutting a
video depending on the part of the dialog that the transcript text receives as in-
put. In [20], the focus is not on classifying frames or videos into recording types,
but on video segmentation, i.e., splitting a video into individual clips. In [17], the
authors present a preliminary methodology that mimics the editing structure of
movies. In this study, three shot typologies are considered: close up, medium
shot, and long shot. Another interesting study dealing with automatic video
editing is presented in [30]. Here, the focus is on the typology of videos to be
processed in multi camera environments. For a more comprehensive overview,
we recommend the following surveys [14] [31] [25]. All of these studies could
yield even more surprising results if they integrated even rudimentary narrative
editing patterns.

Editing structure influences how the story is perceived. Some studies address
specific aspects of editing structure or use automated editing in controlled envi-
ronments. Differently from all cited works, Movie Lens focuses on discovering
and characterizing editing patterns to better understand how the sequence of
shots changes in relation to what is shown on screen. Only a few research stud-
ies, address our research issue, such as [17] [30] [3], however with a different
methodology and a different problem characterization. Differently than [17] [30]
[3], Movie Lens considers more shot classes and integrates a novel strategy to
automatically discover editing patterns and how to classify them easily.

3 Data

Fig. 1: The 8 types of shot considered in this study.

For our experiment, we have used the Cinescale dataset [21]. To be more
precise, only its labels were used. Cinescale is a dataset containing 120 different
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movies realized by six different directors. It is a dataset used to perform cine-
matographic shot classification. From each movie a frame has been sampled and
labeled at every second. The label assigned to each sampled frame corresponds
to its shot class. The shot classes considered in this study are the following:
(i) Class 0) Foreground Shot (FS): a shot that contains elements of different
shot classes. For instance camera movements fall under this category (128 335
frames); (ii) Class 1) Extreme Close Up (ECU): a shot that focuses on details,
such as the eyes of the subject, what the character is holding and so on (3 367
frames); (iii) Class 2) Close Up (CU): a shot focused on the subject’s face, it
shows the actor from the shoulder up. It can also be used to focus the viewer’s
attention on some detail like objects or hands (83 682 frames); (iv) Class 3)
Medium Close Up (MCU): the subject figure is shown from the upper half of
its torso (252 639 frames); (v) Class 4) Medium Shot (MS): only the upper half
of a human subject is shown (78 053 frames); (vi) Class 5) Medium Long Shot
(MLS): the human figure is shown from the knee up (89 450 frames); (vii) Class
6) Long Shot (LS): the human figure occupies the totality of the frame height
or 2/3 (49 788 frames); (viii) Class 7) Extreme Long Shot (ELS): the human
figure is absent or occupies less than a third of the screen height (7 118 frames).
Figure 1 shows the different types of shot classes considered in this study.

The extracted video sequences were 30 frames long, which corresponds to 30
seconds, since in the Cinescale dataset one frame is sampled every second. We
focused on 30-second sequences for the following reasons. Not only do scenes in
movies vary in length, but even when they are of similar length, the number
of shots used varies. Therefore, to simplify the problem, we decided to use 30-
second sequences. Usually scenes do not last that long, but it is rare for a scene
to be shorter than 30 seconds. In this time interval, there is also a chance to
capture some patterns, while if smaller sequences are chosen, there is a risk that
the resulting sequences cannot describe anything in particular. On the other
hand, if a larger time interval is chosen, there is a chance that more scenes will
be compressed into a single one. Cinescale has two other classes besides the shot
type classes. One contains opening and closing titles, the other undefined frames.
After removing the sequences that contained these shots, the resulting dataset
contained 23 887 sequences. The next section will explain the methodology in
more detail.

4 Methodology

Movie Lens performs two main analytic building blocks: the Label Estimation
Phase and the Editing Patterns Analysis. The aim of the first task is to label each
short movie sequence in the selected portion of data. In order to do that, first
we run an analysis based on a distance metric on every sequence. The analysis
focuses on how much every sequence is similar to some fixed reference sequences.
At the end of this operation we use those distances as points’ coordinates. Every
point models a sequence. The points are then grouped through a clustering
algorithm. Each group should theoretically model a type of sequence. As a result
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of the first step, Movie Lens defines a cluster identifier for each short movie
sequence. To help the domain expert to define a semantic label to each group, we
have introduced a second phase named Editing Pattern Analysis. The aim of the
second step is to evaluate the results of the Label Estimation Phase through the
analysis of the performance yielded by a classifier on a portion of the dataset.
After training the model, we test it on the remaining part of the dataset. The
obtained results need to be assessed by domain experts. Specifically, in this
final step Movie Lens allows the domain expert to analyze which patterns
characterize each class and which ones are the most common misclassification
errors. The domain experts are asked to assess the quality of the classes identified
by Movie Lens . This analysis is performed manually on a subset of short movie
sequences for each class along with the label defined by the classifier. Selected
sequences include sequences that are classified correctly or misclassified.

Figure 2 shows the main analytic building blocks of Movie Lens . Further
details of each task are provided in the next subsections.

Fig. 2: Overview of the Movie Lens ’s methodology.

4.1 Label Estimation Phase

This analytic building block performs the similarity analysis and models its
results through a clustering algorithm. Specifically, we have used the Leven-
shtein distance [7] to compute the sequences’ similarities and differences, and
the K-Means algorithm[11] to indirect model editing patterns. The Levenshtein
distance measures the similarity between sequences by counting the minimum
number of changes (substitution, insertions, and deletions) needed to convert
one sequence to another. The selection of the distance measure has been guided
by the data semantic. Specifically, the shot type classes on Cinescale are defined
through numerical values. From label 1 to 7 the higher the class number the
wider shot we are considering. However, the foreground shot class, identified by
the number 0, is not defined by the shot scale. Since the numerical magnitude
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of a class is not reliable to compute more traditional distances, such as the Eu-
clidean distance [12], we have chosen a different approach. We have considered
our shot sequences as strings and used the Levenshtein distance. However, also
the Levenshtein distance has some limitations, because it does not characterize
the changes made. However in our scenario it is important to know also to what
class the frame has been converted to in order to match the sequence. Hence,
instead of using the Levenshtein distance to directly measure the differences be-
tween sequences, we took a slightly different approach. First, we have defined 8
reference sequences artificially, one for each shot type (e.g., close up). All refer-
ence sequences were 30 frames long, with each frame belonging to the same shot
type. Then, we have measured the Levenshtein distance among the short video
sequences extracted from the Cinescale dataset and each reference sequence. Af-
ter computing the distances between each sequence and the 8 reference ones,
we have used those distances as coordinates. In this way each sequence corre-
sponds to an 8-dimensional point in the multi-dimensional space. Afterwards we
have clustered all the points and labeled them according to which region of the
8-dimensional space they occupy. Among the different clustering techniques we
have decided to rely on the K-Means algorithm. We have decided to exploit this
specific clustering technique because it converges quickly while providing good
results [6]. The only parameter it requires is the number of clusters. To find a
reliable value for the input parameter, a joint strategy based on the elbow graph
method and Ward’s method - i.e., a hierarchical clustering metric - has been
adopted. Both these strategies focus on identifying the optimal number of clus-
ters by minimizing the within-cluster variance. We have run different simulations
with a varying number of groups. For each 8-dimensional point, the cluster anal-
ysis identifies the group of similar sequences to which the corresponding short
movie sequence belongs to.

4.2 Editing Patterns Analysis

This phase has a double purpose. On the one hand it assesses the robustness
of the clustering analysis. On the other hand it helps the domain experts to
analyze emerging patterns from the clustering groups. In the editing pattern
analysis we split our dataset into train and test sets. The classifier is trained
on the shot sequences with the labels defined through the previous step. Then,
the performance of the classifier has been evaluated through the most common
classification quantitative metrics (see Section 4.3 for further detail). For the
classifier choice we have decided to rely on a Multilayer Perceptron (MLP), by
adapting the model 1 proposed for sentence classification to short movie se-
quences classification. After training the MLP we evaluate its performance by
analyzing the classification results on the test set. This evaluation step has a
double purpose. This evaluation step on the one hand allows understanding if
the results obtained from the labeling phase are robust. On the other hand it

1 the Multilayer Perceptron for sentence classification can be retrieved from a GitHub
repository [29]
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allows domain experts to easily evaluate the main characteristics of each defined
class. In fact, after training and evaluating the model, we analyze the patterns
characterizing the different classes. To this aim the domain experts are asked to
verify the correctness of the classification results and to extract the main char-
acteristics of each sequence type. For each class, we selected 5% of short movie
sequences stratified with respect to the class cardinality and the distribution
of misclassified sequences. The domain expert verifies what type of correlation
there is among the identified patterns and what is shown in the video. Section
5 offers more insight on this aspect.

4.3 Technical Details

We used a traditional K-Means procedure to cluster the 8-dimensional points
representative of the acquisition sequences. After a large set of experiments we
have defined the following Movie Lens configuration. The number of initial
centroids of the clusters is 20. The MLP has an input layer, a hidden layer, and
an output layer. The number of units of the input layer and the hidden layer are
128 and 64 respectively. The number of layers of the output layer depends on
the number of classes considered. The optimizer used is the adaptive Nesterov
moment estimation (Nadam). The activation function for both the input and
hidden layer is the Hyperbolic tangent activation function (tanh), while for the
output layer the activation function is the softmax function. The loss function
used is the categorical cross entropy. The experiments were conducted on a HPC
system with 4 CPU allocated. The code was implemented in Python with the
support of the following libraries: Numpy, Keras, Tensorflow, Scikit-learn and
Pandas. The metrics considered in this study are the following: (i) accuracy:
number of correct predictions over the total amount of predictions; (ii) recall:
the ratio of true positives identified over the sum of true positives and false
negatives; (iii) precision: the ratio of true positives identified over the total of
positives, both true and false; (iv) f1-score: the weighted harmonic mean of
precision and recall.

5 Preliminary Results

The following is a description of the initial experiments we conducted to evaluate
the quality of Movie Lens. The experiments were performed to show: (i) the
quality of the identified partition by the K-Means algorithm; (ii) if the identified
patterns hold any insight in relation to what is happening in the video. We tested
different configurations to perform its evaluation and configuration. Thanks to
Ward’s hierarchical clustering technique and the Elbow method, we were able
to correctly configure the K-Means algorithm. Figure 3a 3b shows the obtained
results. The height parameter in Ward’s dendrogram grows with the intra-cluster
variance. Table 1 shows the performance of the MLP with 4, 8, 16 and 32 classes,
in terms of accuracy, f1-score macro average and f1-score weighted average.
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(a) Ward’s Dendrogram. (b) Elbow Method

Fig. 3: Different strategies to identify the optimal number of clusters.

Table 1: Performance of the MLP classifier with a different amount of classes
considered.

number of overall macro weighted
classes accuracy average average

4 93 93 93
8 88 88 88
16 81 79 81
32 77 72 77

With 4 classes our classifier achieves a good performance, however if we
take a look at the elbow graph we can see that the number of classes can be
incremented. With 8 classes the classifier reaches a slightly lower performance
but still satisfying. However, since our sequences are composed of eight elements
and our labels are defined in relation to how much every sequence is distant
from the 8 artificial sequences, we wanted to see if by increasing the number
of classes considered we were able to find more fine-grained editing patterns.
Hence we tested Movie Lens with also 16 and 32 classes. Figures 4a and 4b
show the average pattern per class, i.e. centroid identified in these last two
scenarios. By analyzing the patterns in Figure 4a we can see that centroids
modeling editing pattern groups are well-separated with respect to the ones in
Figure 4b. Thus, fine-grained partitions obtained with 32 classes are too detailed
and present overlapped centroids (i.e., some types of frames in the sequences are
very similar).

Hence, in the following we detail the result obtained with 16 classes. The ex-
periments presented here were performed using a stratified K-fold cross-validation
with a K value of 10. With 16 classes, the MLP achieves a training accuracy of
88% after 50 epochs and a validation accuracy between 78% and 83%, with
an average value of 81.2%. Table 2 shows precision, recall, and f-1 score of the
average model.
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(a) Editing patterns with 16 classes. (b) Editing patterns with 32 classes.

Fig. 4: These patterns, one for each class, are obtained by averaging all the
sequences belonging to the same group.

Table 2: Precision, recall and f1-score of the MLP with 16 labels.

Labels Semantic Precision Recall f1-Score Support
Label

0 CER 66% 61% 63% 130
1 CER 73% 79% 76% 109
2 N 99% 97% 98% 177
3 CER 76% 72% 74% 101
4 CER 88% 86% 87% 140
5 ED 96% 64% 77% 77
6 CCI 85% 82% 83% 197
7 CCI 97% 95% 96% 369
8 N 67% 61% 64% 127
9 N 69% 83% 75% 237
10 CCI 99% 95% 97% 155
11 ED 79% 71% 75% 21
12 ED 87% 92% 89% 118
13 N 56% 77% 65% 119
14 N 67% 57% 62% 136
15 N 77% 75% 76% 175

accuracy 81% 2388
macro avg 80% 78% 79% 2388
weighted avg 82% 81% 81% 2388
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From the classification report shown in Table 2 we can see that the proposed
model performs particularly well in some classes. In a first analysis, with the help
of a domain expert we found some insightful patterns allowing us to define three
semantic labels (as shown in Table 2): (1) Character-Environment Relationship
(CER) , (2) Environment Descriptions (ED), and (3) Character-Character Inter-
action (CCI) discussed in the following subsections. Furthermore, an additional
label, named undefined (N) has been defined to group all ill-defined classes.

5.1 Character-Environment Relationship

The classes in this first semantic group are 0, 1, 3 and 4, as shown in Table 2.
Class 0 contains mainly medium close ups and medium long shots. On class 0 the
MLP was able to reach an f1-score of 63%. It is one of the lowest scores in terms
of performance and it is mainly due to the presence of two types of sequences.
The first one consists of dialogues where there is not too much involvement with
the characters or in their reaction. The focus of the viewer in these sequences
is divided between the characters and the environment in which the scene is
set. The other main sequence branch is also centered around characters and the
environment, but represents it from a different perspective. In these sequences
there is the camera that follows the subject exploring or moving through the
scene environment. Some sequences show a mixture of both patterns. For in-
stance two characters may be talking about a friend of theirs in jail and then we
see a flashback in which we follow the third character while he is being arrested.

Also class 1 (f1-score=76%) encapsulates sequences focused on the relation-
ship between characters and the environment. These sequences contain mainly
close ups mixed with wider shots. We have found one relevant pattern. The
analyzed clips showed mainly how the characters react to changes in the envi-
ronment. The close ups are used to see the character facial expression, while
the wider shots are used to show what is happening. Whether the character in-
teracts with the environment producing a change to which he reacts to or the
environment changes by itself they describe action and reaction between the
character and the environment. Class 3 (f1-score=74%) is conceptually similar.
The typologies of shot used are similar, although in different proportions. Also
here what is shown is the relationship between character and environment. The
difference from the previous class is that here the close ups do not show only the
character reactions but also objects of the surrounding environment. By using
close up to show also details of the environment changes the viewer’s perception
of the story. Yet another class that focuses on the relationship between character
and environment is class 4 (f1-score=87%). However, here the mood is different.
Usually they represent a unique shot, with a fixed shot or a camera movement.
Here the characters are presented with the environment itself, whether they are
doing nothing or talking to each other. Most of the analyzed sequences depicted
scenes in an internal setting, as shown in Figure 5.
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Fig. 5: Character and Environment Introduction. For visualization purposes we
show 1 frame every 5.

Fig. 6: Environment Sequence. For visualization purposes we show 1 frame every
3.

5.2 Environment Description

The classes in this semantic group are 5, 11 and 12 (see Table 2). These groups
focus on the environment description, what changes mainly is the shot scale used.
For instance, class 12 (f1-score=89%) encapsulates sequences that are mainly
composed of medium long shots. This class contains mainly sequence shots.
Sequence shot, which is not to not be confused with sequence of shots or shots
sequence, is a sequence composed of a unique clip. In other words there are no
cuts. These sequence shots are either stationary, or follow at a fixed distance a
character that moves around the environment. Sequences belonging to class 11
(f1-score=75%) contain mainly long shots or extreme long shots. Here the focus
is completely on the Environment, if there are subjects on the screen, the viewer’s
attention dedicated to them is minimal. Figure 6 shows an example of this type of
sequence taken from ”Bande à Part”. Class 5 (f1-score=77%) uses more narrow
shots. compared to class 11. Nonetheless also these are environment descriptive
sequences. They tend to be sequence shots that describe the environment. If
there are characters framed, the viewer gives a little more attention to them.
However there is no emphasis on what the characters are doing and the main
focus remains on the environment.

5.3 Character-Character Interaction

Fig. 7: Dialogue Sequence. For visualization purposes we show 1 frame every 3.

This main category, including groups 6, 7, and 10, as shown in Table 2, focuses
on dialogue among characters. Class 7 (f1-score=96%) contains mainly medium
close up sequences. This is the class with the highest amount of sequences. All of
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these sequences are dialogues. Unfortunately all of these sequences look similar
so it is difficult to extract more meaningful patterns (more on this in section 6).
Figure 7 shows a sequence belonging to this category.

Class 10 (f1-score=97%) instead identifies a more specific pattern. In this
class there are a lot of close ups. Usually there are two, three at most characters
involved in this type of sequence. The interaction between characters is one to
one. Instead class 15 (f1-score=76%) contains dialogues among more characters.
Usually there is the main character talking while the others listen or vice versa.
The interactions among characters are one to many. In fact this class contains
wider shots compared to class 10.

Class 6 (f1-score=83%) is a class that contains a lot of foreground shots and
narrow shots. Even if the sequences are a little noisy in this class there are
dialogues, not too centered on the character’s facial emotional reaction but also
his physical reaction. To follow the character’s physical reaction we follow him
at a fixed distance using camera movements, labeled on Cinescale as foreground
shots.

5.4 Undefined Classes

Classes 8-9-13-14-15 (see Table 2) are ill-defined since no specific and no com-
mon meaningful patterns can be identified. For classes 8 (f1-score=64%), 13
(f1-score=65%) and 14 (f1-score=62%) we were not able to extract any type of
knowledge. This is probably related to the fact that these classes share similar
shot types.

For class 2 (f1-score=98%) the issue is different. This class contains mainly
foreground shots. Foreground shots usually describe camera movements in which
the shot scale changes. However there is no difference if the shot scale changes
from a close up to a medium shot or from a medium shot to a long shot. However
this type of information impacts the viewer’s perception. Generally speaking this
class encapsulates sequences that contain only camera movements, but for now
it is not possible to have a more fine-grained characterization. For this reason
we have chosen to include this group of sequences in the undefined classes.

5.5 Misclassified Sequences

We have conducted a preliminary characterization also on the wrongly classi-
fied sequences. Here we have reported the analysis conducted on the 5 main
misclassification errors, identified through the confusion matrix (not reported
here to lack of space). Specifically, misclassified patterns belong to classes 5-0-
6-8-14 predicted as 13-9-15-13-9, respectively. These errors mainly arise since
the wrong predicted classes are ill-defined, thus the classifier is not so robust to
clearly distinguish some editing patterns. A large and comprehensive data set
should be considered so that the classifier can better model each specific group
and perform the classification easily and correctly.
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6 Discussion

This paper proposes a data-driven approach to effectively address editing pattern
characterization. From our preliminary characterization, we were able to discern
some interesting fine-grained editing patterns. Although these preliminary re-
sults are promising, there is room for improvements. Some research directions
to be considered are discussed in the following: (1) A more fine-grained shot
type classification modeling more cinematographic shot categories. This would
mean having classes for camera movements, rather than the general class for
foreground shots. Also, a distinction between close ups of a character’s face and
objects would allow for more insightful analysis. (2) A characterization of single
clip versus multiple clips. It should categorize sequences obtained from a single
clip from those composed of different video files. It could improve the Movie
Lens overall performance. (3) Dataset enrichment with video metadata. Addi-
tional movie metadata, such as the starting and ending point of single scenes,
could help the editing pattern characterization. (4) Extension of the Movie
Lens methodology with new ML algorithms. The proposed approach could be
enriched with other deep learning methods. For example the LSTM [9] networks
or graph neural networks [5] could be integrated to take into account the tem-
poral dimension in the analytics pipeline.
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